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Abstract

Named entity (NE) recogniton is a

task in which proper nounsand nu-

merical informatian in a documentare
detectedand classifiedinto catejories
suchas person,organizatbn, location,
anddate. NE recognition playsan es-
sential role in information extraction

systemsand questim answeringsys-
tems.It iswell known thathand-crafted
systemswith a large set of heuris-
tic rules are difficult to maintain, and
corpus-basedtatisical approachesire
expectedto be morerobustandrequire
lesshumaninterventon. Several stats-

tical approachefave beenreportedin

the literature. In a recentJapanes&E

worksh@, a maximum entropy (ME)

systemoutperformediecisio treesys-
tems and most hand-craftedsystems.
Here,we proposeanalternative method
basedon a simpk rule geneata and

decision tree learning.  Our exper

iments shav that its performanceis

comparableto the ME approach. We

alsofound thatit canbe trainedmore
efficiently with a large setof training

dataandthatit improvesreadabiliy.

1 Intr oduction

Named entity (NE) recognition is a task in
which proper nouns and numerical informa-
tion in a documentare detectedand classi-

fied into categories such as person, organiza-
tion, location and date. NE recognition plays
an essentialrole in informatian extraction sys-

tems (see MUC documents(1996)) and ques-
tion answeringsysems (see TREC-QA docu-
ments,http: //trec. ni st.gov/). When
you want to know the location of the Taj Ma-

hal, traditional IR technigiesdirectyou to rele-

vantdocumentshut do not directly answeryour

guestim. NE recogniton is essentiafor finding

possble answersfrom documents. Although it

is easyto build an NE recognitionsystemwith

mediocreperformanceit is difficult to makeit re-

liable becausef thelarge numberof ambiguous
casesFor insiance we cannotdeterminavhether
“Washingto” is a persons nameor a locatioris

namewithout the necessargontet.

Therearetwo majorapproachewo building NE
recognition systems.The first approactemploys
hand-craftedrules. It is well known that hand-
craftedsysemsaredifficult to maintainbecausé
is noteasyto predictthe effect of a smallchange
in arule. The secondapproactemploysa statis
tical method whichis expectedo be morerobust
andto requirelesshumanintervenion. Several
statisical methodshave beenreportedn theliter-
ature(Bikel etal., 1999;Borthwick, 1999;Sekine
etal., 1998;SassanandUtsurg 2000).

IREX (Information Retrieval and Extraction
Exercise, (Sekine and Eriguchi, 2000; IRE,
1999))washeldin 1999,andfifteensystemspar
ticipatedin theformal run of the JapanesBIE ex-
cercise. In the formal run, participantswere re-
guestedo tagtwo datasets(GENERAL andAR-
REST),andtheir scoresverecomparedn terms



of F-measurei.e., the harmonicmeanof ‘recall’
and‘precision’ definedasfollows.

e recall=x/(thenumberof correctNES)

e precision= x/(the numberof NEs extracted
by the system)

wherex is the numberof NEs correctly ex-
tractedandclassifiedby thesysem.

GENERAL was the larger test set, and its
best sysem was a hand-craftedone that at-
tained F=83.86%. The second best system
(F=80.05%)wasalsohand-craftecdbut enhanced
with transformation-basl errordriven learning.
The third bestsystem(F=77.37%)was Borth-
wick's ME systemenhancedwith hand-crafted
rulesanddictionarieq1999). Thus,thebestthree
systemsusedquitedifferentapproaches.

In this paper we proposean alternatve ap-
proachbasedon a simpk rule generator andde-
cisiontreelearning (RG+DT). Our experiments
shaw thatits performanceis comparableto the
ME method,andwe foundthatit canbe trained
more efficiently with a large setof training data.
By addingin-houwse data, the propogd systems
performancewas improved by several poirts,
while a standardVE toolkit crashed.

Whenwe try to extract NEs in Japanesewe
encounterseveral problemsthat are not serious
in Englidh. It is relatively easyto detectEn-
glish NEsbecausef capitalizatbn. In Japanese,
thereis no suchuseful hint. Propernounsand
commonnounslook very similar. In English,
it is alsoeasyto tokenize a sentencéecausef
interword spacing.In Japanesenter-word spac-
ing is rarely used. We can usean off-the-shelf
morphologicalanalyzerfor tokenizaton, but its
word boundariesnaydiffer from the correspond-
ing NE bourdariesin the training data. For in-
stance,a morphologcal analyzermay divide a
four-characterexpressionO0- SAKA- SHI - NAI
into two words OO SAKA (= Osaka)and SHI -
NAl (=in thecity), butthetrainingdatawoud be
taggedas<LOCATI ON>O0- SAKA- SHI </ LO-
CATI ON>NAI (= in <LOCATI O\N>OsakaCity
</ LOCATI ON>). Moreover, unknowrnwordsare
often divided excessivelyor incorrectly because
an analyzertries to interpreta sentenceas a se-
guenceof known words

Throughouthispaperthetypenriter-style font
is usedfor Japaneseand hyphensndicatechar
acter boundaries. Different types of charac-
ters are usedin Japanese:hiragana,katakana,
kanji, symbols,numbers,and lettersof the Ro-
man alphabet. We use 17 charactertypes for

words, e.g., single-kanji, all-kanji,
al | - kat akana, al | -uppercase, fl oat
(for floating point numbers)smal | - i nt eger
(upto 4 digits).

2 Methodology

OurRG+DT sysem (Fig. 1) generates recogr
tionrule from eachNE in thetrainingdata.Then,
the rule is refinedby decisiontreelearning. By
applyirg the refined recognition rulesto a new
document,we get NE candidates. Then, non-
overlappingcandidatesre selectedoy a kind of
longestmatchmethod.

2.1 Generation of recognitionrules

In our method,eachtokenzed NE is corverted
to arecognitiorrule thatis essentiall a sequence
of part-of-speecl{POS)tagsin the NE. For in-
stance, 0O SAKA- G N- KOU (= OsakaBank)
is tokerized into two words OO SAKA: al | -
kanji: | ocation-nane (=0Osakapndd N-
KQU: al | - kanj i : common- noun (= Bank),
where | ocati on- nane and conmon- noun
arePOStags. In this case,we getthe following
recognition rule. Here,"** matchesarything.

*:*:| ocati on- nane,
*:*:conmbn- noun
-> ORGANI ZATI ON

However, this rule is not very good. For in-
stance, 00 SAKA- WAN (= OsakaBay) follows
this pattern,but it is a locations name. G N-
KQOU and WAN strondy imply ORGANI ZATI ON
andLOCATI ON, respectiely. Thus,thelastword
of anNE is oftena headthatis more usefulthan
otherwordsfor the classificatio. Therefore we
registerthe last word into a sufix dictionary for
eachnon-numerical NE class(i.e., ORGANI ZA-
TI ON, PERSON, LOCATI ON, and ARTI FACT)
in orderto acceptonly reliablecandidateslf the
lastword appearén two or moredifferentNE, we
call it areliable NE sufix. We registeronly reli-
ableones.



recog.rulel —= dt-rulesl

document recog.rule2 = dt-rules?

recog.rulen |=| dt-rulesn

. (longestmatch)
H NE candidates arbitration '%NEinde(

Figurel: Roughsketchof RG+DT system

In the abore examples, the last words were
commonnours. However, thelastword canalso
be a proper noun. For instance,we will get
thefollowing rule from <ORGANI ZATI ON>0O-
SAKA- TO YO TA</ ORGANI ZATI ON> (= Os-
akaToyota)becauselapanes@OStaggersknow
that TO- YO TA is an organizatbn name(a kind
of propernoun).

*:*:|ocation-nane, *:*:org-name
-> ORGANI ZATICON, 0,0

Since Yokchama Honda and Kyoto Sory
also follow this pattern, the second element
*:*: 0or g- nane shouldnot be restrictedto the
wordsin the trainingdata. Therefore,we do not
restrictpropernours by a suffix dictionary, and
we do notrestrictnumberseither

In additian, thefirst or lastword of anNE may
containan NE boundhry aswe describedbefore
(SHI </ LOCATI ON>NAI ). In this case,we can
getOO SAKA- SHI by remaoving no characteiof
thefirst word OO- SAKA andonecharacteof the
lastword SHI - NAI . Accordingy, this modifica-
tion canberepresentedy two integers:0, 1.

Furthermorepne-wordNEs aredifferentfrom
otherNEsin thefollowing respects.

e The word is usuallya propernoun, an un-
known word, or anumber;otherwisejt is an
exceptionalcase.

e Thecharactetypeof aone-word\E givesa
usefulhintfor its classification For instance,
al | - upper case words(e.g.,IOC) areof-
tenclassifiedasORGANI ZATI ON.

Since unknawvn words are often proper
nouns, we assume they are tagged as
ni sc- proper - noun. If the training
data contains <ORGAN ZATI ON>I - O
C</ ORGANI ZATI O\> and1 - O- C (= 10C) is
an unknavn word, we will getl-OC: al | -
upper case: i sc- proper - noun.

By considerilg these facts, we modify the
above rule generation.Thatis, we replaceevery
wordin anNE andits charactetypeby ‘*’ to get
the left-handside of the correspondingecogni-
tion rule exceptthefollowingcases

A word that containsan NE boundary If the
first or lastword of the NE containsan NE
boundry (e.g, SHI </ LOCATI ON>NAI ),
thewordis notreplacedoy ‘*’. Thenumber
of charactergo be deletedis alsorecorded
in theright-handsideof therecognitiorrule.

One-word NE Thefollowing exceptionsare ap-
plied to one-wordNEs. If the word is a
propernounor a number its charactettype
is notreplacedby ‘*’. Otherwise the word
is notreplacedoy ‘* .

The lastword of alonger NE The  following
exceptionsare appliedto the lastword of a
non-numericaNE thatis composedf two
or more words when the word is neither a
propernounnor a number If the lastword
is a reliable NE suffix (i.e., it appearsin
two or moredifferentNEs in the class),its
information(i.e., thelastword, its character
type, andits POStag) is registeredinto a
sufiix dictionaryfor the NE class. Thelast
word of therecogniton rule mustbeanele-
mentof the suffix dictionary. UnreliableNE
sufixesarenotreplacedoy ‘*’. Suffixesof
numericalNEs (i.e., DATE, Tl ME, MONEY,
PERCENT) arenotreplacedeither

Now, we obtainthefollowing recognitonrules
from theabove examples.

*:all -uppercase: m sc- proper-noun
-> ORGANI ZATI ON, 0, O.
*:*:]ocation-naneg,
SHI - NAI : *: commmon- noun
-> LOCATI QN O, 1.



*:*- | ocati on-nane,
*:*: comobn- noun
-> ORGANI ZATI ON, 0, 0.

Thefirst rule extractsCNN asan organizaton.
The secondrule extracts YOKO- HAMA- SHI (=
YokohamacCity) from YOKO- HAMA- SHI - NAI
(= in YokohamaCity). The third rule extracts
YOKO- HAMA- G N- KQU (= YokohamaBank) as
anorganization Notethat,in thisrule,thesecond
element(*: *: conmon- noun) is constained
by the suffix dictionaryfor ORGANI ZATI ON be-
causeit is neithera propernounnor a number
Hence, the rule doesnot match YOKO- HAMA-
WAN (= YokdhamaBay). If the suffix dictionary
alsohappendo have KOU- KOU: al | - kanj i :
conmmon- noun (= seniorhighschoa), therule
alsomatchesYOKO- HAMA- KOU- KQU (= Yoko-
hamaSeniorHigh School).

IREX introduced <ARTI FACT> for product
namesprizes,pacts,books andfine arts,among
othernouns.Titles of booksandfine artsareoften
long and have atypicalword patterns. However,
they areoftendelimitedby a pair of symbolsthat
correspondo quotaion marksin English. Some
atypicalorganizatiomamesarealsodelimitedby
thesesymbols In orderto extractsuchalongNE,
we concatenatell words within a pair of such
symbolsinto oneword. We employthefirst and
lastword of thequotedwordsasextrafeaturesin
addition we do notregardthe quotatio symbos
asadjacentwordsbecausdhey are constantand
lack semantianeaning.

Whena large amountof trainingdatais given,
thousandsf recognitionrulesaregeneratedFor
efficiengy, we compiletheserecognitionrulesby
usinga hashtable that corverts a hashkey into
a list of relevantrulesthathave to be examined.
We makethis hashtable asfollows. If the left-
handsideof arule containsonly oneelementthe
elementis usedasa hashkey andits rule identi-
fier is appendedo the correspondingule list. If
theleft-handsidecontaingwo or moreelements,
thefirst two elementsare concatenatedndused
asa hashkey andits rule identifier is appended
to thecorrespondig rule list. After thiscompila-
tion, we canefficiently applyall of therulesto a
new document.By takingthefirst two elements
into consderation,we canreducethe numberof

rulesthatneedto be examined.

2.2 Refinementof recognitionrules

Somerecogniton rulesare not reliable. For in-
stancewe getthefollowing rule whena persons
nameis incorrectly taggedas a locatian’s name
by aPOStagger

*:all-kanji:location-nane
-> PERSON, 0, O

Therefore we haveto consderawayto refinethe
recognition rules.

By applyng eachrecognitionrule to the un-
taggedrainingdata,we canobtainNE candidates
for therule. By comparinghecandidatesvith the
givenanswerfor thetrainingdata,we canclassify
theminto postive examplesand negative exam-
plesfor the recognition rule. Consequery| we
canapply decisiontreelearningto classifythese
examplescorrectly We represeneachexample
by a list of features: wordsin the NEs, & pre-
cedingwords,k succeedingvords,theircharacter
types,andtheir POStags.If we consideronepre-
cedingword andtwo succeedingvords,the fea-
turelist for atwo-waord namedentity (w g, w1) will
bew 1, ¢ 1, p-1, wo, co, Po, W1, €1, P1, W2, C2,
p2, ws, c3, p3, pn, Wherew_; is the preceding
word and wo, andws are the succeedingvords
¢; is w;'s charactettype andp; is w;'s POStag.
pn is a booleanvaluethatindicateswhetherit is
aposifve example.If afeaturevalueappearsess
thanthreetimesin theexamplesit is replacedoy
a dummyconstant We alsoreplacenumbersby
dummy constantsbecausemost numericalNEs
follow typical patterns andtheir specificvalues
areoftenuselesdor NE recognition.

Here, we discus handling short NEs. For
example, NO- O BE- RU- SHOU- SEN- KOU- | -
I N- KAl (= the Nobel Prize Selection Com-
mittee) is an organizations name that contains
a persons name NO- O- BE- RU (= Nobel) and
anartifactnameNO- O- BE- RU- SHOU (= Nobel
Prize), but <PERSON>NO- O BE- RU</ PER-
SON> and <ARTI FACT>NO- O- BE- RU- SHOU
</ ARTI FACT> areincorrectin thiscase.If the
trainingdatacontainNO- O- BE- RU asbothpos-
itive and negative examplesof a persons name,
the decisiontreelearnerwill be confused.They
arerejectedbecaus¢hereis alongernamedentity



andoverlappingtagsarenot allowed. We do not
haveto changeourknowledgethatNobelis aper
son’s name. Therefore we remove suchnegative
examplescausedoy longerNEs. Consequety,
the decisio tree may fail to reject <PERSON>
NO- O- BE- RU</ PERSON>, butit will disappear
in thefinal outputbecauseve usealonges match
methodfor arbitraton.

For readability we translateeachdecisio tree
into a set of producton rules by c4. 5rul es
(Quinlan,1993). Througlout this paper we call
themdt-rules(Fig. 1) in orderto distinguishthem
from recognition rules. Thus, eachrecognitio
rule is enhancedby a setof dt-rules Thedt-rules
removesunlikely candidates.

2.3 Arbitration of candidates

Oncetherefinedrulesare generatedye canap-
ply themto a new documentThis obtairs alarge
numberof NE candidategFig. 1). Sinceoverlap-
ping tagsare not allowed, we usea kind of left-
to-rightlonge$ matd method First, we compare
their startingpointsand selectthe earliestones.
If two or morecandidatestartat the samepoint,
their endingpoints arecomparedandthe longes
candidateis selected. Therefore,the candidates
overlappingthe selectedcandidateare removed
from thecandidateset. Thisproceduras repeated
until the candidatesetbecomesmpty

The rank of a candidatestarting at the z-
th word boundaryand ending at the y-th word
boundarycan be representedby a pair (x, —y).
The beginning of a sentences the zerothword
boundary and the first word ends at the first
word boundary etc. Then, the selectedcandi-
dateshoutl have the minimumrank accordingto
the lexicographical orderingof (z, —y). Whena
candidatestartsor endswithin aword(e.g.,SHI -
NAI ), weassumehattheentirewordis amember
of thecandidatdor thedefinitionof (z, —y).

Accordingto thisordering,two candidatesan
have thesamerank. Oneof themmightasserthat
a certainword is an organizatbn’s nameandan-
othercandidatemight assertthatit is a persons
name.In orderto applythe mostfrequentlyused
rule, we extend this orderingby (z, —y, —z,),
wherez, is the numberof postive examplesfor
theruler.

2.4 Maximum entropy system

In orderto compareour methodwith the ME

approach,we also implementan ME system
basedon Ristads toolkit (1997). Borthwick’s

(1999) and Uchimoto’s (2000) ME systemsare
quite similar but differ in details. They re-

gardedJapanes®&\E recognition as a classifica-
tion problemof a word. The first word of a per

sonnameis classifiedas PERSON-BEGIN. The
last word is classifiedas PERSON-END. Other
words in the persons name(if ary) are classi-
fied as PERSON-MIDDLE. If the persons name
is composedf only oneword, it is classifiedas
PERSON-SINGLE. Similar labelsare givento all

otherclassesuchasLOCATI ON. Non-NEwords
are classifiedas OTHER. Thus, every word is

classifiedinto 33 classesj.e., {ORGANIZATION,

PERSON, LOCATION, ARTIFACT, DATE, TIME,
MONEY, PERCENT} X {BEGIN, MIDDLE, END,
SINGLE} U {OTHER}. For instance,the words
in “PresidenkPERSON> GeogeHerbertWalker
Bush </ PERSON>" are classified as follows:
President= OTHER, Geoge = PERSON-BEGIN,

Herbert= PERSON-MIDDLE, Walker = PERSON-

MIDDLE, Bush= PERSON-END.

We usethe following featuresfor eachword
in the training data: the word itsef, h preceding
words,k succeedingvords their charactetypes,
andtheir POStags. By following Uchimoto,we
disregardwordsthatappeaifewer thanfive times
and other featuresthat appearfewer than three
times.

Then,the ME-basectlassifiergivesa probabit
ity for eachclassto eachwordin anew sentence.
Finally, the \iterbi algorithm(seetextbools, e.g.,
(Allen, 1995))enhancedvith consiséncychedk-
ing (e.g., PERSON-END shouldfollow PERSON-
BEGIN Or PERSON-MIDDLE) determineghe best
combinatia for the entiresentence.

We generatehewordboundaryrewriting rules
as follows First, the NE boundhries inside a
word are assumedto be at the nearestword
boundary outsde the named entity.  Hence,
SHI </ LOCATI ON>NAI is rewritten as SHI -
NAI </ LOCATI ON>.  Accordingl, SHI - NAI
is classifiedas LOCATION-END. The original
NE boundaryis recordedor the pair SHI - NAI /
LOCATION-END, If SHI - NAI /LOCATION-END



is found in the output of the Viterbi algorithm,

it is rewrittenasSHI </ LOCATI ON>NAI . Since
rewriting rulesfrom rarecasesanbeharmful,we
employa rewriting rule only whenthe rule cor

rectly worksfor morethan50%of theword/clas

pairsin thetraining data.

3 Results

Now, we compare our method with the ME

system. We usedthe standardIREX training

data(CRL NE 1.4 MB and NERT 30 KB) and
the formal run test data (GENERAL and AR-

REST). When humanannotates were not sure,
they used<OPTI ONAL PCSSI BI LI TY=.. . >
where POSSI BI LI TY is a list of possibé NE
classes. We alsoused7.4 MB of in-howse NE

datathatdid not containoptionaltags.All of the
training data (all = CRL NE+NERT+in-house)
were basedon the Mainichi Newspapers 1994
and1995CD-ROMs. Table1 shows the details.
We removed an optioral tag whenits pos#ility

list containsNONE, which meansthis partis ac-
ceptedwithout atag. Otherwig, we selectedhe
majority classin thelist. Asaresult,56 NEswere
addedo CRL NE.

For tokenkation, we used chasen 2.2.1
(http:// chasen. ai st-nara. ac. jp/).
It hasabout90 POStagsandlarge propernoun
dictionaries(persons= 32,167, organizatims =
16,610,locatims= 67,296 miscellaneougproper
nouns= 26,106). (Large dictionariessometimes
make the extraction of NEs difficult. If OO
SAKA- G N- KQU is registeredasa single word,
G N- KQU is not extracted as an organizatio
sufiix from this example.) We tunedchasen’s
parametersor NE recogniton. In orderto avoid
the excessve division of unknavn words (see
Introduction), we reducedthe costfor unknovn
words (30000 — 7000). We also changedits
settingsothatan unknavn word areclassifiedas
am sc- proper-noun.

Then, we comparedthe above methodsin
termsof theaveraged--measureby 5-fold cross-
validation of CRL NE data. The ME systemat-
tained82.77%for (h, k) = (1, 1) and82.67%for
(2,2). The RG+DT systemattained84.10%for
(h,k) = (1,2), 84.02%for (1,1), and84.03%
for (2,2). (Evenif we donotuseC4.5,RG+DT

CRL NE al | GENERAL ARREST

(Jan.’ 95)(’ 94-’95) (’99) (’99)
ORG 3676+13 26725 361 74
PERSON  3840+4 23732 338 97
LOCATI ON 5463+38 32766 413 106
ARTI FACT 747 4890 48 13
DATE 3567+1 18497 260 72
TI ME 502 3177 54 19
MONEY 390 3016 15 8
PERCENT 492 2783 21 0
TOTAL  18677+56 115586 1510 389

Tablel1: Datausedfor comparison

attained81.18%for (1,2) by removing badtem-
plateswith fewer positve exampleshannegative
ones.)Thus,thetwo methodgeturnedsimilarre-
sults However, we cannotexpect good perfor
mancefor otherdocumentdecauseCRL NE is
limited to January1995.

Figure2 compareghesesystemsby usingthe
formal run data. We cannotshav the ME re-
sultsfor the large training databecauseRistads
toolkit crashegvenona 2 GB memorymachine.
According to this graph, the RG+DT system$
scoresarecomparableo thoseof the ME system.
Whenall the training datawas used, RG+DT's
F-measurdor GENERAL was87.43%. We also
examinedRG+DT's variants. Whenwe replaced
charactetypesof one-word\NEsby ‘*’, thescore
droppedo 86.79%.Whenwe did notreplaceary
charactetypeby ‘*’ atall, thescorewas86.63%.
RG+DT/nin the figure is a variantthat also ap-
pliessufiix dictionaryto numericalNE classes.

Whenwe usedtokenzed CRL NE for training,
the RG+DT systems training time was about3
minutesonaPentiumlll 866MHz 256MB mem-
ory Linux machine. This performances much
fasterthanthatof the ME systemwhich takesa
few hours;this differencecannotbe explainedby
the fact thatthe ME systemis implementedon a
slowvermachine.Whenwe usedall of thetraining
data thetrainingtime waslessthanonehourand
the processindime of tokenzed GENERAL (79
KB beforetokerization)wasaboutl4 seconds.

4 Discussion

Beforetheexperimentsye did notexpectthatthe
RG+DT systemwoud performverywell because
thenumberof possilte combinatios of POStags
increaseexponentialy with respecto the num-
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Figure2: Comparisorof RG+DT systemsandMax. Ent. sysem

berof wordsin anNE. However, theaboveresults
are encouraging.lts performances comparable
totheME system Why did it work sowell? First,
the percentagef long NEsis negligible. 91% of
the NEs in the training datahave at mostthree
words. Secondthe POStagsfrequentlyusedin
NEsarelimited.

When we comparethe RG+DT methodwith
other statisical methods, its adwantageis its
readabilityandindependnceof generatedules.
Whenusingcascadedules, a small changein a
rule candamageanotherrule’s functiorality. On
the other hand,the recognitionrules of our sys-
temarenot cascadedFig. 1). Therefore rewrit-
ing a recognitio rule doesnotinfluencethe per
formanceof otherrulesatall. Moreover, dt-rules
areusualy very simple. Whenall of thetraining
datawereusedmostof theRG+DT’srecognitin
rules had a simple additioral constraintthat al-
waysacceptq65%) or rejects(16%) candidates.
Thisresultalsoimpliestheusefulnessf ourrule
generatarOnly 2% of therecognitionruleshave
10 or moredt-rules. For instance the following
recognitionrule hasdozensof dt-rules.

*:al | - kat akana: m sc- proper - noun
-> PERSQN, 0, 0.

However, they areeasyto undersandasfollows.

If thenext word is SHI (honoiific), acceptit.
If thenext word is SAN (honoiific), acceptit.
If thenext word is DAl - TOU- RYQU
(=president) acceptit.

If thenext word is KAN- TOKU (=director),
acceptit.

Otherwiserejectit.

We canexplainthistendeng asfollows. Short
NEs like ‘Washingtoh are often ambiguousput
longerNEslike ‘WashingtorStateUniversiy’ are
lessambiguousThus,shortrecognitio rulesof-
ten have dozensof dt-rules whereaslong rules
have simpleconstraings.

SomeNE systemsisedecisio treelearningto
classifya word. Sekines system(1998)is simi-
lar to the abore ME systemshut C4.5 (Quinlan,
1993)is usedinstead. A similar sysem patrtic-
ipatedin IREX, but failed to shov good perfor
mance. Borthwick (1999) explainedthe reason
for this tendeng. Whenhe addedlexical ques-
tions(e.g., whetherthe currentword is = or not)
to Sekines sysem, C4.5 crashedwvith CRL NE.
Accordingy, thedecisiontreesystemglid notdi-
rectly usewordsasfeatures.Insteadthey useda
word’s membership& theirwordlists

Cowie (1995)interpretsa decisia tree deter
ministically and usesheuristicrewriting rulesto
get consistentresults. Baluja’s system(2000)
simply determinesvhetherawordisin anNE or
not anddoesnot classifyit. On the otherhand,
Paliouras(2000) usesdecisiontree learningfor
classificationof a nounphraseby assuminghat
namedentitiesarenounphrasesGallippi (1996)
employshundredsof hand-craftedemplatesas
featuresfor decisiontree learning. Brill’ s rule
generationmethod(Brill, 2000)is not usedfor
NE tasks butit mightbeuseful.

Recently unsupervied or minimally super
vised modelshave beenproposed(Collins and
Singer 2000; Utsuro and Sassano, 2000).



Collins’ sysemis not a full NE systemand Ut-
suro’s scoreis not very goodyet, but they repre-
sentinterestng directions.

5 Conclusions

As far aswe cantell, Japanes&E recognition

technologyhasnotyetmatured.Corventionalde-
cisiontree systemshave not shawvn good perfor

mance.Themaximumentropymethods compet-
itive, but addingmoretraining datacausegprob-
lems. In this paper we presentedan alterna-
tive methodbasedon decisiontree learningand
longesimatch.Accordingto ourexperimentsthis
methods performancés comparabléo thatof the
maximumentropysystem,andit canbe trained
moreefficiently. We hopeour methodcanbe ap-
plicableto otherlanguages.
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