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Abstract

A hybrnd sydem is descibed which

combines the strergth of manué rule-
writing and statidical learring, obtan-

ing resuls superior to both method if

applied sepaately The combindion of

arule-basedsystemandastatidical one
is not paralel but seril: the rule-based
systan perfaming partial disamhbgua-
tion with recallcloseto 100%is applied
first,andatrigramHMM tagge runson

its resuls. An experimentin Czechtag-
ging hasbeenperfamed with encou-

agingrestuts.

1 Taggingof Inflective Languages

Inflective languagespose a specfic problem in
tagging due to two phenanena: highly inflec-
tive nature (causng spar® dataproblem in ary
statigically-basd sysem), and free word order
(causng fixed-cotext sysems, such as n-gram
HiddenMarkov Modds (HMMs), to beevenless
adequatethan for English). The average tagset
contans aboutl,000- 2,000distincttags;thesize
of the setof possibleandplausibletagscanreadh
sevseralthousand.

Apart from aggutinaive languages such
as Turkish, Finnish and Hungaran (see e.g.
(Hakkan-Tur et al., 2000)), and Basque(Ezeiza
et al., 1998), which pos quite different andin
the endlesssevereproblems,there have beenat-
temptsat solving this prodem for someof the
highly inflectional Europea languages suchas
(Daelemas et al., 1996) (Erjavec et al., 1999
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(Slovenian), (Hajic andHladka, 1997), (Hajic and
Hladka, 1998) (Czech and (Hajic, 2000) (five
Central and EasternEuropean languages), but
so far no systen hasreacled - in the absdute
terms- a perfomancecompaableto Englishtag-
ging (sudh as(Ratngarkh, 1996), which stanc
arourd or abore 97%. For example (Haji¢ and
Hladka, 1998) report resuts on Czechslightly
above 93% only. One hasto realze that even
though sucha performancemight be adequatefor
sometasks (such asword seng disambigiation),
for mary other(suchasparsng or trandation) the
implied senenceerra rateat 50%or moreis sim-
ply too muchto dealwith.

1.1 Statistical Tagging

Statistcal taggng of inflecve languages
has been based on mary techmiques, rang
ing from plain-old HMM tagges (Mirovsky,
1998, memorybased(Erjavec et al., 199) to
maximum-etropy and featue-bagd (Hajic and
Hladka, 1998) (Hajic, 2000. For Czech,the
best resut achieved so far on apploximately
300 thousand word training data set has been
descibedin (Haji¢ andHladka, 1998).

We areusing 1.8M manudly anrotatedtokens
from the PragueDepeneng Treebak (PDT)
project (Hajic, 1999. We have decided to work
with anHMM tagger* in theusud soure-channel
setting, with proper smoothing. The HMM tag-
gerusesthe Czechmorphdogica processorfrom
PDT to disanbiguat only among those tags

IMainly becaus®f theeasewith whichit is trainedeven
on large data,and alsobecauseno other publicly available

taggerwas ableto copewith the amourt and ambiguity of
thedatain reasonabléime.



which are morphdogicdly plausible for a given
input word form.

1.2 Manual Rule-basedSystems

The idea of taggng by meansof handwritten
disambguation rules has been put forward and
implemened for the first time in the form of
Constrant-Basel Grammars (Karlsso et al.,
1995. Fromlanguageswe are acquainted with,
themethal hasbeenapdied onalarger scakonly
to English (Karlsso et al., 199%5), (Samuelsso
andVoutilainen, 1997), andFrench(Charod and
Tapanaien,1995). Also (Bick, 1996) and(Bick,
2000 use manually written rules for Brazilian
Portuglese,andthere aresereral publications by
Oflazerfor Turkish

Authors of sudh systens claim that hand
written systemns can perfam beter than sys-
temsbase&l onmachnelearnng (Samuelssoand
Voutilainen,1997); however, excep for the work
cited, compaisonis difficult to impossble dueto
thefad thatthey do not usethe standhrd evalua-
tion techrniques(andnot eventhe samedatg. But
the substantal disadvantag is that the develop-
mentof manualrule-basedsygemsis demarling
andrequresa gooddealof very subtk linguistic
experise andskills if full disambguatian alsoof
“difficult” textsis to beperformed.

1.3 SystemCombination

Combinaion of (manud) rule-writing and statss-
tical learnng hasbeenstudiad before. E.g.,(Ngai
and Yarowsky, 2000 and (Ngai, 2001) provide
a thoraugh desciption of mary experimentsin-
volving rule-basedsystens and statistcal learn
ersfor NP bracleting. For tagging, combindion
of purely statigical classifiershasbeendescibed
(Hladka, 2000, with abou 3% relaive improve-
ment(errorredwctionfrom 18.6%to 18%,trained
on smalldatg over the bestoriginal sysem. We
regardsuchsystansasworking in paralkl, since
all the original classfiers run indepenently of
eachothe.

In the presem study we have chosena differ-
entstratgy (similarto theonedescibedfor other
types of languagesin (Tapananen and Vouti-
lainen, 1994, (Ezeizaetal., 1998) and(Hakkan-
Tur et al., 2000)). At the sametime, the rule-
basedcomporent is known to perfom well in

eliminaing theincorrectalterrativeg, ratherthan
picking the correct one under all circumstanes.
Moreover, the rule-basedsystan usedcanexam-
ine the whole sentetial context, againa difficult
thingfor astatisticalsysten®. Thatway, theambi-
guity of theinput text* decreses.Thisis exactly
what our staistical HMM tagger neals asits in-
put,sinceit is alread capdle of using thelexical
informationfrom a dictionaty.

However, alsoin therule-basedappioach there
is theusualtradedf betwea precsionandrecall.
We have decidedto go for the “perfect” solution:
to kegp 100%recall, or very close to it, andgrad
ually improve preciion by writing rules which
eliminate moreandmoreincormrecttags Thisway,
we can be sure (or almostsuré that the perfor-
manceof the HMM tagger perfamancewill not
behurtby (recdl) errars madeby therule compe
nent.

2 The Rule-basedComponent

2.1 Formal Means

Takenstrictly formally, therule-basedcompaent
hasthe form of arestating autanatonwith dele-
tion (Platek et al., 1995) thatis, eachrule can
be thought of asa finite-state autanatonstating
from the beginning of the sertenceandpassingto
the right until it finds an input configumtion on
which it canoperde by deldion of somepartsof
theinput. Having performedthis, the whole sys-
tem is restarted, which meansthat the next rule
is applied on the changedinput (and this input is
againreadfrom the left end). This meansthata
single rule hasthe power of afinite stateautama-
ton, but the systan as a whole has (even more
than)a contet-free power.

2.2 The Rulesand Their Implementation

The system of handwritten rulesfor Czechhasa
twofold objecive:

e practical: anerror-freeandat the sametime
the mostaccuatetagging of Czechtexts

o theoretical: the desciption of the syntactic

2Sucha “negative” learningis though to be difficult for
ary statisticalsystem.

3Causinganimmediatedatasparsenesgroblem.

“As preparecy the morphologichanalyzer



systen of Czechiits langue rathe thanpa-
role.

Therulesareto reducethe input ambiguity of
the input text. During disanbiguaton the whole
rule systen combnestwo methods

¢ theobligueoneconsstingin the elimination
of syntactically wrongtag(s), i.e. in there-
duction of the input ambiguty by delding
thosetagswhich areexcludedby the context

¢ thedirectchace of thecorred tag(s)

The overall stratgy of the rule systemis to
keepthe highestrecdl possble (i.e. 100%) and
gradwlly improve predsion. Thus,therulesare
(manudly) assigedreliabiliti eswhich divide the
rulesinto reliablity classes,with the mostreli-
able (“bullet-proof”) group of rulesappied first
and lessreliabde groups of rules (threatening to
decraasethe 100%recdl) being apdied in subs-
quert steps Thebullet-proof rulesreflectgeneasl
syntactic regularities of Czech;for instarce, no
word form in the nominative casecanfollow an
unambguouspreposition. The lessreliable rules
canbe exemplified by thoseaccounting for some
specal intricate relations of grammatial agree-
mentin Czech.Within eachreliability group the
rules are appliad independertly, i.e. in ary or-
derin acyclic way until no ambiguty canbere-
solved

Besidesreliahlity, the rules can be geneally
divided accoding to the locality/nonlocdity of
their scope Somepheromena(not mary) in the
strudure of Czechsenenceare local in natue:
for instance, for the word “se” which is two-way
ambiguwusbetweenra preposition (with) andare-
flexive partide/pronoun (himself asa partide) a
prepcsitional readng canbe available only in lo-
cal contextsrequiring thevocalisaion of thebasc
form of the preposition “s” (with) resuting in the
form “se”. However, in the majority of pherom-
enathe correct disambiguadion requres a much
wider context. Thus,the rules useaswide con-
text as possble with no contet limitations be-
ing imposed in advance. During rules develop-
mentperfarmedsofar, sertentid context hasbeen
used but nothing in principle limits the context
to a single senence. If it is gererally apprqori-
atefor thedisambiguaion of thelanguagesof the

world to useunlimited corntext, it is especially fit
for languageswith freeword order combiredwith
richinflection. Therearemary syntectic pherom-
enain Czechdispaying thefoll owing property: a
word form wfl canbe partof-speechdetemined
by meansof anotrer word form wf2 whoseword-
order distance canrot be determinedby a fixed
numberof pogtions betwea thetwo word forms.
This is exactly a gereral pheromenonwhich is
graspedby the handwritten rules
Formally, eachrule consstsof

e the desciption of the context (desciptive
comporent),and

e theaction to be performedgiventhe context
(execuive comporent): i.e. which tagsare
to bediscardedor whichtag(9 areto bepro-
claimedcorred (the restbeingdiscadedas
wrong).

For example,

e Contxt: unambiguots finite verb, fol-
lowed/pecede by a seqience of tokerns
contaning neither commanor coordnating
conjunction, at either side of a word x am-
biguous betwee a finite verb and anotter
readirg

e Action: delee the finite verb readng(s) at
theword x.

Therearetwo waysof rule development:

o the rules developed by syntactic introgpec-
tion: suchrulesaresulsequatly verifiedon
the corpus material then implementedand
theimplemenedrulesaretesedon atestirg
corpws

¢ therulesarederived from the corpus by in-
trospectionandsulsequatly implemeried

The rules are formulated as geneally as pos-
sible and at the sametime as error-free(recal-
wise)aspossille. Thisapprachof combinngthe
requrementsof maximumrecall and maximum
precsiondemandsophsticated syntactic knowl-
edgeof Czech.Thisknowledgeis primarily basel
onthestudyof typesof morptological ambiguity
occuring in Czech.Therearetwo maintypesof
suchambiguity:



e regular (paradgme-internal)
e casud (lexical)

The regular (paraligm-interna) ambigties
occu within a paradigm, i.e. they are common
to all lexemesbelonging to a partiaular inflection
class For example in Czech(asin mary otherin-
flective languages),thenomindive, theaccisatve
andthe vocdive casehave the sameform (in sin-
gularontheonehand andin plural ontheother).
The casué (lexical, paradigm-external) morpha
logical ambiguity is lexically spedfic and hene
canrot beinvesigatedvia paradgmatics.

In addtion to the geneal rules, the rule ap-
proad includesamodue which accountsfor col-
locatons and idioms. The problem is that the
majority of collocatiors can— besicestheir most
probableinterpretaion just ascollocations — have
alsotheir literal meaniry.

Currenty, thesygem(asevaluatedin Sect.2.3)
congstsof 80 rules.

The rules had beenimplemerted procedurally
in theinitial pha®; a spedal featue-oriented in-
terpreted“programminglanguwage” is now under
development.

2.3 Evaluation of the Rule SystemAlone

Theresuts arepresentedin Tablel. We usethe
usud equalweightformulafor F-measue:

2x Precisionx Recall

F—measure = Precision+Recall ?

where

. . |{Tokens with a correct tag}|
Precision = [{Tokens generated}|
and

_ |{Tokens with a correct tag}|
Recall = [{Tokens in data}]

3 The Statistical Component

3.1 The HMM Tagger

We have usedanHMM tagge in theusud soure-
chamel seting, fine-tunedto perfection using

e a 3-gram model

p(tilti—2,ti—1),

tag language

e atagto-word lexical (trarslation) modelus-
ing bigram histaries instead of just same-
word conditioning p(w;|t;, t;1)°,

SFirst usedin (Thedeand Harper 1999, as far as we
know.

e a bucketed linear interpolation smooting
for both models.

Thusthe HMM tagge outputs a sequenceof
tagsT accordng to theusud equaion

T = argmazp P(W|T)P(T),
where

P(T) ~ Hi:3__npsmooth (tilti—Q, ti—l)a
and

P(W|T) ~ Hi:3..n psmooth(wi‘tiatifl)-

The tagger hasbeentrained in the usualway;,
usingpatt of thetraining dataasheldaut datafor
smoothing of the two modelsemplgred. There
is no threshold being applied for low courts.
Smoothig has been done first without using
buckets, and thenwith themto showthe differ-
ence. Table 2 shaws the resuting interpolation
coeficientsfor the tag languagemodelusing the
usud linearinterpolaion smoothing formula

Psmooth (tilti—2,ti—1) = A3p(tilti 2, 1) +
+ Xop(tilti—1) + Aip(ti) + Xo/|V|

wherep(...) is the“raw” MaximumLikelihood
estimae of the probability distributions,i.e. the
relative frequency in thetraining data

The bucketing schane for smoothing (a neces-
sity when keeping all tag trigrams and tag-to
word bigrams)uses“buckets bourds” computa
accoding to the following formula (for moreon
bucketing, see(Jelinek,1997)):

v(h) = ¢(h)/[{w : ¢(h, w) > O},

It shoud be notedthatwhenusing this bucket-
ing schemethe weights of the detailed distribu-
tions (with longesthistary) grow quickly asthe
histary reliability increases. However, it is not
monotaic; at several of the mostreliable histo-
ries,theweightcodficients“jump” up anddown.
We have found thata suddendrop in A3 happeas,
e.g.,for thebucket containing a history consisting
of two congecutive puncuationsymbok, whichis
not somuchsurgising after all.

A similar formula hasbeenusedfor the lex-
ical model (Table 3), and the strerghtering of
the weights of the mostdetaled distributionshas
beenobsred,too.



Precison | Recall | F-measurdg = 1)
Morphdogy output only (baling norulesapplied)| 28.9%6 | 100.00% 44.92%6
After appication of themanudly written rules 36.430 | 99.66% 53.38%
Tablel: Evaluation of rulesalore, average on all 5 testsets
A3 A2 A1 Ao

no buckets 0.4371 | 0.5009| 0.0600 | 0.00D

bucket O (leastreliable histories) | 0.02% | 0.7894| 0.1/91| 0.0019

bucket 1 0.1351 | 0.7120| 0.1498 | 0.003L

bucket 2 0.209 | 0.6474| 0.1407 | 0.0019

bucket 32 (mostreliabe histories)| 0.7538| 0.2232| 0.024| 0.00®%

Table2: Examplesmoothing coeficientsfor thetaglanguagemodel(Exp 1 only)

3.2 Evaluation of the HMM Taggeralone

TheHMM tagge descibedin the previouspara-
graphhasachieved resuts shownin Table4. It
producesonly thebesttagsequacefor every sen-
tence therefore only accuacgy is repoted. Five-
fold crossvalidation hasbeenperformed(Exp 1-
5) on atotd datasizeof 148P83tokens (exclud-
ing heldaut data), divided up to five data®ts of
roughly the samesize.

4 The Serial Combination

Whenthe two systemsare cougded together the
manualrules arerunfirst, andthenthe HMM tag-
gerrunsasusual excep it seled¢sfrom only those
tagsretaned at individual tokers by the manual
rule componat, insteal of from all tagsas pro-
duceal by the morplological analyzer:

e Themorphdogicd analyzeris runonthetest
dataset. Every input token recaves a list
of possble tagsbasedn anextersive Czech
morphdogicd dictionary

e The manua rule compmentis run on the
outpu of the morphdogy. The ruleselimi-
natesometagswhich cannd form grammat-
ical sentecesin Czech.

e The HMM tagge is run on the output of
the rule compament, using only the remain
ing tagsat every input token. The output is
best-aily; i.e.,thetagge outputsexadly one
tag perinput token.

If thereis notagleft atagiveninputtokenafter
themanuérulesrun, wereinsertall thetagsfrom
morphdogy andlet thestatsticaltagge decdeas
if noruleshadbeenused.

4.1 Evaluation of the Combined Tagger

Table5 containsthe final evaluaion of the main
contribution of this paper. Sincethe rule-based
comporent does not attemptat full disambgua-
tion, we canonly usethe F-measurdor compai-
sonandimprovemer evaluaiorf.

4.2 Error Analysis

The not-so-pefect recdl of the rule compment
hasbeen causeceither by somedeficiency in the
rules or by anerrar in theinput morphdogy (due
to a deficiency in the morphobgicd dictionary),
or by anerrorin the'truth’ (cause by animper
fect manualanrotation).

As Czechsyntaxis extremely complkex, some
of the rules are either not yet absoltely perfect,
or they aretoo strict. An example of the rule
which decreases100% recdl for the testdatais
thefollowing one:

In Czech,f anunamhguous preposition is de-
tectad in a clause, it “must” be followed - not
necesarily immediaely - by a nomind elemen
(nown, adjedive, pronounor numerd) or, in very

SFor the HMM tagger which works in best-onlymode
accuray = precision= recall= F-measureof course.

"“Too strict” is in fact good, given the overall scheme
with the statisticaltaggercomingnext, exceptin casesvhen
it severely limits the possibility of increasingthe precision.
Nothing unexpecteds happeing here.



A3

A2 A1 A0

no buckets| 0.3873

0.446l

0.00@ | 0.1666

Table3: Examplesmoothing coeficientsfor thelexical model,no buckets(Exp 1 only)

Accureacy (smoothng w/o bucketing) | Accuracy (bucketing)
Expl 95.23% 95.3%%
Exp2 94.95% 95.13
Exp3 95.04% 95.19%
Exp4 94.77% 95.0%%
Exp5 94.86% 95.11%
Average 94.97% 95.168»%

Table4: Evaluaion of theHMM tagge, 5-fold crossvalidation

specal cases,such a nomiral elementmay be
missingasit is elided. This factabou the syn-
tax of prepasitions in Czechis accowntedfor by
a rule assocating an unanbiguots preposition
with sucha nominal elemen which is headel by
the preposition. The rule, however, erroreousy
ignores the fact that someprepositions function
as head of plain adwerbs only (e.g., adwerbs of
time). As an exampleoccuring in the testdata
we cantake a simple strudure “do kdy” (lit. till
when), where*do” is apreposition (lit. till ), when
is anadwerb of time andno nomind elementfol-
lows. This resuls in the deletion of the preposi-
tiond interpretatbn of the preposition “do” thus
causng an errar. However, in casedike this, it
is more appropriate to add anaher condtion to
the context (gaining backthelostrecdl) of sud a
rule ratherthandiscad therule asawhole (which
would harmthe predsion too much)

As examples of erroreous tagging resuts
which have beeneliminatedfor good dueto the
archiecture descibed we might put forward:

e prepaitionrequring case C notfollowed by
ary formin caseC: ary prepcsitionhasto be
followed by at leastone form (of noun ad-
jective, pronoun or numerd) in the casere-
quired. Turningthis around,if awordwhich
is ambigwusbetweena prepsition andan-
other part of speeh is not followed by the
respetive form till the end of the sertence,
it is safeto discad the prepositional readirg
in almog all non{diomatic, non-coodinated
cases

e two finite verbswithin a clause: Similarly
to mostlanguages,a Czechclause mustnot
contdn more than one finite verh  This
meansthatif two words, one genune finite
verbandthe otheroneambigwousbetwea a
finite verbandanotterreadng, standin such
a configuation that the materal betwee
them contans no clause sepaiator (comma,
conjunction), it is safeto discard the finite
verbreadirg with theambigwusword.

e two nomimative caseswithin a clause The
subject in Czechis uswally casemarked by
nominatve, and simultaneoudy, even when
the postion of subject is free (it can stard
both to the left or to the right of the main
verb)in Czech no clausecanhave two non-
coordnatedsubjects.

5 Conclusions

The improvementsobtaned (4.58% relaive er
ror redwction) beatthe pure statstical classfier
combiration(Hladk&, 2000) which obtanedonly
3% relaive improvemen. The mostimportart
taskfor the manualrule compmentis to keep re-
call very close to 100%,with the taskof improv-
ing precision asmuchaspossble. Eventhoudh
the rule-basel comporentis still under develop-
ment,the19%relaiveimprovementin F-measuve
over the baselne (i.e., 16% reduction in the F-
complanentwhile keeping recal just 0.34%un-
dertheabsolue one) is encairagirg.

In ary case we consider the clear “division
of labor” betweenthe two patts of the sygem a



HMM (w/bucketing) | Rules | Combinal | diff. combinel - HMM (rel.)
Exp1 95.3%%6 53.6%6 | 95.53% 4.08%
Exp2 95.13% 52.3% | 95.36% 4.72%
Exp3 95.1% 53.496 | 95.41% 4.57%
Exp4 95.0%%6 53.4%%6 | 95.28% 4.84%
Exp5 95.11% 53.826 | 95.34% 4.70%
Average 95.18% 53.386 | 95.38% 4.58%

Table5: F-measve-bagdevaluation of the combhedtagge, 5-fold crossvalidation

Word Form Annotaor Tagger

Malé (Smal) AAFP1- - - - 1A-- - - AAFP1- - - - 1A- - - -
orgarizace(busnes®9 NNFP1- - - - - A--- NNFP1- - - - - A ---
maiji (have) VB- P- - - 3P- AA- - - VB- P- - - 3P- AA- - -
problemy (problemg NNI P4- - - - - A--- NNl P4- - - - - A---
se(with)............. ('ERROR!) | P7-X4---------- RV--7----------
Ziskanim (getting) NNNS7- - - - - A--- NNNS7- - - - - A---
telefonnich (phong AAFP2- - - - 1A-- - - AAFP2- - - - 1A- - - -
linek (lines) NNFP2- - - - - A --- NNFP2- - - - - A----

Figurel: Annotdion error: P7- X4- - - - - - - -

strorg advaniage. It allows now andin thefuture
to usedifferent taggers and different rule-based
systanswithin the sameframeawork but in acom-
pletdy independat fashon.

The performanceof the pure HMM tagger
aloneis aninterestingresut by itself, beding the
bestCzechtagger published (Hajic and Hladka,
1998 by almost2% (30% relative improvemer)
andapreviousHMM tagge on Czech(Mirovsky,
1998 by almog 4% (44%r elative improvemert).
We beliewe that the key to this succes is both
theincreaseddatasize (we have usedthreetimes
more training data then repated in the previ-
ouspapes)andthemeticubusimplemenationof
smoothing with bucketing togetherwith usingall
possble tag trigrams which hasnever beendone
before.

One might question whethe it is worthwhile
to work on a manualrule comporentif the im-
provemert over the pure statistcal sysemis not
sohuge,andthereis the obvious disadvantayein
its language-pecificity. However, we seeat least
two situdions in which this is the case:first, the
needfor high qudity taggng for local language
projects, such as humaneriented lexicography
whereevery 1/10th of a percent of reduction in

error rate courts, and secad, a situation where
not enowgh training datais available for a high-
quality statistcal tagger for a givenlanguage,but
alanguageexpertise doesexist; theimprovemern
over animpeffect statigical tagger shauld thenbe
morevisible®.

Another interesting issue is the evaludion
method usel for tagges. From the linguistic
point of view, not all errors are creded equal it
is clea thatthe manualrule comporent doesnot
commitlinguistically trivial errors (seeSect.4.2).
However, therelative weighting (if any) of errars
shoud beapdication-bagd,whichis alread out-
sideof the scqpe of this paper

It hasbeenalsoobsevedthattheimprovedtag-
ger canser\e asan addiional meansfor discov-
eringanndator’s errars (however infrequentthey
are,they arethere) SeeFig. 1 for anexampke of
wronganndation of “se”.

In thenearfuture, we planto addmaorerules as
well ascontinueto work onthestaisticaltagging.
The lexical comporent of the tagger might still
have someroomfor improvement suchastheuse

8However, a feature-base log-linear taggermight per
form better for small training data, as argued in (Haji¢,
2000).



of
P(W|T) = [1;=3..1 Psmooth (Wit wi—1),

which can be feagble with the powerful
smoothing we now employ.
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