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Abstract

We offer a computationalanalysisof
theresolutionof ellipsisin certaincases
of dialogueclarification. We shaw that
this goes beyond standardtechniques
usedin anaphoraand ellipsis resolu-
tion and requiresoperationson highly
structuredlinguistically heterogeneous
representationsWe characterizéhese
operationsand the representation®n
which they operate We offer ananaly-
siscouchedn aversionof Head-Drven
Phrase Structure Grammar combined
with atheoryof informationstateqI1S)
in dialogue.We sketchanalgorithmfor
the processof utteranceintegration in
ISswhich leadsto groundingor clarifi-
cation.

1 Intr oduction

Clarification ellipsis (CE), nonsententiakllipti-
cal queriessuchas (1a(i),(ii)) are commonplace
in human corversation. Two common read-
ings/understandirg of CE are exemplified in
(1b,c):theclausalreadings commonlyusedsim-
ply to confirmthe contentof aparticularsulutter
ance. The mainfunction of the constituentead-
ing is to elicit analternatve descriptionor osten-
sion to the content(referentor predicateetc) in-
tendedby the original speakenf thereprisedsub-
utterance.

(1) a.A:Did Bofinaglearaise?
B: (i) Bo?/(ii) finagle?
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b. Clausal reading Are you askingif
BO (of all people)inagledaraise/BoFI-
NAGLED araise(of all actions)

c. Constituent reading Who is
Bo?/Whatdoesit meanto finagle?

The issue of whetherCE involves an ambi-
guity or is simply vagueis an importantonel?
Clearly, pragmaticreasoningplays an important
role in understandingCEs. Someconsiderations
do, nonethelesdavour the existenceof anambi-
guity. First, the BNC provides numerousexam-
ples of misunderstandingsoncerningCE inter-
pretation® wherea speakeiintendsone reading,
is misunderstoodand clarifies his original inter-
pretation:

(2) a. A:...youalwayshaderer sayeveryfoot
he had with a pieceof spuryarnin the
wire/B: Spuryarn?/A: Spuryarn, yes/B:
What's spuryarn?

b. A: Have a laugh and joke with Dick./
B: Dick?/A: Have a laughandjoke with
Dick./B: Who's Dick?

1An anorymousACL reviewer proposedo usthatall CE
couldbeanalyzedn termsof asinglereadingalongthelines
of “I thoughtl heardyou sayBo, andl don't know why you
would do so?".

2Closelyrelatedsto this issueis the issueof what other
readings/understandin@3E exhibits. We deferdiscussion
of the latterissueto (Puner et al., 2001),which providesa
detailedanalysisof the frequeny of CEsandtheir under
standingsamongclarification utterancesn the British Na-
tional Corpus(BNC).

3This confirms our (non-instrumentallytested)impres-
sion thattheseunderstandingarenot on the whole disam-
biguatedintonationally All our CE datafrom the BNC was
found using SCoRE ,Matt Puner’s dialogueorientedBNC
searchengine(Puner, 2001).



More crucially, the clausal and constituent
readingsnvolve distinct syntacticandphonolog-
ical parallelismconditions.The constituentread-
ing seemgo actually requirephonologicaliden-
tity. With the resolutionassociatedvith clausal
readings,thereis no such requirement. How-
ever, partial syntacticparallelismdoesobtain: an
XP usedto clarify anantecedengub-utterance;
mustmatchu; cateyorially, thoughthereis nore-
quirementof phonologicalidentity:

€©)) a.A: | phonedhim. B: him?/ #he?
b. A: Did headorethe book. B: adore?/
#adored?
c. A: We'releaving? B: You?

We are usedto systemsthat will confirm the
usersutterancedy repeatingartof them.These
presupposeno sophisticatedinguistic analysis.
However, it is notusualfor a systento be ableto
processCEsproducedby theuser It would bea
greatadvantagein negotiative dialogues,where,
for example, the systemand the usermight be
discussingseveral options and the systemmay
makealternatize suggestionsfor a systemto be
able to recognizeand interpreta CE. Consider
the following (constructedylialoguein theroute-
planningdomain:

(4) Sys: Would you like to makethat trip via
Malvern?User: Malvern?

At this pointthe systemhasto consideranum-
ber of possibleintepretationdor the users utter
anceall of whichinvolverecognizinghatthisis a
clarificationrequestconcerningthe systems last
utterance.

Appropriateresponsemightbe (5a-c);thesys-
temshoulddefinitelynotsay(5d), asit mightif it
doesnotrecognizehatthe useris trying to clarify
its previous utterance.

(5) a.Yes,Malvern

b. Malvern— M-A-L-V-E-R-N

c. Going via Malvern is the quickest
route

d. So,you would like to makethat trip

via Malverninsteadof Malvern?

In this paper we examine the interpretation
of CEs. CE is a singularly comples ellip-
sis/anaphoriphenomenonvhich cannotbe han-
dled by standardtechniquessuch as first order

unification(asanaphoraftenis) or by higheror-
der unification (HOU) on logical forms (seee.g.
(Pulman,1997)). For a start, in orderto cap-
ture the syntactic and phonologicalparallelism
exemplified in (3), logical forms are simply in-
sufficient. Moreover, althoughan HOU account
could, given a theoryof dialoguethat structures
contet appropriately generatehe clausalread-
ing, the constituentreadingcannotbe so gener
ated. Clark (e.g. (Clark, 1996)) initiated work
on the groundingof an utterance(for computa-
tional and formal work seee.g. (Traum, 1994;
Poesioand Traum, 1997)). However, existing
work, while spellingout in greatdetail what up-
datesarisein anlS asaresultof groundingdo not
offer a characterizatiomf the clarification possi-
bilities spavned by a given utterance.A sketch
of sucha characterizatioris providedin this pa-
per  On the basisof this we offer an analysis
of CE, integratedinto a large existing grammar
framevork, Head-DrvenPhraseStructureGram-
mar (HPSG) (specificallythe versiondeveloped
in (Ginzhurg and Sag,2000)). We startby infor-
mally describingthe grounding/clarificatiorpro-
cesseandthe representationsn which they op-
erate. We thenprovide the requisitebackground
on HPSGandon the kos framevork (Ginzhurg,
1996; Bohlin et al., 1999), in which our analy-
sisof ISsis couched.We sketchanalgorithmfor
theproces®f utterancentegrationwhichleadsto
groundingor clarification. Finally, we formalize
the operationswhich underpinclarification and
sketcha grammaticabnalysisof CE.

2 Utterance Representation: grounding
and clarification

We start by offering an informal descriptionof
how an utterance: suchas(6) cangetgrounded
or spawvn aclarificationby anaddresse8:

(6) A: Did Bo leave?

A is attemptingto corvey to B her question
whetherthe propertyshehasreferredto with her
utteranceof leave holds of the personshe has
referredto with the nameBo. B is requiredto
try andfind valuesfor thesereferences Finding
valuesis, with animportantcaveat, a necessary
conditionfor B to groundA’s utterancethereby
signallingthatits contenthasbeenintegratedin



B’s IS Modelling this condition for success-
ful groundingprovidesoneobvious constrainton
therepresentationf utteranceypes: sucharep-
resentationmust involve a function from or A-
abstracover a setof certainparametergthe con-
textual parameter$ to contents.This muchis fa-
miliar alreadyfrom earlywork on context depen-
denceby (Montague,1974) et seq. What hap-
penswhenB cannotor is atleastuncertainasto
how he shouldinstantiatein his IS a contetual
parametes? In sucha caseB needdo do at least
thefollowing: (1) performa partial updateof the
existing contect with the successfullyprocessed
component®of the utterancg2) posea clarifica-
tion questionthat involvesreferenceto the sub-
utteranceu,; from which : emanates.Sincethe
original speaker A, can coherentlyintegrate a
clarificationquestiononceshehearsit, it follows
that, for a given utterancethereis a predictable
rangeof < partialupdates+ consequentlarifica-
tion questions-. Thesewe taketo be specifiedby
a setof coercion opemtions on utterancerepre-
sentations. Indeedwe assumehata component
of dialoguecompetencés knowledgeof theseco-
ercion operations

CE gives us someindication concerningboth
the inputandrequiredoutputof theseoperations.
One such operation,which we will refer to as
parameter identification, essentiallyinvolvesas
outputa questiornparaphrasablaswhatis thein-
tendedreferenceof sub-utteanceu;?. The par
tially updatedcontet in which sucha clarifica-
tion takesplaceis suchthat simply repeatinghe
sggmental phonologyof u; using rising intona-
tion enablesthat questionto be expressed. An-
otherexistentcoercionoperationis onewhichwe
will referto asparameter focussing. This in-
volvesa (partially updated)contet in which the
issueunderdiscussioris aquestiornthatarisesby
instantiatingall contextual parametergxceptfor
1 and abstractingover :. In sucha contet, one

4Thecaveatis, of coursethatthe necessitys goaldriven.
Relative to certaingoals,onemightdecidesimply to existen-
tially quantifytheproblematiaeferent.For thisoperatioron
meaningssee(Cooper 1998). We cannotenterhereinto a
discussiorof how to integratethe view developedherein a
planbasediiew of understandingyut see(Ginzkurg, (forth-
coming))for this.

5Theterm coercionopemtionis inspiredby work on ut-
terancerepresentatiomwithin atypetheoreticframenork re-
portedin (Cooper1998).

canconfirmthat: getsthevalueB suspect# has
by utteringwith rising intonationary apparently
co-referentiabhrasewhosesyntacticcategory is

identicalto u’s.

Fromthis discussionijt becomestlearthatco-
ercionoperations(and by extensionthe ground-
ing process)cannotbe definedsimply on mean-
ings. Rather given the syntacticand phonologi-
cal parallelismencodedn clarification contexts,
these operationsneed to be defined on repre-
sentationgthat encodein parallel for eachsub-
utterancedown to the word level phonological,
syntactic,semantic,and contextual information.
With some minor modifications, signs as con-
ceived in HPSG are exactly such a representa-
tional formatand,hencewe will usethemto de-
fine coercionoperations. More precisely given
that an addresseenight not be ableto comeup
with a uniqueor a completeparse,dueto lexi-
calignoranceor anoisy ervironment,we needto
utilize some'underspecifiedéntity (seee.g.(Mil-
ward,2000)). For simplicity we will usedescrip-
tionsof signs.An exampleof theformatfor signs
we employis givenin (7):’

5We make two minor modificationsto the version of
HPSGdescribedn (Ginzhurg and Sag,2000)). First, we re-
vampthe existing treatmenbf thefeaturec-INDICES. This
will now encodethe entireinventory of contextual parame-
tersof anutterancgpropernamesgdeictic pronounsjndexi-
cals)notmerelyinformationaboutspeaker/hearer/utterance-
time, as standardly Indeed,in principle, relation names
shouldalsobeincluded sincethey varywith context andare
subjectto clarificationaswell. Sucha stepinvolvesasignif-
icantchangeto how argumentrolesarehandledin existing
HPSG.Hence we donotmakesuchamove here. Thismod-
ification of c-INDICESwill allow signsto play arole akinto
the role associatedvith ‘meanings’,i.e. to function asab-
stractswith rolesthat needto be instantiated. The second
modificationwe makeconcerngheencodingof phrasakon-
stitueng. StandardlythefeaturedTRS is usedto encodem-
mediatephrasatonstituenyg. To facilitatestatemenof coer
cion operationsye needaccesso all phrasakonstituents—
given that a contextual parameteremanatingfrom deeply
embeddingconstituentsareasclarifiableasimmediatecon-
stituents. We posit a setvaluedfeatureCONSTIT(UENT)S
whosevalueis the setof all constituentsmmediateor oth-
erwiseof a given sign (Cf. the motherdaughterpredicates
usedin (Gregory andLappin,1999).)In fact, having posited
CONSTITS one could eliminate DTRS: this by making the
valueof CONSTITSbeasetof setswhosefirstlevel elements
are the immediateconstituents. For current purposeswe
stickwith traditionandtoleratetheredundang of bothbTrRs
andCoONSTITS.

"Within the phrasaltype systemof (Ginzhurg and Sag,
2000)root-cl constituteghe ‘start’ symbolof the grammar
In particular phrasef this type have as their contentan
illocutionary operatorembeddingthe appropriatesemantic



root-cl

PHON did boleave

CAT V[+fin]

c-inpices {DEE i}

[ASK-REL
ASKER i
ASKED |

ol

question

CONT PARAMS { }

MSG-ARG leave-el

PROP| SOA [AGT
TIME

utt-time(s]),
preceddz][z]), namedbo)(1])

{[PHON Did],[PHON Bo],
CONSTITS

CTXT|BCKGRD {

Before we can explain how theserepresenta-
tions can featurein dialoguereasoningand the
resolutionof CE, we needto sketchbriefly the
approacho dialogueellipsisthatwe assume.

3 Contextual evolution and ellipsis

We adopt the situation semanticsbasedtheory
of dialoguecontet developedin the Kos frame-
work (Ginzhurg, 1996; Ginzhurg, (forthcoming);
Bohlin et al., 1999). The commongroundcom-
ponentof ISsis assumedo be structuredasfol-
lows:2

(8) FACTS setof facts

LATESTMOVE (illocutionary)fact
QUD p.o.setof question

In (Ginzhurg andSag,2000)this framework is
integratedinto HPSG (Pollard and Sag, 1994);
(Ginzhurg and Sag, 2000) define two new at-
tributes within the CONTEXT (CTXT) feature
structure: Maximal QuestionUnder Discussion
(MAX-QUD), whosevalue is of sort question®

object (an assertionrembeddinga proposition,a query em-
beddinga questioretc.). Hereandthroughoutwe omit vari-
ousfeatureqe.g.STORE, SLASH etcthathave no bearingon
currentissuesvherever possible.

8Here FACTS correspondsgo the setof commonlyac-
ceptedassumptionsQUD(‘questionsunderdiscussion’)is
a setconsistingof the currentlydiscussableuestionspar
tially orderedby < (‘takes corversationalprecedence’);
LATESTMOVE representinformation aboutthe content
andstructureof themostrecentacceptedlocutionarymove.

“Questionsarerepresentedssemanticobjectscompris-
ing a setof parameters—emptfor a polarquestion—ana

€] PHON leave], [ PHON Did Bo leav ]}

1 and Salient Utterance(SAL-UTT), whosevalue

is a set(singletonor empty) of elementsof type
sign. In information structureterms, SAL-UTT
canbethoughtof asa meansof underspecifying
thesubsequenrbcal (sub)utterancer asa poten-
tial parallel element MAX-QUD correspondso
thegroundof thedialogueata givenpoint. Since
SAL-UTT is asign, it enablesoneto encodesyn-
tactic categorial parallelismand, aswe will see
below, also phonologicalparallelism. SAL-UTT
is computedasthe (sub)utterancassociatedvith
therole bearingwidestscopewithin MAX-QuD.1°
Below, we will shov how to extendthis account
of parallelismto clarificationqueries.

To accountfor elliptical constructionsuchas
short answersand sluicing, Ginzburg and Sag
positaphrasakypeheaded-fagment-phase (hd-
frag-ph—asubtypeof hd-only-ph—governedby
the constraintin (9). Thevariousfragmentsana-
lyzed herewill be subtypesof hd-frag-phor else
will containsucha phraseasa headdaughter?

(9) [HEADV

CAT

CONT|INDEX

CAT [i{HEAD nominal
CONT|INDEX

CTXT|SAL-UTT

HD-DTR

This constraintcoindexes the head daughter
with the saL-uTT. This will have the effect of
‘unifying in’ thecontentof theformerinto acon-
textually providedcontent.A subtypeof hd-frag-
phrelevantto thecurrentpapelis (decl-frag-cl)—
also a subtypeof decl-cl—usedto analyzeshort
answers:

proposition. This is the featurestructurecounterparof the
A-abstractw(...7...).

1OFor Wh-questionssaL-uTT is thewh-phraseassociated
with the PARAM S setof the question;otherwisejts possible
valuesare either the empty set or the utteranceassociated
with thewidestscopingquantifierin MAX-QUD.

"I the(Ginzkurg andSag,2000)versionof HPSGinfor-
mationaboutphrasedss encodedy cross-classifyinghem
in a multi-dimensionaltype hierarchy Phrasesre classi-
fied not only in termsof their phrasestructureschemaor
X-bar type, but alsowith respecto a further informational
dimensionof cCLAUSALITY. Clausesaredividedinto inter
alia declaratve clausegdecl-cl), which denotepropositions,
andinterrogatve clauseginter-cl) denotingquestionsEach
maximal phrasaltype inherits from both thesedimensions.
This classificationallows specificationof systematiaorre-
lations betweenclausalconstructiontypesandtypesof se-
manticcontent.



proposition
SIT

(10)store

CONT

Son [QUANTS order (Za)) @ ]

NUCL

[question
PARAMS neset
proposition

SIT
PROP [

MAX-QUD

QUANTS
NUCL

’

| HD-DTR|STORE U [Eilset(paam)

The contentof this phrasaltypeis a proposition:
whereasn mostheadedlausegshe contents en-

tirely (or primarily) derivedfrom theheaddaugh-
ter, hereit is constructedor the mostpartfrom

the contectually salientquestion. This provides
the concernedsituationandthe nucleuswhereas
if the fragmentis (or contains)a quantifie that
guantifiermustoutscopeary quantifiersalready
presenin the contextually salientquestion.

4 Integrating Utterancesin Information
States

Beforewe turnto formalizingthe coercionopera-
tionsanddescribingCE, we needto explain how
onourview utterancegetintegratedin anagents
IS. Thebasicprotocolwe assumas givenin (11)
below.*?

(11)  Utterance processingprotocol

For anagentB with IS I: if anutterance: is Maximalin
PENDING:
(@) Try to:
(1) find anassignmeny in [ for o, wheres is the (maximal
descriptionavailablefor) the signassociatedvith u
(2) updateL ATEST-MOVE with u:

1. If LATESTMOVE is grounded, then FACTS:=
FACTS+ LATESTMOVE;

2. LATESFMOVE := (g, f)

(3) Reactto content(u)accordingto querying/assertiopro-
tocols.

(4) If successfuly is removedfrom PENDING

(b) Else: Repeat from stage (a) with MAX-QUD
and SAL-UTT obtaining the various values of
co€(7)|maz — qud/sal — utt, where 7 is the sign
associatedwith LATESTMOVE and co€ is one of the
availablecoercionoperations;

12| this protocol, PENDING is a stackwhoseelements
are(unintegrated)utterances.

(c) Else: makean utteranceappropriatefor a context such
that MAX-QUD and SAL-UTT get valuesaccordingto the
specificationin co€(u, o), wherecoé is oneof the avail-
ablecoercionoperations.

The protocol involvesthe assumptiorthat an
agentalwaysinitially tries to integratean utter
anceby assumingt constitutesanadjacenyg pair
with the existing LATESTMOVE. If this route
is blocked somehwav, becausehe currentutter
ancecannotbe groundedor the putative resolu-
tion leadsto incoherencepnly thendoesshetry
to repairby assuminghe previous utterances a
clarificationgeneratednh accordancevith the ex-
isting coercionoperations.If thattoo fails, then,
she herselfgeneratesa clarification. Thus, the
prediction madeby this protocol is that A will
tendto initially interpret(12(2)) asa responseo
herquestionnot asaclarification:

(12)  A(1): Whodoyou think is theonly per
sonthatadmiresMary? B(2): Mary?

5 SignCoercion and an Analysis of CE

We now turn to formalizing the coercion op-
erationswe specifiedinformally in section 2.
The first operationwe defineis parameter fo-
cussing:

(13) parameter focussing;:
[root-cl

ctxT-inpices @{...[...}

CONSTITS {...CONT ]}
| CONTENT
=
CONTENT|MSG-aRG | dUEStion ]
| PROP
SAL-UTT
[question
MAX-QUD PaRAMS {[}
PROP

Thisistobeunderstooasfollows: givenanut-
terancgwhoseassociatedignis one)which sat-
isfiesthespecificatiorin theLHS of therule,aCP
may respondwith ary utterancewhich satisfies
the specificationin the RHS of the rule}* More
specifically the input of the rules singlesout a

BThefactthatboththe LHS andthe RHS of therule are

of typeroot-cl ensureghattherule appliesonly to signsas-
sociatedwith completeutterances.



contetual parametei, whichis thecontentof an
elementof the daughtersetof the utterance 2].
Intuitively, ¢ is a parameterwhosevalueis prob-
lematicor lacking. The sub-utterancgz is speci-
fiedto constitutehevalueof thefeaturesaL-uTT
associatedvith the context of the clarificationut-
terancecuy. The descriptve contentof cug is
a question,ary questionwhoseopenproposition
(given in termsof the featurePrROP) is identi-
cal to the (uninstantiatedyontentof the clarified
utterance.MAX-QUD associatedvith the clarifi-
cationis fully specifiedasaquestiorwhoseopen
propositionis andwhosePARAMs setconsists
of the‘problematic’parametes.

We canexemplify the effect of parameter fo-
cussing with respecto clarifying anutteranceof
(7). The outputthisyields, whenappliedto Bo's
index , is the partial specificatiorin (14). Such
an utterancewill have asits MAX-QUD a ques-
tion cqy paraphrasablaswho, namedBo, are
you askingif t left, whereasts SAL-UTT is the
sub-utterancef Bo. The contentis underspeci-
fied:

14 r question T
CONT|MSG-ARG
PROP
SAL-UTT
—question ]
PARAMS {}
[FASK-REL b
ASKER i
ASKED j
MAX-QUD question
PROP|s0A [6] PARAMS{ }
MSG-ARG leave-el
PROP| SOA | AGT
Time [2]

This (partial) specificatiorallows for clarifica-
tion questionsuchasthefollowing:

a. Did WHO leave?
b. WHO?
c. BO?(= Are you askingif BO left?)

(15)

Given spaceconstraintswe restrict oursehes
to explaininghow theclausalCE, (15c¢),getsana-
lyzed. Thisinvolvesdirectapplicationof thetype
decl-frag-cl discussedabove for short answers.
The QUD-maximality of cqy allows us to ana-
lyze thefragmentasa‘shortanswer’to cq, using
the type bare-decl-cl And out of the proposition
which emepgescourtesyof bare-decl-cla (polar)

questionis constructedusingthe type dir-is-int-
cl.t4

(16) S
[dir-is-int-cl ]
[question T
PARAMS { }
[ask-rel 7
ASKER |
ASKED |
CONT question
3
PROP PARAMS { }
leave-el
PROP| SOA [AGT
TIME
S
[decl-frag-cl 1
CONT
question

MAX-QUD | PARAMS {[INDEX ]}

CTXT PROP
CAT
CONT|INDEX

SAL-UTT [

CAT [ZINP
CONT|INDEX

\
Bo

The secondcoercionoperationwe discussed
previously is parameter identification: for a
given problematiccontextual parameterits out-
putis a partial specificatiorfor a signwhosecon-
tentand MAX-QUD involve a questionquerying
the contentof thatutteranceparameter:

14The phrasatype dir-is-int-cl which constituteghe type
of themothernodein (16)is atypethatinter alia enablesa
polar questionto be built from a headdaughtemhosecon-
tentis propositional. See(Ginzburg and Sag,2000)for de-
tails.



(17)
root-cl
CTXT-INDICES { .O.. }

CONSTITS{...[CONT E]}

parameter identification;:

=
I question i
CONTENT|MSG-ARG
PROP
SAL-UTT
question

PARAMS {[INDEX ]}

content-el
SOA | SIGN

CONT

MAX-QUD

PROP

To exemplify: whenthis operationis appliedto
(7), it will yield asoutputthe partialspecification
in (18):

18 r

questio i
CONT| MSG-ARG

PROP [6]

PHON bo
cAT NP
SAL-UTT 1l conT|INDEX

CTXT|BCKGRD { named(Bo[) }
question

PARAMS {[INDEX ]}

MAX-QUD content-el

SIGN
CONT

PROP [6]| SOA

This specificationwill allows for clarification
questionssuchasthefollowing:

(19) a.WhodoyoumeanBO?

b. WHO? (= whois Bo)

c. Bo? (=whois Bo)
Werestrictattentionto (19c),whichis themost

interestingbut also tricky example. The tricky

partarisesrom thefactthatin acasesuchasthis,

in contrasto all previousexamplesthefragment

doesnotcontributeits corventionalcontento the

clausal content. Rathey aswe suggesteearliet

the semanticfunction of the fragmentis merely

to sere as an anaphoricelementto the phono-

logically identical to—be—clarifiedsub-utterance.

The content derives entirely from MAX-QUD.
Suchutteranceganstill be analyzedassubtypes
of head-fiag-ph thoughnot as decl-frag-cl, the

short-answer/reprisgluice phrasaltype we have
beenappealingto extensiely. Thus, we posit
constit(uent)-clar(ificion)-int-cl, a new phrasal
subtypeof head-fiag-phandof inter-cl which en-
capsulateghe two idiosyncratic facetsof such
utterancesnamely the phonologicalparallelism
andthe max-qud/contentlentity:

(20) [conT

MAX-QUD
SAL-UTT|PHON

— H[PHON [2]]
CTXT

Giventhis, (19c) recevesthe following analy-
Sis:

(21) [constit-epr-int-cl T
question
CONT PARAMS {2}
PROP conten(z],2])
MAX-QUD
CTXT PHON
SAL-UTT
.[CAT NP]
wp-pTR | HON
CAT

6 Summary and Futur e Work

In this papewe offeredananalysisof thetypesof
representationseededo analyzeCE, the requi-
siteoperationghereonandhow theseupdatelSs
duringgroundingandclarification.
Systemswhich respondappropriatelyto CEs
in generalwill needa greatdeal of background
knowledge. Even choosingamongthe responses
in (5) mightbea prettyknowledgeintensive busi-
ness. However, there are someclear stratgies
that might be pursued. For example,if Malvern
hasbeendiscussegbreviously in thedialogueand
understoodhen (5a,b)would not be appropriate
responseslin orderto be ableto build dialogue
systemghat can handleeven somerestrictedas-
pectsof CEswe needto understandnore about
what the possibleinterpretationsare and this is
whatwe have attemptedo do in this paper We
are currently working on a systemwhich inte-
gratesSHARDS (see(Ginzhurg et al., 2001), a
systemwhich processeglialogueellipses)with
GoDiS (see(Bohlin et al., 1999),a dialoguesys-
tem developedusing TRINDIKIT, which makes
useof ISsmodelledonthosesuggestet thekos



framevork. Our aim in the nearfutureis to in-
corporatesimple aspectf negotiative dialogue
including CEsin aGoDiS-likesystememploying
SHARDS.
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