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Abstract

While paraphrasings critical both for

interpretationand generationof natu-
ral languagecurrentsystemsuseman-
ual or semi-automatienethodsto col-

lect paraphrases.We presentan un-

supervisedearningalgorithmfor iden-
tification of paraphrasedrom a cor

pusof multiple Englishtranslationsof

the samesourcetext. Our approach
yields phrasaland single word lexical

paraphrasesas well as syntacticpara-
phrases.

1 Intr oduction

Paraphrasesre alternatve ways to corvey the
sameinformation. A methodfor the automatic
acquisitionof paraphraselasboth practicaland
linguisticinterest.Froma practicalpoint of view,
diversityin expressiorpresent@majorchallenge
for mary NLP applications. In multidocument
summarizationjdentification of paraphrasings
requiredto find repetitve informationin the in-
put documents. In generation,paraphrasings
employed to createmore varied and fluent text.
Most currentapplicationsusemanuallycollected
paraphrasetailoredto a specificapplication,or
utilize existing lexical resourcessuch as Word-
Net (Miller et al., 1990)to identify paraphrases.
However, theproces®f manuallycollectingpara-
phrasess time consumingandmoreover, thecol-
lectionis not reusablen otherapplications.Ex-
isting resource®nly includelexical paraphrases;
they donotincludephrasalor syntacticallybased
paraphrases.

From a linguistic point of view, questions
concernthe operatve definition of paraphrases:
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what types of lexical relations and syntactic
mechanismscan produce paraphrases? Marny
linguists (Halliday, 1985; de Beaugrandeand
Dressler1981)agreethatparaphrasesetain“ap-
proximate conceptualkquialence”, and are not
limited only to synorymy relations. But the ex-
tentof interchangeabilitpetweerphrasesvhich
form paraphraseds an open question (Dras,
1999). A corpus-basedpproactcanprovide in-
sightson this questionby revealing paraphrases
thatpeopleuse.

This paperpresents corpus-basechethodfor
automaticextraction of paraphrases.We usea
largecollectionof multiple parallelEnglishtrans-
lations of novelst. This corpusprovides mary
instancesof paraphrasingbecausetranslations
presere the meaningof the original source,but
may use different words to corvey the mean-
ing. An exampleof paralleltranslationsgs shovn
in Figure 1. It containstwo pairs of para-
phrases(“burstinto tears’, “cried”) and(“com-

fort”, “consolé).

Emmaburstinto tearsandhetried to comforther, say-
ing thingsto make hersmile.
Emmacried,andhetried to consoleher, adorninghis
wordswith puns.

Figurel: Two Englishtranslationsof the French
sentencdérom Flauberts “MadameBovary”

Our methodfor paraphrasextraction builds
uponmethodologydevelopedin MachineTrans-
lation (MT). In MT, pairsof translatedsentences
from a bilingual corpusare aligned, and occur
rencepatternsof wordsin two languagesn the
text are extractedand matchedusing correlation
measures. However, our parallel corpusis far
from the cleanparallel corporausedin MT. The

!Foreignsourcesarenot usedin our experiment.



renditionof a literary text into anotherlanguage
notonly includesthetranslationbut alsorestruc-
turing of the translationto fit the appropriatdit-
erary style. This processintroducesdifferences
in the translationswvhich are an intrinsic part of
the creatvve process. This resultsin greaterdif-
ferencesacrosstranslationsthan the differences
in typical MT parallelcorpora,suchasthe Cana-
dian Hansards.We will returnto this point later
in Section3.

Basedon the specificsof our corpus,we de-
velopedan unsupervisedearning algorithm for
paraphrasextraction. During the preprocessing
stage,the correspondingsentencesre aligned.
We baseour methodfor paraphrasingxtraction
on the assumptionthat phrasesin aligned sen-
tenceswhich appeaiin similar contexts arepara-
phrases. To automaticallyinfer which contexts
aregood predictorsof paraphrasesontexts sur
roundingidenticalwordsin alignedsentenceare
extractedand filtered accordingto their predic-
tive power. Then,thesecontexts areusedto ex-
tractnew paraphrasesn additionto learninglex-
ical paraphraseshe methodalsolearnssyntactic
paraphrasedyy generalizingsyntacticpatternsof
the extractedparaphrasesExtractedparaphrases
arethenappliedto the corpus,andusedto learn
newn contet rules. This iterative algorithmcon-
tinuesuntil no new paraphrasearediscovered.

A novel featureof ourapproachs theability to
extractmultiple kindsof paraphrases:
Identification of lexical paraphrases. In con-
trastto earlierwork on similarity, our approach
allows identification of multi-word paraphrases,
in additionto single words, a challengingissue
for corpus-basetechniques.

Extraction of morpho-syntactic paraphrasing
rules. Our approachyields a setof paraphras-
ing patternsby extrapolatingthe syntactic and
morphologicaktructureof extractedparaphrases.
This procesgelieson morphologicainformation
anda part-of-speechiagging. Marny of the rules
identifiedby the algorithmmatchthosethat have
beendescribedas productive paraphrases the
linguistic literature.

In the following sections, we provide an
overviewn of existing work on paraphrasingthen
we describedatausedin this work, anddetailour
paraphrasextractiontechnique. We presentre-

sults of our evaluation,and concludewith a dis-
cussionof our results.

2 RelatedWork on Paraphrasing

Many NLP applicationsarerequiredto dealwith
the unlimited variety of humanlanguagein ex-
pressingthe sameinformation. So far, three
major approachesf collecting paraphrasebave
emeged: manualcollection, utilization of exist-
ing lexical resourcesindcorpus-basedxtraction
of similarwords.

Manual collection of paraphrasess usually
used in generation(lordanskajaet al., 1991;
Robin, 1994). Paraphrasings an inevitable part
of ary generationtask, becausea semanticcon-
cept can be realized in mary different ways.
Knowledgeof possibleconcepwerbalizationgan
helpto generatatext which besffits existingsyn-
tacticandpragmaticconstraintsTraditionally, al-
ternatve verbalizationsare derived from a man-
ual corpusanalysis,and are, therefore,applica-
tion specific.

The secondapproach— utilization of existing
lexical resourcessuchasWordNet— overcomes
the scalability problemassociateavith an appli-
cationspecificcollectionof paraphrased.exical
resourcesreusedin statisticalgenerationsum-
marizationand question-answering.The ques-
tion hereis what type of WordNetrelationscan
be consideredas paraphrases.In some appli-
cations,only synoryms are consideredas para-
phrasegLangkildeandKnight, 1998);in others,
looserdefinitionsareused(BarzilayandElhadad,
1997). Thesedefinitionsarevalid in the context
of particularapplicationshowever, in generalthe
correspondencbetweenparaphrasingnd types
of lexical relationsis not clear The sameques-
tion ariseswith automatically constructedthe-
sauri (Pereiraet al., 1993; Lin, 1998). While
theextractedpairsareindeedsimilar, they arenot
paraphrased-or example,while “dog” and“cat”
are recognizedas the most similar conceptsby
the methoddescribedn (Lin, 1998), it is hard
to imaginea context in which thesewordswould
beinterchangeable.

The first attemptto derive paraphrasingules
from corporawas undertalen by (Jacqueminret
al., 1997), who investigated morphologicaland
syntacticvariantsof technicalterms.While these



rules achiese high accurag in identifying term
paraphraseshe techniquesusedhave not been
extendedto othertypesof paraphrasinget. Sta-
tistical techniqueswere also successfullyused
by (Lapata, 2001) to identify paraphrasef
adjectve-nounphrases.In contrast,our method
is notlimited to a particularparaphrasgype.

3 The Data

The corpus we use for identification of para-
phrasess a collectionof multiple Englishtrans-
lations from a foreign sourcetext. Specifically
we useliterary texts written by foreign authors.
Marny classicaltexts have beentranslatedmore
than once, and thesetranslationsare available
on-line. In our experimentswe used5 books,
amongthem, Flauberts MadameBaovary, Ander
sens Fairy Tales and Vernes Twenty Thousand
LeaguesUnderthe Sea Someof thetranslations
werecreatedduring differenttime periodsandin
differentcountries. In total, our corpuscontains
11translations.

At first glance,our corpusseemsquite simi-
lar to parallelcorporausedby researchers MT,
suchasthe CanadianHansards.The major dis-
tinction lies in the degreeof proximity between
the translations.Analyzing multiple translations
of theliterarytexts, critics (e.g.(Wechsley 1998))
have obsered that translations‘are never iden-
tical”, and eachtranslatorcreateshis own inter-
pretationsof thetext. Clausesuchas“adorning
his wordswith puns” and“saying thingsto male
her smile” from the sentences Figurel areex-
amplesof distincttranslationsThereforeacom-
plete matchbetweenwords of relatedsentences
is impossible. This characteristicof our corpus
is similar to problemswith noisyandcomparable
corpora(Veronis,2000),andit preventsus from
using methodsdevelopedin the MT community
basedon cleanparallelcorpora,suchas (Brown
etal., 1993).

Another distinction betweenour corpus and
parallel MT corporais the irregularity of word
matchings:in MT, no wordsin the sourcelan-
guagearekeptasis in thetamgetlanguagdrans-
lation; for example, an English translation of

’Free  of copyright restrictions part  of
our corpus(9 translations) is  available at
http://www.cs.columbia.edu/"regina Ipar .

a French sourcedoes not contain untranslated
French fragments. In contrast,in our corpus
the sameword is usually usedin both transla-
tions, and only sometimesits paraphrasesre
used, which meansthat word—paraphras@airs
will have lower co-occurrenceatesthan word—
translatiorpairsin MT. For example,consideroc-
currence®f theword“boy” in two translationof
“MadameBovary” — E. Marx-Aveling’s transla-
tion andEtext’stranslation.Thefirst text contains
55 occurrencesf “boy”, which correspondo 38
occurrence®f “boy” and 17 occurrencesf its
paraphraseg'son”, “young fellow” and“young-
ster”). Thisrulesoutusingwordtranslatiormeth-
odsbasednly onword co-occurrenceounts.
Ontheotherhand,thebig advantageof ourcor

puscomesfrom the factthat paralleltranslations
sharemary words,which helpsthe matchingpro-
cess.We describebelonv a methodof paraphrase
extraction,exploiting theseeaturesof ourcorpus.

4 Preprocessing

During the preprocessingtage we performsen-
tencealignment.Sentencewhicharetranslations
of the samesourcesentenceontaina numberof
identicalwords, which sene as a strongclue to
the matchingprocess. Alignment is performed
using dynamicprogramming(Gale and Church,
1991)with a weightfunction basedon the num-
ber of commonwordsin a sentencepair. This
simplemethodachievesgoodresultsfor our cor-
pus,becaus&2% of thewordsin corresponding
sentencesareidenticalwordson average.Align-
ment produces44,562 pairs of sentenceswith
1,798,526words. To evaluatethe accurag of
thealignmentprocesswe analyzedl27 sentence
pairs from the algorithm’s output. 120(94.5%)
alignmentsvereidentifiedascorrectalignments.
We thenusea part-of-speechaggerandchun-
ker (Mikheev, 1997) to identify noun and verb
phrasesn the sentencesThesephrasedecome
theatomicunits of the algorithm.We alsorecord
for eachtoken its derivational root, using the
CELEX(Baayeretal., 1993)database.

5 Method for Paraphrase Extraction

Given the aforementioneddifferencesbetween
translations,our methodbuilds on similarity in



thelocal context, ratherthanonglobalalignment.
Considerthetwo sentences Figure2.

And finally, dazzlingly white, it shonehigh abose

themin theempty.
It appearedvhite anddazzlingin theempty.

Figure2: Fragment®f alignedsentences

Analyzing the contexts surrounding
markedblanksin bothsentencegyneexpectsthat
they shouldhave the samemeaning becaus¢hey
have the samepremodifier‘empty” andrelateto
the samepreposition“in” (in fact, the first
standsfor “sky”, andthe secondfor “heavens”).
Generalizingfrom this example,we hypothesize
thatif the contexts surroundingwo phrasedook
similar enough thenthesetwo phrasesarelikely
to be paraphrasesThe definition of the context
depend®nhow similarthetranslationsare.Once
we know which contexts aregoodparaphrasere-
dictors, we can extract paraphrasg@atternsfrom
our corpus.

Examplesof suchcontets are verb-objectre-
lations and houn-madifierrelations,which were
traditionally usedin word similarity tasksfrom
non-parallelcorpora (Pereiraetal., 1993; Hatzi-
vassiloglouand McKeawn, 1993). However, in
our casemoreindirectrelationscanalsobeclues
for paraphrasinghbecauseve know a priori that
inputsentencesorvey thesamenformation. For
example,in sentencesrom Figure 3, the verbs
“ringing” and“sounding” do not shareidentical
subjectnouns,but the modifier of both subjects
“Evening” is identical. Can we concludethat
identicalmodifiersof the subjectimply verbsim-
ilarity? To addresghis questionwe needa way
to identify contets that are good predictorsfor
paraphrasingn acorpus.

Peoplesaid“The EveningNoiseis sounding,the sun
is setting”
| “The eveningbellis ringing;’ peopleusedto say

Figure3: Fragment®f alignedsentences

To find “good” contexts, we can analyzeall
contets surroundingdenticalwordsin the pairs
of aligned sentencesand use thesecontets to
learnnew paraphrasesThis providesa basisfor
a bootstrappingnechanism Startingwith identi-
calwordsin alignedsentencessa seed,we can

incrementallylearn the “good” contets, and in
turn usethemto learn new paraphrases.lden-
tical words play two rolesin this process:first,
they areusedto learncontet rules;secondjden-
tical wordsareusedin applicationof theserules,
becausehe rules containinformation aboutthe
equalityof wordsin context.

This methodof co-traininghasbeenpreviously
appliedto a variety of natural languagetasks,
such as word sensedisambiguation(Yarowvsky,
1995), lexicon constructionfor information ex-
traction (Riloff andJones,1999),andnameden-
tity classification(Collins and Singer 1999). In
our case the co-trainingprocessreatesa binary
classifier which predictswhethera given pair of
phrasesnakesaparaphraser not.

Our model is basedon the DLCaoTrain algo-
rithm proposedby (Collins and Singer 1999),
which appliesa co-trainingprocedureo decision
list classifiersfor two independentets of fea-
tures.In ourcasepnesetof featureslescribeshe
paraphras@air itself, andanothersetof features
corresponds$o contets in which paraphrasesc-
cur. Thesefeaturesandtheir computatiorarede-
scribedbelow.

5.1 Feature Extraction

Our paraphraséeaturesincludelexical and syn-
tactic descriptionsof the paraphrasepair. The
lexical featuresetconsistsof the sequenc®f to-
kensfor eachphrasein the paraphraseair; the
syntactic feature set consistsof a sequenceof
part-of-speectagswhereequalwordsandwords
with the sameroot aremarked. For example,the
value of the syntacticfeaturefor the pair (“the
vastchimng”, “the chimneg/”) is (“DT 1 JINNy”,
“DT1 NNy"), whereindicesindicateword equali-
ties. We believe thatthis featurecanbe usefulfor
two reasons:first, we expectthat somesyntac-
tic categoriescannot be paraphraseéh another
syntacticcategyory. For example,a determinelis
unlikely to be a paraphrasef a verh Second,
this descriptionis ableto captureregularitiesin
phraselevel paraphrasingln fact, a similar rep-
resentatiorwasusedby (Jacquemiretal., 1997)
to describeermvariations.

The contetual feature is a combination of
the left andright syntacticcontects surrounding
actual known paraphrases. There are a num-



ber of contet representationshat can be con-
sideredas possiblecandidates:lexical n-grams,
POS-ngramsand parsetree fragments. The nat-
ural choice is a parsetree; however, existing
parsersperform poorly in our domair?. Part-
of-speechtagsprovide the requiredlevel of ab-
straction,andcanbe accuratelycomputedor our
data. The left (right) contet is a sequenceof
part-of-speechagsof n words,occurringon the
left (right) of the paraphrase. As in the case
of syntacticparaphrasdeatures,tags of identi-
cal wordsare marked. For example,whenn =
2, the contextual featurefor the paraphraseair
(“comfort, “consol&) from Figure 1 sentences
is lefty="VB; TO,", (“tried to"), left,="VB;
TOy", (“tried to”), right;="PRP$% 4", (“her”)
right_contt$;="PRP$ 4", (“her”). In thenext
section,we describehow the classifiersfor con-
textual andparaphrasindgeaturesareco-trained.

5.2 The co-training algorithm

Our co-trainingalgorithm hasthree stages:ini-
tialization,trainingof thecontectual classifierand
trainingof the paraphrasinglassifiers.
Initialization Wordswhichappeain bothsen-
tenceof analignedpairareusedto createtheini-
tial “seed” rules. Usingidenticalwords, we cre-
atea setof positive paraphrasingxamples,such
as word; =tried, word,=tried. However, train-
ing of the classifierdemandsegative examples
as well; in our caseit requirespairs of words
in aligned sentencesvhich are not paraphrases
of eachother To find negative examples,we
match identical words in the alignmentagainst
all differentwords in the aligned sentence as-
sumingthatidenticalwordscanmatchonly each
other andnot ary otherword in the alignedsen-
tences. For example,“tried” from the first sen-
tencein Figurel doesnotcorrespondo ary other
word in the secondsentenceut “tried”. Based
on this obsenation, we can derive negative ex-
amplessuchas word; =tried, words=Emmaand
word; =tried, words=console Given a pair of
identical words from two sentence®f lengthn
andm, the algorithm producesone positive ex-

3To the best of our knowledge all existing statistical
parsersaretrainedon WSJor similar type of corpora.ln the
experimentswe conductedtheir performancesignificantly
degradedon our corpus— literary texts.

ampleand(n — 1) + (m — 1) negative examples.

Training of the contextual classifier Using
this initial seed,we recordcontets aroundpos-
itive and negative paraphrasingxamples. From
all the extracted contexts we must identify the
oneswhicharestrongpredictorsof their cateyory.
Following (Collins and Singer 1999),filtering is
basedon the strengthof the context andits fre-
gueng. The strengthof positive contet z is de-
finedascount(z+)/count(x), wherecount(z+)
is the numberof timescontet = surroundosi-
tive examples(paraphrasgairs)andcount(z) is
the frequeng of the context z. Strengthof the
negative context is definedin a symmetricaiman-
ner. For the positive andthe negative cateyories
we selectk rules (kK = 10 in our experiments)
with the highestfrequeny and strengthhigher
thanthe predefinedhresholdof 95%. Examples
of selecteccontext rulesareshavn in Figure4.

The parametenof the contectual classifieris a
contet length. In our experimentswve foundthat
a maximal context lengthof threeproduceshest
results. We also obsered that for somerulesa
shorter context works better Therefore,when
recordingcontets aroundpositive and negative
examples,we recordall the contets with length
smalleror equalto the maximallength.

Becauseour corpusconsistsof translationsof
several books, createdby different translators,
we expectthatthe similarity betweertranslations
variesfrom onebookto another Thisimpliesthat
contextual rulesshouldbe specificto a particular
pair of translations.Therefore we train the con-
textual classifierfor eachpair of translationssep-
arately

|Eft1 = (VBO TOl) right1 = (PRP$ ,)
|eft2 = (VBO TOl) I’igth = (PRP$ ,)
Ieft1 = (WRBO NN1) right1 = (NNQ |N)
|eft2 = (WRBO NNl) rlghtg = (NN2 |N)
Ieft1 = (VBo) right1 = (JJL)

left, = (VBo) right, = (33)

left; = (lN NN()) rlght1 = (NN2 |N3)
lefty = (NNO ,) I’ightg = (NN2 |N3)

Figure4: Exampleof context rules extractedby
thealgorithm.

Training of the paraphrasing classifier Con-
text rulesextractedin the previous stagearethen
appliedto the corpusto derive a new setof pairs



of positve and neggative paraphrasingxamples.
Applicationsof the rule performedby searching
sentenceairsfor subsequenceshich matchthe
left andright partsof the contectual rule, andare
lessthan N tokensapart. For example, apply-
ing thefirst rule from Figure4 to sentencefrom
Figurel yieldsthe paraphrasingair (“comfort,
“consolé). Notethatin the original seedset,the
left andright contexts were separatedby oneto-
ken. This stretchin rule applicationallows usto
extractmulti-word paraphrases.

For eachextractedexample paraphrasingules
are recordedandfiltered in a similar manneras
contetual rules. Examplesof lexical andsyntac-
tic paraphrasingulesareshaowvn in Figure5 and
in Figure6. After extractedlexical andsyntactic
paraphraseareappliedto the corpusthe conte-
tual classifieris retrained. New paraphrasesot
only addmore positive and negative instanceso
the contectual classifier but also revise contex-
tualrulesfor known instancedasedn new para-
phrasdnformation.

(NNo POSNN;)+(NN; IN DT NNp)
King's son son of the king
(IN NN%)«—(VB?)
in bottles  bottled
(VBo to VBT)—=(VB, VBT)
start to talk start talking
(VBo RB1)—(RB; VBy)
suddenly came came suddenly
(VB NN°)«—(VBY)
make appearance appear

Figure5: Morpho-Syntactigatternsxtractedby
thealgorithm.Lower indicesdenotetokenequi-
alenceupperindicesdenoteroot equivalence.

(countlesslots of)
(undertonelow voice)  (shrubspushes)
(refuse sayno) (dull tone,gloom)
(sudderappearancepparition)

(repulsion,aversion)

Figure6: Lexical paraphraseextractedby theal-
gorithm.

The iterative processis terminatedwhen no
new paraphrasearediscoveredor the numberof
iterationsexceedsa predefineahreshold.

6 Theresults

Our algorithm produced9483 pairs of lexical
paraphraseand 25 morpho-syntactiaules. To

evaluatethe quality of producedparaphrasesye
pickedatrandom500paraphrasingairsfrom the
lexical paraphraseproducedby our algorithm.
Thesepairswereusedastestdataandalsoto eval-
uatewhethethumansagreeon paraphrasingudg-
ments. The judgeswere given a pageof guide-
lines, defining paraphrases “approximatecon-
ceptualequivalence”. The main dilemmain de-
signing the evaluationis whetherto include the
contect: shouldthe humanjudgeseeonly a para-
phrasepair or shoulda pair of sentencesontain-
ing theseparaphrasealso be given? In a simi-
lar MT task— evaluationof word-to-word trans-
lation — contet is usually included (Melamed,
2001). Although paraphrasings consideredo
be contt dependentthereis no agreemenbn
the extent. To evaluatethe influenceof context
on paraphrasingudgments,we performedtwo
experiments— with andwithout contet. First,
the humanjudgeis givena paraphrasgair with-
out contet, and after the judge enteredhis an-
swer heis giventhe samepair with its surround-
ing contt. Eachcontt wasevaluatedby two
judges(otherthan the authors). The agreement
wasmeasuredisingthe Kappacoeficient (Siegel
and Castellan,1988). Completeagreemenbe-
tween judgeswould correspondio K equalsi;
if thereis no agreementamongjudges,thenK
equals.

The judges agreementon the paraphrasing
judgment without contxt was K = 0.68
whichis substantiahgreemenfLandisandKoch,
1977). The first judge found 439(87.8%)pairs
ascorrectparaphrasesandthe secondjudge —
426(85.2%). Judgmentsvith contet have even
higheragreemen{K = 0.97), andjudgesidenti-
fied 459(91.8%)and457(91.4%)pairsascorrect
paraphrases.

Therecallof our methodis amoreproblematic
issue.Thealgorithmcanidentify paraphrasinge-
lationsonly betweerwordswhich occurredn our
corpuswhichof coursedoesnotcoverall English
tokens. Furthermore direct comparisorwith an
electronicthesaurudike WordNetis impossible,
becausdt is notknown a priori whichlexical re-
lationsin WordNetcanform paraphrasesThus,
we can not evaluaterecall. We hand-ealuated
thecoverageby askingahumanjudgesto extract
paraphrasesom 50 sentencesandthencounted



how mary of theseparaphrasewhere predicted
by our algorithm. From 70 paraphraseextracted
by humanudge,48(69%)wereidentifiedaspara-
phrasedy our algorithm.

In addition to evaluating our system output
through precisionand recall, we also compared
our resultswith two other methods. The first of
thesewasa machinetranslationtechniquefor de-
riving bilinguallexicons(Melamed 2001)includ-
ing detectionof non-compositionatompounds.
We did this evaluationon 60% of thefull dataset;
this is the portion of the data which is pub-
licly available. Our systemproduceds,826word
pairs from this dataand Melamedprovided the
top 6,826 word pairs resulting from his system
on this data. We randomly extracted500 pairs
eachfrom both setsof output. Of the 500 pairs
producedby our system,354(70.8%)were sin-
gle word pairsand 146(29.2%)were multi-word
paraphrasesyhile the majority of pairsproduced
by Melameds systemwere single word pairs
(90%). We mixed this output and gave the re-
sulting, randomlyordered1000pairsto six eval-
uators,all of whom were natve spealers. Each
evaluatorprovided judgmentson 500 pairswith-
out context. Precisionfor our systemwas71.6%
and for Melameds was 52.7%. This increased
precisionis aclearadwantageof ourapproactand
shawvs thatmachinegranslatiortechnique€annot
be usedwithout modificationfor this task, par

ticularly for producingmulti-word paraphrases.

There are three caveats that should be noted;
Melameds systemwas run without changedor
this new taskof paraphrasextractionandhis sys-
temdoesnot usechunksegmentationheranthe
systemfor threedaysof computatiorandthere-
sult may be improved with more running time
sinceit makesincrementalmprovementson sub-
sequentrounds, and finally, the agreemente-
tweenhumanjudgeswas lower thanin our pre-
vious experiments. We are currently exploring
whethertheinformationproducedoy thetwo dif-
ferentsystemamay be combinedto improve the
performancef eithersystemalone.
Anotherview on the extractedparaphrasesan
be derived by comparingthem with the Word-
Net thesaurusThis comparisorprovidesuswith

*Theequivalenceghatwereidenticalon bothsideswere
removed from theoutput

guantitatve evidenceon the typesof lexical re-
lations peopleuseto createparaphrasesWe se-
lected 112 paraphrasingpairs which occurredat
least 20 times in our corpusand such that the
words comprisingeachpair appearnn WordNet.
The 20 times cutoff was chosento ensurethat
the identified pairs are generalenoughand not
idiosyncratic. We use the frequenyg threshold
to selectparaphrasesvhich are not tailored to
onecontt. Examplesof paraphraseandtheir
WordNetrelationsare shovn in Figure7. Only
40(35%)paraphrasearesynoryms, 36(32%)are
hyperoryms, 20(18%)are siblingsin the hyper
onym tree, 11(10%) are unrelated,and the re-
maining5% arecoveredby otherrelations.These
figures quantitatvely validate our intuition that
synorymy is not the only sourceof paraphras-
ing. Oneof the practicalimplicationsis that us-
ing synorymy relationsexclusively to recognize
paraphrasingimits systemperformance.

Synoryms: (rise, standup), (hot, warm)
Hyperoryms: (landlady hostess)(reply, say)
Siblings: (city, town), (pine,fir)
Unrelated:(sick, tired), (next, then)

Figure7: Lexical paraphraseextractedby theal-
gorithm.

7 Conclusionsand Futur e work

In this paper we presented methodfor corpus-
basedidentification of paraphrase$rom multi-
ple Englishtranslationsof the samesourcetext.
We shovedthata co-trainingalgorithmbasedon
contectual and lexico-syntacticfeaturesof para-
phrasesachieves high performanceon our data.
The wide rangeof paraphrasesxtractedby our
algorithm shedslight on the paraphrasinghe-
nomenawhich hasnot beenstudiedfrom anem-
pirical perspectie.

Futurework will extend this approachto ex-
tract paraphraseBom comparableorpora,such
asmultiple reportsfrom differentnews agencies
aboutthe sameevent or differentdescriptionsof
adiseasdrom the medicalliterature. This exten-
sionwill requireusingamoreselectve alignment
technique(similar to that of (Hatzivassiloglouet
al., 1999)). We will alsoinvestigatea more pow-
erful representatioof contectual features Fortu-
nately statisticalparsersproducereliableresults



on news texts, and thereforecan be usedto im-
prove contet representation.This will allow us
to extractmacro-syntactiparaphrases addition
to local paraphrasewhich arecurrentlyproduced
by thealgorithm.
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