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Abstract

In this paper we propose an SB-tree approach to extract significant patterns ef-
ficiently by scanning the leaves of the SB-tree to decide the boundary of significant
patterns for term extraction, and reduce the dimension of term space to an practical
level by a combination of term selection and term clustering. Our current experiment
uses CNA one year news as training data, which consists of 73,420 articles and is far
more than previbus related research. In the experiment, we compare the performance
four term selection methods, odds ratio, mutual information, information gain and x?2
statistic, when they are combined with distributional clustering method. Our experi-
ment shows that x? statistic and information gain achieve performance better than odd
ratio and mutual information when they are combined with distributional clustering.
With the combination of term selection and term clustering, the dimension of term
space can be greatly reduced frorﬁ 60000 to 120 while maintaining similar classification
accuracy. ‘ ‘
Keywords: Text Categorization, Term Selection, Term Clustering, Naive Bayes Clas-
sifier, Information Retrieval.
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1 Introduction

Text classification(categorization) is the problem of automatically assigning predefined classes
to free text ddcuments, and is gaining more and more importance as the amount of text
data available on World Wide Web grows dramatically. A well classified text database will
be very helpful for a user tb identify interesting data from the huge collection of texts.
There are many studies about the text classification as well as web-page classification
17, 1, 9, 10, 27, 32, 33, 23, 24, 7, 38, 15]. While there are a great number of researches
on automatic text classification for English texts, text classification for Asian languages
such as Chinese, Japanese, Korean and Thai has not been studied seriously until recently
36, 21, 37, 3, 28, 31, 29].

Because text segmentation is not straightforward in Asian languages, 1-grams, 2-grams
and n-grams have been used as indexing terms to represent documents. It is reasonable that
~ n-gram is more meaningful and brings more concept than 1-gram or 2-gram. The main ob-
stacle to apply n-grams to Chinese text classification is the huge number of possible n-grams.
Notice that many of them are meaningless and non-informative for text categorization. The
major challenge is to develop an approach that can reduce the dimension of term space to an
acceptable level while maintains similar classification accuracy. There was a related study
about term selection in Chinese text classification[29]. A practical problem there is that a
news may contain very few or even non of the selected terms, and thus is classified to the
default class which is the largest class. On the other hand, a large number of selected terms
make Chinese text classification computationally impractical. To overcome the problems,
we study the combination of the term(feature) selection and term clustering in this paper.
We first use term selection to select a set of significant terms, and then use term clustering
to cluster the selected teﬁns into a small number of groups. Our experiment on one year
CNA news shows that the dimension of term space can be greatly reduced while maintaining
similar classification accuracy. _

: The remainder of this paper is organized as follows. Section 2 describes the process to
remdve meaningless and non-informative substrings. Section 3 gives the scoring functions of

four term selection methods, and reviews distributional clustering. Section 4 introduces the
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naive Bayes classifier. Section 5 gives our experimental results. Section 6 gives conclusion.

Throughout this paper, we assume 2 < n < 20 when n-gram is mentioned.

2 Term Extraction

There are several research[30, 5, 25] on the extraction of meaningful teﬁns from Chinese
texts. In [30] Tseng proposed a multi-linear term-phrasing technique in which adjacent
character sequences are ﬁlerged pairwisely to form longer character sequences if they satisfy
the criteria of the merging rules. This approach is simple but can not run incrementally when
new news are added. In [5] Chien proposed PAT-tree method to extract keyword. PAT-tree
is an incremental method but does not handle the I/O problem when the amount of memory
is not large enough to store the whole tree. In this paper, we propose an approach based on
SB-trees [13] which use B*tree to store all the suffix strings[14] of the training documents.
Note that SB-tree can grow incrementally, is I/O efficient and is scalable to store large
amount of data.

‘We construct two SB-trees to locate the left and right boundary of terms respectively, and
. compute the statistics information of extracted term by scanning the leaves of SB-tree. We -
use SB-trees [13, 29] to store all suffix strings' [14] of every sentences in the training corpus,
and then search for all the repeated strings which appear more than once. To eliminate
redundant strings, we gather only the repeated patterns that have, at least, two different
kinds of successor Chinese characters. For example, in Figure 1, there are partial sorted
suffix strings listed in the SB-tree. The ” {4 #.”,” ¥ # L ¥” and ” ¥ % T ¥ F #7F & "are
considered as candidate patterns. Notice that the ” Regp T ER, "R ¥ H#” and
"4 T ¥ FH#A” are not considered as candidate patterns because they have only one

” 2

successor Chinese character » % 2% and ” #&” respectively. This process determines the
right boundary of terms.

To determine the left boundary of terms, we construct another SB-tree, called Reverse-
SB-tree, with all suffix strings that come from each reversed sentences in the training corpus.
For example, in Figure 2, there are candidate repeatéd patterns ” & 7, " & A HEH EL”

and " & A ¥ L4 /%”. Similarly, the ” & A48, ” & A #EK” and " & A5 ¥ are
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% (NewsID Offset) Suffix String

Figure 1: SB-tree

not considered as candidate pé,tterns because they have only one successor Chinese character
"H”,)” ¥” and " " respectively. This process determines the left boundary of terms.

Terms identified in above process form an initial set of terms which are used for term selection.

3 Term Selection

After extracting terms from the training corpus as described in section 2, we apply term
selection algorithms to select the most re_presentative terms for each class. All terms are
given scores by the term selection method, and are choosed according to the scores. There
are four term selection methods evaluated individually in this paper. These four term se-
lection methods are odds ratio(OR), information gain(IG), mutual information(MI) and x?
statistic(CHI). For a term ¢ and a class c, let A denote the number of times ¢ and ¢ co-occur,
B is the number of times ¢ occurs without ¢, C is the number of times ¢ occurs without ¢,
- and N is the total number of documents. The following reviews the term selection methods

evaluated in this paper.
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Table 1: Two-Way contingency table of a term £ and a class ¢
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3.1 Odds Ratio(OR)

The odds ratio value of term ¢ for each class (category) is different. For each term ¢, the
value of odds ratio to class Cj is defined as follows|[15].
Odds(t|Cy)
0dds(t|Creg)
P(t|Ck)(1 — P(t|Cney))
(1 — P(t{Ci) P(t|Creg))’

where P(t|Cy) is the conditional probability of term ¢; occurring given the class value k,

OddsRatio(t,Cy) = log

= log

P(t|Cre,) is the conditional probability of term ¢ occurring given the class value # k. The
odds function of X; is defined as follows.

4

. P(X;)=0
3

S
T

ZEl P(X;) #0AP(X;) # 1

Notice that the value of odds ratio of a term which appears in only one class will be very
large even its term frequency is low. It happens that the term selection via the score of odds
ratio method might suffer from low hit frequency of selected term when apply to testing
documents. This indicates that it is highly possible for a new document to contain very few

or even no terms selected by odds ratio method.

3.2 Mutual Information(MI)

The difference between the information uncertainty before adding ¢ and after adding ¢
measures the gain in information due to the Class ¢. This information is called mutual

information[35) and is defined as follows.
MI(t,)) = log[-—]—log[—r]
’ P ( ) P(c|t)

P(clt)
[P()]
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P(t,c)
= lelpgpe)

= MI(c,t)
If the two probabilities P(t) and P(t|c) are the same, then no information is gained and the
mutual informat_ioh is zero. In practice, the score of MI(%,c) is strongly influenced by the
marginal probabilities of terms. For terms with an equal conditional probability P(t|c), the
term with low term frequency will have a higher score than common terms. The MI can be

estimated using
A Ax N
(A+C) x (A+ B)

MI(t,c) ~ log

3.3 Information Gain(IG)

Information Gain is frequently employed as a method of feature scoring in the field of machine
learning [26]. Let |c| denote the number of classes. The information gain of term ¢ is defined

as follows.
IG(t,C)=E(C)-ECClt)= - % P(Cy)log P(Cy)
| = le| |
+ P(t=1))_ P(Cklt =1)log P(Cklt =1)
k=1 .

|e]
+ P(t=0))_ P(Ck|t = 0)log P(Ck|t =0)
, k=1 _
IG is equivalent to the weighted average of the mutual information and is called average
mutual information. IG makes use of information about term absence, while MI ignores
such information. Furthermore, IG normalizes the mutual information scores using the joint

probabilities while MI uses the non-normalized scores [35).

3.4 x? statistic (CHI)

The x? statistic measures the lack of independence between ¢ and c, and can be compared
to the x2 distribution with one degree of freedom to judge extremeness. The X2 statistic

measure is defined in [20] as follows.

s o N x (AD — CB)?
X'(tc) = (A+C) x (B+D) x (A+B) x (C+D)
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3.5 Distribufional Clustering

One of the practical problems in term selection is that a document may contain very few
or even non of the selected terms(n-grams) if only a small number of significant terms
are selected. However, a large number of selected terms will make automatic classification
computationally impractical. To overcome the problems, we combine term(feature) selection
with term clustering. Notice that term clustering is hard to implement without term selection
because the number of extracted terms as described in section 2 is still very large. In this
paper we used the distributional clustering[2] to cluster the selected terms. In the following
we give a brief description of distributional clustering.

Term clustering algorithms define a similarity measure between terms, and group similar
terms into single events that no longer distinguish among their constituent terms. In [2]
Baker proposed a weighted average of the parameters of its constituent terms and let, for
example, the random variable over classes, C, and its distribution given a particular term,
t;. When term t; and t; are clustered together, the new distribution is the weighted average
of the individual distributions is as following:

P(t;)
P(t:;) + P(t5)
P(t))
P(t;) + P(t,_-)

P(Clt; V) = P(Clt)

P(C|t;)

The core intuition behind distributional clustering for document classification : the class
distributions, P(C|t;), express how individual terms contribute to classification, and the
clustering did preserve the shape of these distributions. Term clustering methods create new,
reduced-size event spaces by joining similar terms into groups. The measure of the difference
between two probability distributions adapted by [2] is Kullback-Leibler divergence, which
is an information-theoretic measure. The KL divergence between the class distributions
induced by ¢; and t; is written D(P(C|t;)||P(C|t;)), and is defined

C|
-3 P(Cult) o8 i)

To avoid the odd properties of KL divergence, such as not symmetric, and it is infinite when

an event with non-zero probability in the first distribution has zero probability in the second
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distribution, they modify the above formula as average KL divergence.

P - DIPCIIP(Cl V1) + s

- D(P(C|;)||P(Clt: v 25))

Instead of comparing the similarity of all possible pairs terms (O(|V|?) operation), Baker
create clusters using a simple, greedy agglomerative approach that consider all pairs of a
much smaller subset, of size M, where M is the final number of clusters desired. The
clusters are initialized with M terms that have highest score, using information gain(IG) in
[2]. The most similar two clusters are joined, the next term is added as a singleton cluster to
bring the total number of clusters back up to M. Notice that the number of score for each
term measured by IG is just one. Therefore, the M terms as initial cluster may prefer some
classes such that result in a biased estimate of term probability distribution to begin with.
To avoid a biased estimate of term probability distribution to begin with, we have equal
number of selected terms from each class as initial seeds of clusters. Experiment results
show that our modification did improve the classification accuracy and smooth the variation

of accuracy between each class.

4 Naive Bayes Classifier

There are several well known text classification methods[34] in machine learning or im-
age processing field, such as decision tree method, Neural network method[11], k-nearest-
neighbors(KNN)[22], Rocchio algorithm [24] and Naive Bayes classifier [26, 19]. In this
research, we implement the naive Bayes classifier for its simplicity and scalability. We are
ready to implement other classifiers and measure their performance when they are com-
bined with various term selection methods. The Naive Bayes classifier is one highly practical
learning method and is based on the simplifying assumption that the probabilities of terms
occurrences are conditionally independent of each other given the class value [26], though
this is often not the case. The naive Bayes approach classifys a new document Doc to the

most probable class, Cyp defined below.

Cnp = argmazc,ccP(Ck|Doc)
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By Bayes’ theorem [18], the P(Ci|Doc) can be represented as
P(Doc|Gy)P(Cy)
Yciec P(Doc|Ci)P(Cy)
Where P(Ck) = |Ck|/Xc,ec |Cil is the probability of the class Cy, and |C| is the number of

P(Cx|Doc) =

training documents in class Cj.

To estimate P(Doc|Cy) is difficult since it is impossible to collect a sufficiently large
number of training examples to estimate this probability without prior knowledge or fur-
ther assumptions. Howéver, the estimation become possible due to the assumption that a
word’s(term) occurrence is dependent on the class the document comes from, but that it
occurs independently of the other words(terms) in the document. Therefore, the P(Doc|Ck)

can be written as follows [19]: |
| Doc]

P(Doc|Cy) = H1 P(t;|Cx)

where |Doc| is the number of words (terms) in document Doc, and P(t;|Cy) is the condi-
tional probability of ¢; given Class Ci. Given the term T = (t;,,,...,1,) that describe
the document Doc, the estimation of P(Doc|C}) is reduce to estimating each P(t;|Cy) inde-
pendently. Notice above equation works well when every term appears in every document;
otherwise, the product becomes 0 when some terms do not appear in that document. We
use the following to approximate P(t;|Cj) to avoid the possibility that the product becomes
0, and still keeps the meaning of the equation.

1+ TF(t;,C
P(t;|Ch) = T s f)
IT| + X5 ' TF(t;,Ck)

where T'F(t;,Cy) is the frequency of term #; in documents having class value k, |T| is the

number of all distinct terms used in the domain of document representation. The formula

used to predict probability of class value Cy, for a given document Doc is as the following :
P(Ct) ;e poc P(t;]Cy)TF tt2De)
Y P(Ci) ly;epoc P (¢;]C;)TF#5:Doc)

P(Ck|Doc) =

5 Experimental Results

Our experiment use one year news, 1991/1/1 to 1991/12/31, which consists of 73,420 news ar-
ticles, with 23,680,756 characters as training data . We use news from 1992/1/1 to 1992/1/7
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Training - 1991/1/1-1991/12/31 (12 months)
Testing : 1992/1/1-/1/7 (7 days)
#Train #Test
CNA News Group | 1/1-12/31 | 1/1-1/7
1B  |cnapolitics. ™ 23516 422
2.f8¥  |cnaeconomics.® 10160 219
3358  |cnatransport.* 3423 70
4.%2%  |cnaedu® 6064 94
S.HEE  [cnal* 4929 73
6.71%®  |cnajudiciary * 5679 107
T |cnastock * 3313 42
8. HEE |[cnamilitary.* 4646 79
9% |cna arpriculture * 3217 54|
10.52%%  |cnareligion™ 1315 22
11 Bf¥¢ |cnafinance * 3622 59
12.5it#% [cnahealth-n-welfare. * 3536 66
Total 73420 1307

23680756 Characters => 3225 Characters/per News
Table 2: CNA News : Training&Testing

as testing data. Table 2 summarizes the training and testing data.

We first compare four methods, OR, IG, CHI and MI [15, 35] without combining distribu-
tional clustering. All methods compute scores to all terms and terms are selected according
to their scores. Let the top k measure denote the percentage of the correct class is in the first
k classes when all the classes are sorted according to their probabilities computed by the
naive Bayes classifier. Namely, the top 1 measure denotes the percentage that the news are
assigned to their pre-defined classes. Notice that the top k£ measure will be very méaningful
in a semi-automatic system when the number of classes is large as it can quickly identify
the most possible k classes. Let the HitAvg denote the average number of the selected terms
been found in testing news and use to see the popularity of selected terms. Let the Macro
Accuracy denote the average of the accuracy of each class, and the Variance of Accuracy
denote the variance of the accuracy of each class. Notice that Macro Accuracy and Variance
of Accuracy are used to inspect the variation of accuracy between eak:h class. The less value

of Variance of Accuracy is, the less difference of classification accuracy between each class
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is.

“Table 3 shows that the accuracy of top 1 measure of the CHI method changes from 69.17%
to 77.35% as the number of selected terms frbm each class increases from 100 to 5000. The
performance of the IG method is similar to the performance of the CHI method. The HitAvg

' 6f IG and CHI are 39.02 and 25.35 respectively when the number of selected terms from each
class is 1000. This indicates that IG prefers terms with high term frequency. Notice that the
accuracy of top 2 measure of CHI is about 90% and is very meaningful in a semi-automatic
system. In Table 3 CHI performs the best and achieves 77.35% accuracy in top 1 measure
when the number of selected terms from each class is 5000. Both the performance of OR and
MI are worse than CHI because both of them prefer to select terms whose term frequencies are
low. This can be observed from their low HitAvg, and is consistent with previous theoretic

assumption in section 3.1 and 3.2.

Term clustering can reduce the dimension of term space by clustering similar terms into
the same group. In addition, redundant substrings and their original strings will be clustered
into the same group. This compensates the weakness of term extraction methods which do
not remove all redundant substrings. In Table 4, substrings ” —E B ”, ” — & B R~ and
" = & B AR ER" are clustered into group 12, " X B AF", " HX B A" and "B HE X B AR
are clustered into group 300. Furthermore, performance may be increaséd by clustering
when training data is sparse because averaging statistics for similar words together can
result in more robust estimates. In Table 4, similar terms, ” %47 ¥ ”(a travel agent) and
" %47 1 & ” (travel agency association) are clustered together into group 100;” X 4 M ”(a
philharmonic orchestra), ” i 3@ /% # ” (a show on tour) and ” /% % ” (to perform) are clustered
in group 207;” 3& %K " (to commit a crime), ” #] ¥ ¥ % ” (penal police), ” & 5 #7 " (a jailer’s
room) and # # (firearms) are clustered into group 225.

Table 5 shows the difference among different number of selected terms when the number
of term groups is fixed at 120. In Table 5, the accuracy of top 1 measure increases as the

. number of selected terms increases for all term selection methods. When the number of
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Micro Accuracy
The number of | The number of | Feature Variance
selected terms total selected | Selection : Macro of
from each class terms Method | Topl | Top2 | Top3 | HitAvg | Accuracy | Accuracy
- 100 1200 OR| 50.73| 64.50( 70.08 1.02 39.21| 718.23
100 1200 IG| 67.64| 87.45| 92.81| 13.01 68.82| 346.01
100 1195 CHI| 69.17| 86.92| 91.58 9.49 68.09] 329.17
100 1200 MI| 37.49| 54.25| 61.29 0.24 18.60| 616.76
500 6000 OR| 62.43| 74.75| 79.57 2.76 56.73| 470.21
500 6000 IG| 72.53| 89.21| 94.41| 2874 74,15 21442
500 5939 CHI| 74.22| 91.58] 95.10| 18.97 73.52| 231.13
500 6000 MI| 47.28| 66.11| 72.07 1.13 386l 432.53
1000 . 12000 OR| 66.03 77.43| 82.17 4.04 61.23| 370.12
1000 12000 IG| 74.22| 89.82| 94.19| 39.02 7489 207.25
1000 11821 CHI| 74.45| 91.20| 95.26| 2535 75.13| 170.24
1000 12000 MI| 57.23| 74.98| 80.4%9 2.30 5489 443.64
2000 24000 OR| 69.01| 79.72| 85.77 6.32 66.04| - 253.29
2000 24000 IG| 73.83| 90.13[ 95.26| 49.43 7544 163.70]
2000 23513 CHI| 75.82| 91.51| 95.26| 32.31 7681 126.21
2000 24000 MI| 64.04| 79.19] 84.77 4.38 64.39| 313.37
5000 59921 OR| 74.60| 86.46| 91.66| 1623 7444 166.95
5000 60000 IG| 75.06| 90.36| 94.95 62.73 76.10| 130.04
5000 57482 CHI| 77.35| 91.43| 95.10] 44.01 714 12311
5000 59914 MI| 73.53| 85.54| 91.58] 14.59 214.06

73.57

Table 3: Feature Selection Comparison : Testing News(1992/1/1-1992/1/7)
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Table 4: Term clustering Examples

terms selected from each class is 5000, the accuracy of top 1 measure of IG and CHI are
77.51% and 76.89% respectively. Compared with the accuracy of top 1 measure in Table 3,
we find that we can reduce the dimension of term space from 60000 to 120 while the loss of

accuracy is less than 1%.

Table 6 shows the difference among different number of term groups when the number of the
selected terms from each class is fixed at 1000. The accuracy of top 1 measure of CHI ranges
from 74.06% to 75.29% when the number of term groups changes from 60 to 1200. From this
observation, we believe that the accuracy is not influenced significantly by the dimension of

term space unless the number of term groups is very small(say,12).
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Micro Accuracy
The number of | The number of The Feature ‘ Variance
selected terms | total selected | number of | Selection _ Macro of

from each class terms groups | Method | Topl | Top2 | Top3 | HitAvg | Accuracy | Accuracy
100 1200 120 OR| 50.73| 64.04| 70.01 1.02 39.21| 718.23

100 1200 " 120 IG| 66.41| 87.22| 92.12 13.01 63.48| 37749

100 1195 120 CHI| 69.55| 86.76| 9143 949 67.68| 35175

100 1200 120 MI| 37.34| 54.25| 61.51 0.24 18.67| 603.88

500 6000 120 OR| 62.36| 73.60( 78.96 2.76 56.61| 471.53

500 6000 120 IG| 72.07| 88.60] 9296/ 2879 7446 183.69

500 5939 120 CHI| 74.22| 50.51 94.03| 18.97 7331 22594

500 6000 120 MI| 46.67| 65.42| 71.92 1.13 38.64| 419.26

1000 12000 120 OR| 66.64| 77.35| 8225 4.04 61.52] 354.31

1000 12000 120 IG| 73.64| 89.36| 93.19| 39.02] 75.18] 14971

1000 11821 120 CHI| 74.22| 50.51| 94.57| 2535 74.54| 186.58

1000 12000 120 MI| 56.47| 74.52| 80.72 2.30 5447 43564

2000 24000 120 OR| 68.78| 80.59| 85.77 6.32 6549 26191

2000 24000 120 IG| 75.06| 89.98| 9%4.19| 4943 7645 12464

2000 23513 120 CHI| 75.44| 91.35| 95.26| 3231 75.81| 129.89

2000 24000 120 MI| 64.19| 78.50| 84.24 4.38 65.31| 269.52

5000 59921 120 OR| 74.98| 88.14( 92.12| 16.23 71.02( 314.07

5000 60000 120 IG| 77.51| 90.82| 94.72| 6273 7647 13235

5000 57482 120 CHI| 76.89| 9143| 5495 4401 76.43| 126.65

5000 59914 120 MI| 66.72| 81.71| B89.82| 14.59 72.14( 130.21

Table 5: Term clustering comparison : 120 groups
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Micro Accuracy

The number of Feature Vanance
total selected | The number | Selection Macro of
terms of groups | Method | Topl | Top2 | Top3 | HitAvg | Accuracy | Accuracy
12000 12 OR| 62.51| 75.36| 81.41 4.04| 58.48| 506.62
l2000| 60 OR| 66.41| 77.43] 82.25 4.04 6140 35257
12000| 120 OR| 66.64| 77.35| 82.25 4.04 61.52] 354.31
12000 600 OR| 66.49| 77.20| 81.94 4.04 61.30| 358.29
12000 1200 OR| 66.11] 77.28] 81.87 4.04 61.22| 36381
12000 12 IG| 70.39| 85.00| 91.20| 39.02 69,99 267.81
12000 60 IG| 71.46| 88.60 93.27| 39.02 7364 146.79
12000 120 IG| 73.64| 89.36 93.19| 39.02 75.18] 14971
12000 600 IG| 73.91| 89.82| 93.88| 39.02 7489 172.34
12000 1200 IG| 74.37| 89.90| 84.03] 39.02 7444 181.35
11821 12 CHI| 70.54| 87.15| 92.58| 25.35 69.53| 374.38
11821 60 CHI| 74.06| 89.90 94.34| 25.35 74.00] 164.21
11821 " 120 CHI| 74.22| 90.51| 94.57| 25.35 74.54| 186.58
11821 600 CHI| 74.06| 91.20| 95.03| 25.35 7438 191.07
11821 1200 CHI| 75.29] 91.20] 95.64| 25.35 7572 166.63
12000| 12 MI| 53.25| 68.86] 75.98 2.30 49.15| 71399
]20_0@ 60 MI| 56.54| 73.68| 80.18 2.30 5524 423.26
12000| 120 MI| 56.47| 74.52| 80.72 2.30 5447 43564
12000| 600 MI| 56.31| 74.45| 80.57 2.30 5429 446.19
IZOUUI 1200 MI| 56.08] 74.29] 80.49 2.30 54.16] 453.86

Table 6: Term clustering comparison : 1000 Terms selected from each class
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6 Conclusions

In this paper, we sketch an implementation of approaches that can handle large amount of
training data such as several years of news articles, and automatically assign predefined class
to Chinese free text documents. We implement a SB-tree-based approach to extract terms
from the original text data, and develop a simple approach to femové redundant sﬁbtrings.
We also compare four term selection methods combined with distributional clustering and
use the naive Bayes classifier to evaluate their performance. In our experiments Information
Gain(IG) and x? statistic(CHI) achieved better performance than Odd Ratio(OR) and Mu-
tual Information(MI). With proper term selection and clustering.n.lethods, the dimension of
term space can be reduced from 60000 to 120 while the loss of classification accuracy is less
than 1%.

Acknowledgment. We would like to thank Dr.Chien Lee-Feng and Prof.Tseng Yuen-
Hsien for many valuable discussions and comments during this research, and Mr. Lee Min-Jer

for kindly help to gather the CNA news.
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