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Abstract

This paper is to introduce recent results of an ongoing research called Live
Dictionary Construction, which is investigating a number of efficient techniques for
IR systems to automatically acquire Chinese terminological knowledge -including
domain-specific terms and similar terms from online text resources. Such research
effort is pursued to be able to build a dynamic dictionary with IR systems, in which
most of the necessary dictionary information can be dynamically extracted and
adapted with the change of the indexed online resources. According to the obtained
experimental results so far, it is promising that a live dictionary can be established

and automatically grow.
1. Introduction

Automatic extraction of domain-specific terminological knowledge, such as
keyterms and similar terms from online text collections is significant but very
challenging for developing more effective information retrieval and also natural
language processing systems. In this paper, we intend to introduce recent results of an
ongoing research called Live Dictionary Construction, which is investigating a
number of efficient techniques including corpus classification, term extraction,
named entity extraction, similar term extraction to automatically acquire Chinese
terminological knowledge. The research is pursued to build a live dictionary with IR
and also NLP systems, in which most of the necessary dictionary information can be
dynamically extracted and adapted with collection change.

Whether the employed dictionary is rigid and suitable for the database domain is
very crucial in designing an effective IR system. It is clear that a well-prepared
dictionary can help to identify representative keyterms in document indexing, find
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relevant terms in query expansion and perform exact term translation in
cross-language information retrieval[Lewis’96, Wan’97]. Unfortunately, online
resources most increase very fast. To most of the existing IR systems, it is
cost-ineffective and even unrealistic to manually construct a domain-specific
dictionary for each searching database. To avoid too many unknown searching terms
and term translations appearing in database retrieval, the construction of a live
dictionary which can grow with the update of the database like Altavista’s LiveTopic
is believed an alternative solution.

Our ongoing research is known as one of a few works towards the systematic
construction of live dictionary for IR applications. The approach proposed for this
purpose is based on proper integration of linguistic knowledge acquisition and IR
technologies. This approach has achieved several technical breakthroughs. Like the
technique designed for domain-specific term extraction, it has been proven
performing well in extracting new terms incrementally. Compared with conventional
research on knowledge acquisition[Zernik’91], the proposed approach has carefully
considered the incremental characteristics of online information service. The
developed techniques are all capable of handling large and dynamic texts and also
easily to be integrated with IR systems. According to the obtained experimental
results so far, it is optimistic that a live dictionary can be established.

2. Previous Work - PAT-tree-based Term Extraction

Keyterm extraction is frequently used in document classification and many other
information retrieval applications. Since in Chinese language there is no “blanks”
between words serving as word boundaries in printed and written sentences and the
words are actually not well-defined, keyterm extraction has been a much more
difficult and challenging problem in Chinese language processing as compared to
western languages. An efficient approach for keyword extraction from Chinese texts
has been developed previously, in which the difficult problem of large numbers of
out-of-vocabulary words outside of any given lexicon and the sophisticated problem
of word segmentation from sentences can both be avoided, and keywords or
concatenated keywords (key terms) of arbitrary length which are very useful in
information retrieval can be successfully extracted [Chien’97, Chang’99]. This
approach is statistics-based and efficient in extracting major “significant lexical

patterns (SLP)” from the Chinese texts.

3. Overview of the Proposed Approach
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The proposed approach is formed as an abstract diagram shown in Fig. 1, where
an IR system is designed as a composition of a searching engine and a live dictionary
subsystem. The purpose of the live dictionary subsystem is trying to dynamically
produce domain-specific term lists, term associations, and low-frequency named
entities for the use of the searching engine. Such a subsystem contains several
working modules, i.e., corpus storage and classification module, term extraction

module, similar term extraction module, and named entity extraction module.
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Fig.1 An abstract diagram showing the proposed approach for live dictionary construction.

The execution of the corpus storage and classification module is the first step to
construct a live dictionary. To allow domain-specific dictionary information can be
effectively extracted, each input online document needs to be classified into
corresponding collection(s) and - serves as a training corpus for subsequent
information extraction. Considering the demand on both document retrieval and
corpus utilization, a method which employs PAT trees as the working structure for
corpus storage and classification is presented. Each classifying document will be
generated a PAT tree which records the occurrences of all of the composed character
strings as the feature vector of the document, and then compares with the
corresponding PAT-tree indices of each text collection in the system, by means of
vector-space-based similarity estimation. The classified document will be then
appended into the belonging collection (s) and update the corresponding PAT tree(s).
The updated PAT tree(s) can record the up-to-date information of the text collection(s),
on which rigid linguistic information can be incrementally extracted.

Once an input document has been classified and indexed, the térm extraction
module will be performed. It will extract new keyterms from the document by
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estimating the completeness and significance of the composed strings with the
corresponding PAT trees. The underlying technique for term extraction is an extension
of the previous work [Chien’97, Chien’99]. The extended technique here emphasizes
the incremental ability in new term extraction. Besides, in the similar term extraction
module, it will find similar terms from the extracted keyterms. The basic concept for
this processing is to extract keyterms with near context{Smadja’93]. To deal with the
extraction of low-frequency keyterms especially on named entities such as personal
names and organization names, a named entity extraction module is then developing.
Since it is hard to extract low-frequency named entities simply based on the
previously-developed PAT-tree-based approach, the proposed technique is tried to
compare the contextual similarity between each named entity candidate and a set of

extracted high reliable named entities.

This paper will only focus on the introduction of incremental term extraction and
similar term extraction and brief description of named entity extraction. Further
description about the corpus classification and named entity extraction can be
referenced in [Chen’99, Chang’99].

4. Incremental Term Extraction

To many online NLP and IR systems such as voice browsers, web-based
machine translation systems, Internet searching engines et al., it is cost-ineffective
and even unrealistic to manually construct a domain-specific dictionary for each
service domain. To capture up-to-date information and reduce unknown vocabulary,
incremental extraction of domain-specific' terms from online text resources are

necessary .

This section is to define the cbnsidering problem and give an overview of the
proposed tecnique for incremental extraction of domain-specific terms. A
domain-specific term is defined as a string that consists of more than one successive
characters in Chinese (or words in English) which has certain occurrences and is
specific to a text collection with a distinct subject domain. Such a string has a
complete meaning and lexical boundaries in semantics; it might be a word, compound

word, phrase or linguistic template.
4-1 Overview of The Proposed Method
Definition 1: The Incremental Term Extraction Problem
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Given a new document D, a set of incremental and domain-specific text collections
C)-»and corresponding term lexicons 77, the goal of this problem is to determine the
most promising collection C; for D, extract new terms X from D and add to 7;, where
X = { x| x occurs in D; x can be a domain-specific term of C; but missed in 7; at

present}.

The above problem is defined to deal with the extraction of domain-specific
terms with the increase of an online resource. The online resource will be divided into
different text collections with specific subject domains in advance. Once a term is
found specific and becoming important in a certain text collection, it is pursued can
be extracted as soon as possible. Such a domain-specific term often indicates the
occurrences of a certain event. If it can be identified immediately, some kinds of
real-time reaction and information services like event detection of online news

service can be implemented.

In fact, considering the reliability of term extraction, the extracted terms should
have a certain occurrence and is expected will be used in a period of time, although
some of them may not be used in a long term. So as to, a term which is a keyword in
a single document but rarely occurs in other documents is not considered as a
domain-specific term. Many low-frequency proper names are not taken into
consideration in this way.

The proposed technique is known as one of a few works considering such an
incremental extraction problem. To deal with the problem, several difficulties need to
be faced with. The first difficulty is to identify new and meaningful terms with
document inputs as soon as possible. It is known that to extract meaningful terms in
an automatic way is still a challenging problem in western languages, but it is more
critical in Chinese and oriental language processing because of difficulties in word
segmentation and unknown word identification[ Wu’95]. Our idea to this difficulty is
to develop an efficient algorithm which is able to monitor the frequency change and
usage freedom of each candidate term in the text collections, with the input of the
new documents. The second difficulty is how to estimate the significance of the
candidate terms. In our solution each new document should be classified into
corresponding text collection(s) and its composed candidate terms will be checked by
observing their distributions in different collections in the system. The candidates
which are "non-specific" will be removed. Moreover, the third difficulty is the
efficiency.in handling large and dynamic texts. Since real-time processing is required
in many applications, the utilized techniques have to be efficient in execution. To
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reduce the difficulty, the PAT-tree-based working structure is adopted again.

The term extraction module, as shown in Fig. 2, consists of two elementary
sub-modules: completeness analysis and significance analysis. The outputs obtained
with the proposed technique will contain the classified text collections, the PAT-tree
indices and the domain-specific term lexicons from online text resources.Because the
words in Chinese are not well-defined anyway, in this technique all the character
strings of any length in the texts are first taken as candidates of keyterms.

(1). Completeness Analysis

The first step is to extract new complete terms from each examining document.
Like the completeness analysis step of the previous approach, this step is mainly to
check if the strings of candidate terms are complete in lexical boundaries. But in
difference, the strings need to be checked here are only that occurred in the new
document D which have certain occurrences in the corresponding text collection T}
but not found in the term lexicon K; at present. For each string X in D, it will judge if
X is complete in semantic by its distribution and context in the updated PAT tree I;. X
is defined as complete in semantic iff its association norm of the composed
sub-strings is strong enough and has no left and right context dependency. The
estimations defined below are the same with the previous work. Such a design really

considers the characteristics of Chinese.

Definition 2: The association norm estimation
The association norm estimation MI(X) for each string X is defined
below:
MI(X)= ACY)
X))+ f(X,)- f(X)

Where MI(X) is the mutual information of a target string X, X; is the longest starting
sub-string of X, i.e., the sub-string which is exactly X except that the last character of
X is deleted, X, is the longest ending sub-string of X, i.e., the sub-string which is
exactly X except that the first character of X is deleted, and f()ﬂ, f(Xy), f(X.), are the
frequency counts of X, X;, and X,, in the text collection respectively. Such a definition
is based on the efﬁciehcy of calculation in real-time applications. Character stings

with the above mutual information below a threshold are considered to be

incomplete.

Definition 3: Left Context Dependency (LCD)
Each string X has left context dependency if | L | < £1 or MAX o fa X)/f(X) > 2,

208



where t1, t2 are threshold values, f{.) is frequency, L is the set of left adjacent strings
of X, o.e L and | Z| means the number of unique left adjacent strings.

Definition 4: Right Context Dependency (RCD)

Each string X has right context dependency if |R|< ¢t or MAX; fiXp)/fX) >
t2, where t1, t2 are threshold values, f{.) is frequency, R is the set of right adjacent
strings' of X, Be R and | R | means the number of unique right adjacent strings. The
stings with either left or right context dependency are considered to be incomplete. -

In fact, the above metrics are actually used to check if X contains
highly-associated composed strings and also has complete lexical boundaries, by -
‘judging the usage freedom of X according to its contextual information. The basic
assumption is that if X has few unique left or right adjacent strings, or if it frequently
occurs together with certain adjacent strings, it might be incomplete in semantics.

The above estimations are easy to be implemented using the PAT-tree indices
[Gonnet’92]. To know if a candidate string in D is complete or not, it just needs to
check its association norm of the composed sub-strings as well as left and right
context dependency. All of the operations can be easily done with PAT-tree access.

(2). Significance Analysis

The second step is to find out domain-specific new terms. Like in the previous
approach, the significance analysis step is to extract specific and significant candidate
strings as the domain-specific terms. Using the following procedures, all of the
remaining candidates strings will be checked using a common-word lexicon, a set of
lexical rules and the analysis of the significance estimation function S(¥) shown
below[ Schutze’98]. If a candidate stﬁng appears either in the common-word lexicon
or can be formed using the lexical rules, it is treated as a non-significant candidate
and is removed. The remaining candidates will be further checked by observing their
frequencies and distributions between the corresponding and different PAT trees in
the system. The candidates which are also frequently appear in the different PAT trees
are treated as non-specific and are removed too. The strings which satisfy the
estimation (larger than a threshold value) will be selected as the new domain-specific

terms.

Definition 5: The Significance Estimation Function
S(Y) = (AT (f(V)(Tg), where Y is a candidate term, f; (Y) is the
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frequency of Y in collection T}, AT;) is total number of strings in collection T}, f;(Y) is
the frequency of Y in the general collection, and f{T}) is total number of strings in the
general collection.

The above estimation compares the relative frequency in the text collection of
interest with the relative frequency in a reference collection. The necessary
parameters are all easy to be computed with the PAT-tree indices. Among them, f(Y)
and f{T;) can be obtained directly in PAT tree /;. As to fz(¥) and f{T,) can be obtained
by summing up all of the domain-specific PAT trees in the system.

Term Extraction Module

Significance

Candidate Strings of the Document/éind i Extracted New Terms

Domain-Specific
Term Lexicons

Domain-Specific
PAT Trees

A New
T . Document (D)
Domain-Specific Corpus Storage and
Text Collections Classification Module

€

Fig. 2 An abstract diagram showing the proposed method for incremental term extraction.

4-2 Experimental Results

An experiment was performed to realize the effectiveness of the proposed
approach for incremental term extraction. The experiment used a Chinese
online-news database from Central News Agency (CNA) in Taiwan as the testing
platform. At first, a total of 1,872 political news abstracts published in July 1997 were
tested. The teSting database contained 5-months manually-classified documents and
one-month automatically-classified documents at that stage. In this experiment, the
1,872 news documents were added in sequence for both corpus classification and
term extraction. Only the new terms extracted from the politics collection were
counted. Tables 1 and 2 show the obtained results. Tt has to point out that before the

processing of term extraction the political text collection has contained 6-month of
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news documents, in which the sixth-month documents were automatically classified
and have only 45.1% precision and 99.4% top2 recall. Meanwhile, the corresponding
term lexicon is empty in the initial stage.

Table 1 shows the obtained recall and precision rates with different threshold

values in the significance analysis. The correct domain-specific terms of the testing
1,872 documents were extracted manually in advance. The terms extracted with
different threshold values were compared with the correct set. It can be found the best
performance in terms of both recall and precision rates was that using the threshold
value 2. In that case, 1,135 correct terms can be extracted and the obtained precision
and recall rates were 0.78 and 0.44 respectively. Such a performance is satisfied in
many applications. It is worthy to note that 258 of the extracted terms were not
included in the KUH dictionary, the largest Chinese dictionary we can find, which
contains more than 160,000 word entries, and is believed covers many of
terminological vocabulary used in news papers.

Except the above effectiveness issues, there are other issues such as the average
number of document inputs to find a new term, the average frequency as the new
terms to be extracted, and how often the extracted terms can be used, etc. For this
reason, Table 2 shows the detailed results with the threshold value larger than 2. It is
noted that in the table term length” is the number of characters of extracted terms.
Since terms with different lengths behave differently (for example three-character
terms are very often personal names, and four-character or longer terms are very often
compound words), the results are shown with the term length as a special parameter.
From this table, it can be observed that on average every 2.41 document inputs can
find new terms. Also, each extracted new terms occur 28.95 times in the one-month
testing documents and was extracted at the 9.25 time on average. This indicates most
of the extracted terms are not late to be extracted and many real-time reactions can be

performed.
S(Y) Total Extracted | No. of Correct | No. of Correct Precision Recall \
Terms(A) Terms Terms Outside (B/A)
Extracted(B) | Dictionary(C)
>1.5 2,291 1,374 297 0.60 0.53
>2 1,455 1,135 258 0.78 0.44
>2.5 723 593 172 0.82 0.23
>3 214 184 66 0.86 0.07

Table 1. The testing results for incremental term extraction with different threshold values in the
significance analysis which were obtained from a total of 1,872 political news abstracts published in
July, 1997.
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The proposed approach has been tested extensively and found very efficient in
extracting terms from online text collections. For example, as shown in Table 3 there
were more than ten thousand political terms can be extracted from a total of 13,849
political news abstracts published from Aug. to Dec. in 1997. The obtained results
were found similar to that extracted from one-month news abstracts. With the
increase of the news documents, the frequency values of the extracted terms are
obviously increased but the frequency the terms can be extracted are similar.

Number of Number of |Average number Average Average
Term | extracted new |documents with| of document |frequency of the | frequency
length terms new terms inputs can find | extracted new |as the term
(character extracted new terms (A) terms can be
N-gram) extracted
2 776 515 3.93 34.22 9.37
3 416 325 6.04 24.60 9.09
4 171 157 12.16 19.22 8.97
5 51 49 37.28 20.35 9.18
6 17 17 109.81 27.00 8.65
7 15 15 123.60 2740 11.20
8 6 6 274.67 13.00 9.83
9 3 3 205.67 18.00 11.33
Total 1,455 814 241 28.95 9.25
N-grams

Table 2. The detailed results for incremental term extraction with the threshold value larger than 2 in
the significance analysis, which were obtained from a total of 1,872 political news abstracts published

in July 1997.
Number of Number of Average Average Average
Term length | extracted new |documents with] numberof |(frequency of the| frequency
(character terms new terms document extracted new | as the term
N-gram) extracted inputs can find terms canbe
new terms (A) extracted
2 3,376 2,502 5.75 72.12 11.41
3 - 4,274 3,056 4.69 31.15 9.51
4 2,408 2,021 7.10 22.23 9.17
5 694 642 21.89 25.02 9.40
6 303 295 47.20 26.25 10.29
7 145 145 95.17 33.23 14.59
8 87 87 156.90 25.08 11.86
9 52 51 265.65 24.33 13.54
Total N-grams 11,339 6,242 228 40.90 10.12

Table 3: The detailed results for incremental term extraction with the threshold value larger than 2 in
the significance analysis, which were obtained from a total of 13,849 political news abstracts published
from Aug. to Dec. in 1997.

However, there exist some difficulties to be discussed. Taking all the terms with
different lengths into account, it can be found that the precision rate for
three-character terms was relatively low because many frequently used
single-character words and two-character words are easily combined to produce
three-character terms which are not necessarily key elements for most IR and NLP

applications. Close examination of the extracted terms indicates that most of them are
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domain-specific such as proper nouns and topic terms, which are often very important
in IR applications. This phenomenon is especially significant for terms with three or
more characters. While it is important to indicate that the proposed approach is weak
in extracting low-frequency terms, because the extracted terms should at least occur
9.25 times and 10.12 times as in Tables 2 and 3 respectively. To deal with the
extraction of low-frequency but domain-specific terms, we are considering the
combination of linguistic analysis methods as that developed in the named entity

extraction module.
5. Low-frequency Named Entity Extraction

For those low-frequency terms, it is hard to judge if these terms own complete
word boundaries based on statistical information, because the possible patterns in
their context are very limited to be investigated. To deal with the extraction of
low-frequency but significant keyterms , we present another method to perform
semantic completeness analysis. As found in our experiments, the presented method
can be used to handle the extraction of low-frequency named entities.

Names are some symbols that represent some characters or organizations and are
conventionally used to identify the named entity. Named entity extraction (NE) is to
identify all named locations, named persons, named organizations, dates, monetary
amounts, and percentages in text. There are several features with the named entity.
First, each type of named entity owns separate rule sets. In Chinese NE, family names
predict personal names quite well. Former researches dealt with NE problem with
rule-based heuristic approaches. Second, each named entity plays some specific roles.
This situation can be revealed by neighboring contextual conventions of the named
entity. Taking Chinese news articles for example, most of the personal names appear
with a title in the context to indicate the identification or profession of the person.
Such context not only gives information about the character that the named entity
represents, but also helps to identify more named entities.

Since named entities usually have templates in the context and can be modeled
by other named entities in the same category, a preliminary method and initial
experiment were therefore developed. The basic idea of the method is described as
follows:

Context Dependency Estimation:

Assume a named entity x belong to class K. Context of all named entities in K
can be therefore used, if L(x) similar to L(K) or R(x) similar to R(K), where L(.) is
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the left context and R() is the associated right context respectively. A three—step
process of context semantic learning is designed as below.

Step 1: Given an initial named entity set K and corpus D, the first step is to generate L(K) and
R(K) based on K and D.

Step 2: For each "possible" new named entity x, add x into K if P(x) > Th or (T1 < P(x) <Th and
L(x) ¢ L(K) or R(x) ¢ R(K)), where P(x) is a trained Markovian probability function, T1, Th are
two predefined threshold values, L(x) ¢ L(K) means that L(x) belongs to L(x), and R(x) ¢ R(K)
that belongs to R(x).

Step 3: Extend L(K), R(K) by L(x), R(x) and repeat Step 2 until the K set cannot be increased
obviously.

We have done a small scale of experiments on Chinese personal named entity
extraction based on the above method. The testing data size is 1.65MB of news
documents, and the initial Markovian probability of personal names is based on
order-one Markov model and Sinica corpus. The obtained recall and precision rates
with the change of threshold values have been obtained and shown in Table 4. It is
can be easily to see that based on context information the extraction accuracy can be

improved.
Probability | With Context | With Context | With Context| With Context | With Context| With
based Estimation | Estimation | Estimation Estimation Estimation | Context
(baseline). | (weight 0.06) | (weight 0.04) | (weight 0.02) | (weight 0.005) (weight | Estimation
0.003) (weight
: : .0.001)
Corrected 7,768 8,608 8,608 8,632 8,778 9,067 9,073
names '
extracted
Error 1,123 1,188 1,193 1,524 2,423 3,351 5,074
names i ’
Extracted
Recallrate | 0.848 0.917 0.940 0.942 0.958 0.990 0.990
Precision 0.873 . 0.876 0.878 0.849 0.783 0.730 0.641
rate
9157 names to be extracted from 1,876 news abstracts

Table 4: The obtained results for personal named entity extraction.

6. Similar Term Extraction

Automatic construction of a thesaurus from online text resources is important but
a challenging research topic; A thesaurus is a set of items ( phrasés or words ) plus a
set of relations between these items [Jing'94] . Some researchers have used
head-modifier relationships or descriptions of entities to determine similar
words[Strzalkowski'95][Radev'98][Lin'98]. Others make use of lexical occurrence
information to build related words[Jing’94][Crouch'92][Schutze'97]. Our research
towards this topic is just in the beginning. The first step we would like to try is to
extract similar terms from the set of doma1n—spec1ﬁc terms extracted based on the

above term extraction methods.
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Since it can extract a number of domain-specific erms which were excluded in
general dictionary right now, it seems to be possible to deal with the similarity and
association among these extracted terms. According to the demand of different
computer processing, we simply divide the similar terms into three categories:

(1) Abbreviation : (FFHLFZERE, FHERD)

(2) Named entity with associated title or description : CEBERAM, AT =
BI), or EERCHTIRIEES, TR

(3) Terms different in content but similar in concept : &3R, TS, ETEEE

The first two typés of similar terms are that similar in content, i.e.,'(sharing common
composed character strings among similar terms. The third type of similar terms has
no obvious common sub-strings. Since it is more difficult to extract the third type of
similar terms, in the beginning stage we just investigate the extraction of the first two

types.

6-1 The Proposed Method

(1) Similarity Measurement

The proposed method is based on an assumption that similar terms frequently
co-occur in the same documents. There are several ways to measure the correlation of
two terms. The Dice coefficient as defined below was found more effective and
therefore adopted:

Dice (k1,k2) =2fi1xo/(frr+ fd)

where fi1, fx2 andfkm‘ are the numbers of document occurring k1,k2 and both k1 and
k2 together , respectively.

(2) The Extraction Algorithm
The extraction algorithm used is very simple as shown below:

1. Term Extraction:
1.1 Use the above PAT-Tree-Based and named entity extraction methods to extract keyterms.
2. Estimation of Similar Terms:
2.1 choose any two keyterms k1, k2
2.2 if k1 is substring of k2, then compute Dice(k1,k2)
2.3 if Dice(k1,k2) > t1, where t1 is the threshold,
then k1 and k2 is a pair of similar terms

6-2 Experimental Results

The first experiment is to test the accuracy of the similarity estimation. A total
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of 466KB CNA news articles related to the judiciary and transport subject domains
were tested. Some of the experimental results are shown in Fig.1l, where the
horizontal axis indicates variation of different t1 vaIues, and vertical axis indicates the
corresponding ratios of recall and precision with the change of different t1 values.
The results show that the precision can be high, if t1 is set at 0.5.

The second experiment is to test the accuracy using different sets and sizes of
news articles. The test news were grouped manually into four sets, namely
CNA11:congress/politics 1996, CNA12:congress/politics 1998,
CNA21:judiciary/transport 1996, CNA22: judiciary/transport 1998. The results are
shown in Table 5. It can be found that the average precision rate of 73.75%

lzﬁ :\0\ A —— réca]l
. \ __x

40

—&— precision

uorsioaxd 29 [J8931 Jo onjel
' 2

0 0.1 0.2 0.3 04 0.5
t1

Fig.3 The ratios of recall and precision with different t1

(112.5/153.25) can be achieved. Appendix 1 and 2 show some samples of extracted
similar terms.

11.34 329 T 238 72%

CNAll

CNA12 3.84 153 115 75%

CNA21 5.21 66 55 83%

CNA22 2.13 . 65 42 65%
e I g z = T ye | L ma g ,?‘%,:

e

Table 5. Obtained results of the Similar Term Extraction Experiment.
7. Conclusion

In this paper an ongoing research called Live Dictionary Construction has been
introduced. Such research effort has been integrated with a number of techniques.
This paper focuses on the introduction of incremental term extraction and similar
term extraction. Preliminary experimental results show that th it is very promising

build a dynamic dictionary with IR systems.
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Appendix 1. Some Samples with Similar Terms from CNA news

@19980113 12:07:30 BB R PR EA R

(tPRFEEHEREREIET=0E) TBRERERS RAMEXERHFERENER  £2
RS E AEENBARSRAT - ERRE A AEE B EREHRERNET B
— > E[EE8REAM - WLUE—5 T ERERS -

@19980113 11:53:44  _BRBIRASHREIERRBITROERA
(Fhitic BEREMRAGILT=20E) TBEERERS KF EHIEE. ...
F— RN ERTENEMARE R HRENTEEERLT 1%, -
B - EENERRERERTEE  UMEXEKERESHMERWVECK... ©
B= - ERNHTEGREENZE R T AR AL HEHATRA R ENTE. ..
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@19980103 12:41:06 HHEEFFHEZEEARWEHANEHE TE
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@19980116 15:34:26 _YEREFAGBITILER S RAR A S By o e

(PRt EEESERAILTAEE) KEWABER O — A+ H#4E5m5HE » BAERATASE
o —BEAZE  BERCETENERELEREE TH#T  BRAERAEEE X TERAELES
KEWBITAE » BEReHE KEEHE/EHEE -
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Appendix 2. Samples of Extracted Similar Terms

BRI E=>%kE [0.660870]

e  Correct abbreviations:

R EHBERF =1 [0.605652]
AT A FEE=>16# [0.516129]
SFIGE RIS E=>SBHER [0.642857] -
rhouEEE R B rhEE [0.647059]
LR R FERE=>mRIBE [0.600000]
AETEREG=>THE [0.600000]
EEBARERIT=>REER [0.666667]
PR Sl =>r BT [0.555556]
BERLZ2R=->BZRF [0.631579]
FBMERF=>FHER [0.692105]
RS H=->FRER (273)[0.546000]
EERESER [0.545455)
EET=>54$R [0.583333]

LB R =748 [0.577778]

it & REF=>tiE [0.547368]
BRI B =>BREE [0.784615]

o  Correct description of entities
ETLERANIREESREE [0.666667]
HACHRR BRI E=>%E [0.560000]
S AR > %52 [0.523077]
RIS R =25 [0.533333]
AR R RT R =>-RRTR [0.500000]
B E AT =SFEAIT [0.695652]
TERETEE=STERE [0.590909]

BT REHRESREE (0.595745]
EEEHEBEE=SETES [0.732394]
EEERRBR=->RER [0.617143]
Bt RBUKR=>BAKR [0.566038]
EEMERRRISFE=>RRISHE [0.537313]
NEERRE A =>F 1L [0.676471]
THRRERER=>HEER [0.691814]
SEEERER=SEER [0.500000]
SRR A=STEA [0.526316]
REESBRER=>HIR (0.777778]
ER{AHAE=>(ATHA{E [0.842105]
rhIESEFIR=>hIE [0.705882]
“N\EH=>TT N [0.666667]
Bl =>H, [0.674121]
BOBMERE=>HO# [0.526316]

BEE TRE=>HEE [0.500000]
FEEAT=>FE [0.740741]

REH T #=>F# [0.510638]
ELERBI=>#bi [0.600000]
EBRB=>%1 [0.666667]
BREE=>FRE [0.500000]
BREE=>ET [0.600000]
TEHERR=>7E3E [0.533333]

e  Incorrect pairs: )
HEEHHRERE=>HEE (0.600000]
BB IE=>#IIE [0.625000]
BEEBCR=->¥FE [0.533333]
FFEE=>FFE [0.640000]
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