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# 2

ERAHEANERALTERNNSREAET  YELRABLOTHEM
B AR EETEMANAHR  AARZIXFRET R 24 haBEFREE
ARXMA - EETFATHE - FREIRELE - SREATHENEREESE
EHHBEEBALETFALAER 2557 BEHAREATHENREL » thi2
BFRBEEH TR TR - SCRBEATHEARTA%ET GRS EALER
TRk o ARBAEFFHREZAAEAGA  BEAR LR E - &4k
THERARE -&RBEFTHETHH 835% MOS s AEF . F34% 3.188-

MéEsE 2 AR EAETHE THSAMMTRRE - EF5K
& %
MaERBEE  RENBLZHRUN  BEBARATEYOE BE
HBEKBEI NG TAEEE BREBRBFHAHELERLTLE -
do B~ Hiodk o FEE BRBED HPRE[N] - A BHEHNEOTALEE

ASFERMGE AURAMRERBLE M L FBBRMBETEK
FERGHERES[2] -
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ERRLBTHRG AAETRANRARZE MHE FBRLKE -
REREHEIARR BETRBARRRBENRARRASN  RYEZALABEAES
(tone languages) * BAERZB & HE 4 > M B REERE %A (Sinitic)3E 4 > 4k
FEAMTEAAAlIOEAL 3] £BFABY » S%BENRA A CHBE

R AFRARGET L RABRABLTHAN L LR RNGE - XA RFHEL
£33 GELEBBADRWY X =M H3F o B & 3E(Amoy Chinese) RAN S
HEEOHZFEFN - RAF FHRSREBAZEBR AV AT R REHR
RS ES) - BRBRBAN) - BFGELEBHRERURENEE - Bod
R~ BREE - HIEF R EFRES IR > EFE R RIREAY O T EH
A B A B AR SRR & 245 45 3% F (phonology) ~ 3% 4 (morphology) ~ 32 &
(semantics) R 3% ik (syntax)[4] - £3Z B A % &3 - A ¥~ FATHA - £ £ & (nasals)
M2 HEEFETHR LB EEPENAB T EIETARTERATRK
3t 0 454w K R4 5k B 7u(basic synthesis units) Z 3EHR « FR IR BEZ I EE
45 #4 % $ (parametric extraction) Z iE 32 J 16547 [5] ~ 3% & 4 A 7% R (synthesis
algorithm)Z A 2 & - BAT £ B M E B T EMRAERL » ABHET
EREBARABHR KM -

-

ERETHBABRZIAEELN 1980 FROAFXEBEFEREHE  RAH
ERRBABDARCEBEZERMARND - TEBLTAL4E  BHEENERE
(Mandarin) % 469515 - R EBHAR 0 RTIENEEET R4 H GG,
7,8,9] mEEHEBETLHRENE HFREN0] - BEREZHEBETERX
BROMEE OHERAES-ARFEREIKERBORTARNRELS
[2,11,12] ~ £ KRERAEFHE[13] RAXRSEZHE - AT E - SR80
XFHELTLAK[4, 15]% - EEH A ET AR EB2 A FE2RXHBLEF
BEHXFABREAE SR - 235 HHA 6y 032 X 352 (oral language) » 4 £ 41—
ZXF > HRAXHBEZHFRAELAL b2 EA  FRLETHE - B ALK
RHXF A% $BRAUEREELT BRRERAINET - RFFERAHL
BHEBTHERIER AMEXFE -Hodk FTREAHERNALERE
AES  ENRAFARTFIEERFAS LB L REANTXERNE L
GYBRTE BREBREMABICET SR PHHBHER L SZHE[16,17]



M AAANRISBBHE L HAERHHEE AT ARG HH
BRAE RERAXRAFEHM BARANESEXFRELEZEARETF
(phonemes) & 7t 7 4" A, = KA » €35 * i% F(Chinese-substituted) » & F (Spelling)
AEREREGT - RFAGZEA > RTFERNN 1566 Fo” B0 HER
5% F(Romanization > JAF K E) » BN 1832 S HmFEH AR AFIGE
F REBHEFOEN - LWRFAH FFRGEERETFRAABE
W RRAMNTHEFALTHEERER > REATRFTOES nHEET
Boatang” » FHEES (L, 18] - BHib > 23 RFTH - Hodk B2 HFTRIK
i EN - MaBE+EATFERTZERN BT 1800 £ 1% T 0B Fi o
HBANAERERGERE a,6,1,0%, 0,0 REEAREREENEE - B4
MaZFREREFRE  BURELTELT  KEF0FTMCREYRR - K
BHEZRZETHHE RARKARIBFIRETER AFRLGILEAH2
HREREAOANE BB AREAHETFE AANAETATRREHTXF -

EEASRANET  —RHEBEIRERABEALT] FRERGEH
BAAARMEL RACKOBRRAEEHTXF LY ELRAE - 2 EGHE
RAAHSWEE  RFETRE T 02" bty H7koa” B | A BT RIE
B ENANREF RS RHRARFEARET A T eR ST ATRS
FAEBZAR ARARRAGEA RASTEEERAER T ARBA D
HEBRRTRERTMEZRE > Hlde"koal” R 7koan” H AR &” TR B
MEGFFESRFEAKMERES THEE[18] - 2BREAB EANERWEE
RA Bl BEHANETARALS BAES 2N 5 FTHANLETE
BIBHAT  BAANHAGHE - 2 EFRGEEE > LATAEAA 4R
FoMPIRETXEG—AME BLEFREAFREWANEE - LEFY
EERET XA TS5 BURBELT o " EBOERE” - HBATH
(syllable) E 7t &4 32 & X, & 4% (phonemic transcription) » — 4 sk A E L > &A=
AEANEANEL  BRERTBAHT IR -

RGBT 1943 FREUNEF(Word) BE A2 T W~ E=4—XFH
& #% 4 & 3E R X X (Modern Literal Taiwanese, MLT)[19]c £3E R4 X AR & -
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B ERE R ER 2T EAFERAAGRBHEEE QAN 26 EFF
RBHRTED - HARFRENELT 0 R0 BRA R Q(R0); FHC
WAABFEZRARATRCERZ A FEERANVARLHFE » BN T
EFB24  ERHABATAXAEAZIFEAFRRE ABARAGFERER
EEHANBEE > 53 R & HEE(raised tone) ~ k% & (pushed out tone) ~ F R
(depressed tone)- {&4% & (low stop tone)- i@ 3¢ & (bend tone)~ i& & (bend-up tone)
# 38 & (fundamental tone) & %42 & (high stop tone) ; B A F L Z R B FH LR«
ANE I DBA ARG BAHTHARHERARNOH FTEEE EERRXH
AEERARCAABRLCHER TR T TRRAFRI LN T AER
# & Xk ig B #k 9 R #E % M (ambiguous) ¥ 4185 0 M B BEXF L FALH
Rz&pmad -

REFTERFTHEBRA0] > AAET HET 39T & A RZ E 7T (units)
Fréms, - BEA M AN A RE T - & F(phonemes) - £ & #i(syllables) - 4
#-(diphones) ~ =& (triphones) ~ % & (polyphones) * =k ¥ & (semi-syllables or demi-
syllables)$2 & % & & (non-uniform) ¥ > B&R ERBERBENEREAL - AFE A
J& €] #3135 % (intonation language) * & Hi{€# FEREF T oad >  THNERL £
THRRELE -

RLERXFRET LG SHALHBTANERRELISRER, HAR
AREABEARTLHL ETEAGTFHL AL BRI SREAHE
UREATKRE - RBARRFFLIEHNETENE TS —RAEZETEL A
BHBFLHGREEARAANERE S RREAA - RABHIFH TR
B ERESAAL]) Bk s w gy RBE T (a,,9,,a,,a;) RETERBHRITF
BHABMIFMELFEHRE - AN FLETEANFEETRER - FTHAFHRK
B UKL ABEEHBTEA BAFFTEAGTHL - AAEERE TR AN
PIF R BATR AL E TSR PRRLE > Bk B 6 R BT

HIRIA ﬁ-(Foxmant Frequency)#) & 38 3£ # 48 % (Line Spectrum Pair Frequency ff #%
LSF)*#FJ%*/FEaa%&[ﬂ] P EREDGEHEAERANER - SR E AIER
FERARERAENERNRARE —HETHERACREA  F—HATTHARA
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P IHRF B EHE TR HEOM A ES S RoBR TEHM
%EF‘J AR EIWHARHETEAZMGRERAZ - BAEREAZIHE
HAB T A HLHEHBE  BEOAIRE  HIRETERFHEOREL KA
BE-~EBELENHERET

MRBBRERKE

AMEZEBGAHRAZERBOBMRRREARAREBRRI > K
HREIEEFEZTOREAEAETEHBEEERXFRETORAGKIMENL KB
4% & B #Z(Specific Aims) % :

L BHSMEZZTHEEFPHETF - 58 - 29 Bl TEANARARR 95
Mo BRI AN CREFRRELERIBIX  UBREESRAELH
(syllable-based) 4 p B 7T H A FkE ;

2. REETPHRAANAT % BERFI SUSEABRFITT R A
ABMARRREF A ME - PERGE > ARILSREABTEHE

3. REEZEFARARN  FRFRIRENE AL FEFHREERARX
» BELTOSRAGZSER -

AR E RN T H EEFE %ﬁ& AL R B b e AT 88 1
&%i’ﬁﬁ%%%ﬂ&%ﬁ&ﬁ#%?%ﬁﬁﬁ%%%&’ﬂ%%ﬁ%&ﬁﬂ
—BRRAARLETHRAOFEHRT - THE S TH TR G  BERGEHHRHK
FRETHBHBERARZIER -

x %

ARARAEEZHRABMANCGTHNE BRAFE  BFHHEE
AEnEREAERCREL  BREABEILGEEZRAR K AT
FHEARFANE L HFRAREZEARTFEL UAHKESRE EAY
B - BRAKAOEEEATFOLENATFE B EEFRTFTRANEAER
&b o[15] -
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RREAB/HUSIBER: ST ASKHETORARTFRARITZIEEASL L
& > %£3% /& Pentium PC L > BAk3E % A 22.05kHz » ##47 B % 16 bits o 243 55
#,% (short-time windowing)Z B R R IR A R E BB R L8 B —EAREGRE
“HAH4AO0ms BEL 4 ERAE -  BRBAEZRBERGRZIHHN  EoEH
MEEH -

KRBT ERSB:  AREZEREBOE A7 A RERSHZMER
B HEAREN RS ERAGE R Eoes BREE  FHREHE T4
FRAUERSVARSE BETUELFHRRL 2B EARALRE AT
BB SRBEAT R O 28 M R ERFE EY CRRE RO
AETERARE F_BRALEAEZZ T ORAKIBHNIER LS4t
5 o BT BMEF KF T ¢

WAEEXE

v

FHETRNE P X -E49HMAERE EEY -  FHEHA

<

v

EH-EE-EE-BEEYE 2557% #i sEH A
 PSOLAS A B

v

BARTBERE

+

5
FRREKA L

5

B AAEIEEE
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L%&ﬁﬁi§§%LﬁA'§iﬁﬁﬁi

-1 BRI ZEFHAFGRE T BHHEEBHEN - BARAA - X6HEF
RAF R FRAZIFRIAMNER SV RELE - @dURKHFH
FEEAM B A Al AFHARFEFTETALTEIERA 18
B—%FER 4 BEBEVOTRETILTFE-LFb,j,lmnEzBAFESEE
ABERAGHARZE  AEHRBNAFTETFENMEFE Y -

2 ARRTHEBEEEE  FHEBAHAE - ATREL  RIEL ALK
BEHE HBERAGET MAALEZET LB hAES 26418 &
B REFAFTRAANRRAZ AL - HRFTLEBS RAXZ2HER
ARFRAGEHTEREREAGHFESF X TFRALERH - ’

13 AR LR B AE TR AR 8712 GIIIC)EE B (ko B 2) » b Ath

EHF—RAEBE  RAHEECETHAL EBTTTR - BRI

M BkegaRet MBI BE &GP BHREFHEH IR RETELTHA
AL REAEHE[S,22,23] -

33+33%8 = 871248 7T f 69 & ///A

Raised tone (R-tone) - / _8 RSk
Pushed out tone (P-tone)

Depressed tone (D-tone)
Low stop tone (L-tone) .’
Bend tone (B-tone) .*

Bend-up tone (BU-tone)
Fundamental tone (F-tone)

High stop tone (H-tone)
33 @FE




2. RIS RALCREATTFERTLTARA

ﬂ

EAGRELLESRAERART Y - RF QBB - RLRG S FHREY
RBRGENTH  AALEABEZE RFIRFORE  ROUBRF YA
BEFAMKRGUETEHORRRTANARR - AARAMERAGRT 4
#%”Goafthak ‘S’ ciuxhor” (R M’S’#4F) » 'S KT REFVHELTEFH > ENRFY
2R REHES - FTRATEXYE  ERGBAGTHEAL - HKETEATU
BB T ARG H N E TR EFRMHBRZEZAAI(EZ) - KL HF 92

BEtBRY EURBENAZMELG > FFAN6SB HFH FE-RE -
BERBERF R - RFVGHKETHEBBRIE—RIA BBR&KTHHE
BERMGKEZEH  REF TN —RM -

o A EE 4 lmmlaumd we| 0 /1
AnEFn) ?—' mrm! ﬁ!lﬂ’_-ll‘-;” ” e M B
agszm | R e il

B Ich o
B 1 il I

& BXAXAENT

I

BRFVETEHSETRSL  EMBAUAFLEELES TR -FH £
BITHRE S REABORBRE > &b %5 th 4 (energy contour) R B & dh &%
(zero-crossing-rate contour)#7 X #Bh & > B EHRKIME A EZ T
MELBEBARETH BT ETROA30ED - ZTHAESRE  EH T E %A
BERMERK  RIEMEHEBLH -
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3. £% % i’iﬁ*ﬁ‘ B AR Z BT AE R A SR

ARBKEOTEXFHRA EME FRIANBEEIFRELSE -
CREATHRELE RELTOARNHEET AL ARV EFRARILEF
?ﬁi/\i‘f]’ﬁ‘é EREXHFEA 0 Bl B F AR E(spelling check)2 X AR EHEF
EREFTRAR AEGEFRBEIIHFUMFALKBRAREXIHF BFRFHT
EXAARE - BHXMRELEE  AXHAERGA HEHSAWORELE
FEH > &8 FFILRER PSOLA R % > &&#&Aﬁﬁﬁﬁﬂ&?%ﬁﬁ
EREHAREH

34&?#%11%&#%%:ﬁﬁ%%ti%@@ﬂ?%ﬁ%%$’ﬁa%A
RARGAHAEIHEBELTHNETY > FHAERENERA Y ETE
FoHTHIAHBZEEBHT RERALZARNETRANN > TLEHTTH
4 147 W7 3 (segmentation) > BARB LB FANEFRHFEXFHREHE -
FRAEAABMBRIHEZI EERARIIT  REARA TR HBEY
ﬁ%ﬁ?ﬂ’iu%i§$$ﬁ%$ﬁ&ﬁgiﬁ$°

32FBERANE T HERARERELYEEARSTF HEANE
WL EREEERHFETHIOABER A YT HAROBARR -
REBAX GRET - AEWBEHERRAGLE Sl Edh(REN)EE
G SHIEECE 3-8 PN BRAAFIOBARY » LREFHEEZET
FTH-F3EWRL AMRAETEREELNFRAEE  FRFE TR
AKX > AEASF - FRGTRER BROBRFTHHELE -

33EF ~FYMRERE  AXFGEBHRERETH LAFL ENMET B
RABAEIFTBA VRO REURZERBETHRE - BBEGY
%ﬁﬁﬂfquﬁ%ﬁ%ﬁﬁﬁﬁé%&ﬁbRﬁﬁ%ﬁii%ﬁﬁﬁﬁ@‘
THRAREE BATPRRELAALSHGELTH -

34AREMERPSOLASARSE . AMEBAIMEEREELEEENZE
T > BSR4 PSOLA 4 5% B £ S5 A L8] 0 554 5, 2 SR 5D ke 24 o
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35 KA S22 EBIE T &35 T HE (intelligibility) 2 B 2R & (naturalness) » % 5]
FHFHTA PR—BALTAEA TREARLEIA - THEZIE 4
BRAFAZTREEAN 20E=F38 20 E=F3# 20 B FERE - A
EEHMXHI0 AP _FRR=FRAS AL wFRANAEXTE
XA BABTHE(MEE—) RARFEHBAIENYMUAER b A &K
REBEL  XAFUBRESXE TFAREER  HEXREEFEHEZ
ERHERTHENFILELER -

A 2R E R 3% A R 3448 £ 4 ¥ (mean opinion scores, MOS) » & %% B4 °
Bp 4% E{(éxcellent) * RAF(good) ~ # T (fair) ~ £ (poor) ~ #& £ (unsatisfactory) -
HERAEELRAKSRET PHRAMBRENARELTSE 1 65

& *

By 2557 A RABTHEHE AR R 2557 AL EALHEH
B @i 34 AAEESEHGemsgk) 48 EEAETHETH 6B LERE
BEH 34 ETREEGETH 292 EER TN EH 387 EE%THEHET
B 46 B REGTHEA - BREXMEF tEAER  FERAAFAATRA
AR 6 B - RS R AR A e B A LA B b
B AMRERIBAKCEERNTHEERE ENEENRRAGRY A/ E—
AL L X |

EY L RBLBREAELTEHE HELEZ THEHE L4658 2557
BEFIHEFER  GTHYRE - FTF - T5AF Kk ARAAKRFEFHER
4 & & (length of window) » 344k Al ¥ X A 4 B AT Y BB 2 818 - sb R 24
EFEZETHNE BB RETRE—F AR - REFH” chial(R) A4 RF
4)”Goarthak chiaf ciuxhor”(# 3% £ AT EHRAH A BEE - £ 8 - 2B B K
Bupr - AERE-ZBARAKOEABALATRAIEOTHLRE
7 chiaf” (&) » £ AT & 873 " (~thak)F= "5 (ciux~) 8 & ~ F & Fo”chial* 7% &, T &
NOEERT BB RGAW T H R o B E S chial(E) 4E% 8 E R
B A RIRBER BT b HERBABRARRAF T TASATHE LR
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Goar thak Chiaf Ciux’hor
# E LA WA

Lon T8l 'f',...l.'JLj i ‘w

e Bk SEE ¢ 22.05 kHz
— BITRuHK # B ¢ 16 bits

fEE g — EEED

Bw : #&F 4 “Goafthak chiaf ciuxhor.” (£ 3% £ 3 4F) B EMR 4K

k— ch

\'4
—
A\
5-
V
—

BE 28 i chial ()8 BBk

tERETORZI N ASL HHAGIEAGAETEXTRLESGE A
BAXGEFE > LARAXFHL RAARBREEFL O W OET - £FLE
h—2XF X FLEROFRRAXFASKH AL L EE R AR HRAE
BREAZEF HEBRBF FEARAXALFTEXWREXFASL BIXFR
TRFTEXEFHRBRER REAAEZEXFALNBKR -HeBBHTRET £
XXFALATEH LT FHBRAHRBRIREBRAKC MEF LKA LA
BHEMRARERAEEAR KRBT HY  WwENAT - EEEXX
FRABMAATTFERE - HFERELX  REXMAGEFZI IR -
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e [T L  ERPSDBRTMSL |

-

’I”&#&i«»iﬁﬁ*ﬁi?

o @A%Z%ﬁﬁiﬁ#(mmgm
| FMMMHMwwwmmmmmmmml

-

o '[kokzhhmildphia'eziymhuylmgdddmbmi

BN EBXFRELALMN

A B AR RN EBARXEFHEHE 0 20,000 BEFRHFFZ
HRBRA RS FATHAELIE 40,000 BENEFHRHFFIHBR(ZA— ) A
HHEERFHAS FRAHAMBBOEBXTE Gt BAE AN E
SRS AT ERARLTREIAR - HEREBADRE L LB R FHE K
BUHBAZEXHEATEA - ARAOEBEFETRAZAN  BRETH
EXHAMRA G ARBEAEFEAXFRAGEAL  HTEBELBA
BERSREBBE®EN) ABBALLE ATREXHHRGILL T
HERBERSHAES G - RETAEIRES -

AAGTHENRERWERE AW AREAREELERE « &
P o
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%3k B £
6194 % toong
6200 R toxng
6231 ¥ mii
k= 2B FARAE
%k 3 F £ &8
2355 Ag kinafjit kin'afjit
3967 2 K& Huefkimkof huefkim'kof
R THETRER
AR 4 .3 THE
— % 20 88.1%
—RAELGS A) =23 20 83.3%
9 £ 3 B 15 20 79.6%
X & 10 72.2%
F34 80.8%
2w THETRER
L] E23 & THE
=7 20 84.5%
TRmEALLGCA) = F3 20 88.3%
L 20 92.0%
X 4] 10 81.9%
T34 | 86.68%
25  ARETRER
R34 #$EF 8 2 B (MOS)
—=%H 20 3.6
—f&ZAL@ai A) =73 20 3.5
e ok 20 3
X & 10 2.5
F-35 3.150
AN AREE®RER
R E 4 #$E TP E
—F3 20 33
EmEARLEGCA) Bt 20 3.5
W R E R 20 33
X & 10 2.8
34 3.225
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s W

2557 EEH EHEABRIRTRAEZEZECREARGELAAHBE
FZEG  ABRIEREATHBENGHRE DAV ELERG LM -

AAKBATMENESEEY  RELRFIVELETHEAL/EKR - BN
BFOALEAREE  EF —RF/ASERARZABR skl b s
B oATHEAERE  c —FE  CFPARFRITREYENEGX Y > 4
HEZRFARTHEALARTN EATH TLBMRARNGH  BAFTEA - &
AHHEAZEBRRXUNBRARMBE L BASHFHEAEHERN T H oA
FoRAKREHGARY > LALRLREFNE AL LA - 2R E 4 X4 R
RZ AR L RAERGAZIRA BRNZAGBEARAEGHA LA
B-FHEFHOAERGAS - ER AN BEHLI EB RGBT 2 TRAE
FH o RN RAA N EBA AR AE SRR - B PR 4
EHE FABRBSEEEETARAKZENRESYEE -

ERHUFTHRATEANFREREEFTHA00 BT HTHRIXA KN E
FEH BEREFOARALKREEEEL - EXFTREEFEASNFRLET 4
RATEMAHBITNBTERRE - RARZNEA%RY S - BF - ABEIHE
RAREZBFHEFEANEETRAAHBAEF[9] B BRBAFAFTFZ
HE EBRHE[TANEAGBETHR AT AXIFUIRTHRGAFER
W RMEAT MR TEM

LERTELEARRZ T 32E Uk SAEHMUN6] sl H
BXURRREEZRBAEANEK KA LREEFREEE TSR
sk 58 # & #4 % %73 (machine translation)gyE A - £EBE TSR A S AHFE -
EARUEXXFHREZELTAAM BBV AKTAL AFXEAETEIFRE
XZMBPFLALE  UBRI AT AGAERETHARE  BTHEGBATE
%aﬁﬁm@ BRFIRA -

AMRBERFS A &—?—ﬁdkﬁﬁ%ﬁ%ﬁkﬁ-/’\% » X2 RH
B ASGAREAARROERYREE - AR KT UNAZEFTIAN &5
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BEA% BEHRBREFXEEX T EHF NSRBI EBvEIHETXF
HE > KAGBHEAEBIXEE MELRBRALEBOEN EREBET
WA NSRBI EEEFHE  HEEUEEBHEER > ATAANETRR
ASFBAEFH HEHBEFHBREFI2EH LT BLALBBAETHE
FEHET O MEURNEHAEMZ BB OENE - BARZEL BRIV ENH4YR
EEFRAREIHBOEXOEEAHETHE BREEEZ OBEANMART
Bl R FEA S B7RAR” KEBEOEYIE 0 REHER” kinafjit’ I
kimjitkim'tiefn” » B#E R FERAHREX 0 BHFH > LAKEF S RS EZ
BR O UBRIHBZFH F BT XAIREALEBEANEEHETXFEL AR
KRZXFEN -

 EEENRANEZMWARIRE B A RARAZ EFRARE
PR LR ERR - EBRHBE Y A BRE AR
REHARR L ARG LRAE RS2 o 3 4 i
REBEARSMENE  NMAF - EEF2ME > BARABAL  Baok
BAEHAEREHBERZ AR -

THAYREH G FAAIAE di%ﬁﬁﬁsuéﬁfﬁ%xﬁﬁﬁf’&ﬁ“
G BROBREMG NV ETZ TR -FTERFURSERAEL - BRI A&
FEORIEE NERROHAHE S HARANBEFETORAESL R -

EEARXMARS EHEAANECORALL  LEBRLOEAE
BTRE&% TUARRVBETREHGREE, - A EER EERAXY
BESRRAEIAN  RRRLLEESAAS  MELBHT RN L&
HREREE G B85 %E&F—ﬁ%ﬂf&&ﬁﬁf&éﬁ%%/\%f‘@}@}ﬂ

g

ERRARRYE

AFEEAEFAR FRL PR RABARRREAE FRERZ Y 2557
EEEHOREABHE SO RFATHEY 2557 BEHOREATT I
KA RARE  FREHE  FRTARNE  XASHRTRAL KA R
KA » TR & X F 35§ (text-to-speech) & 4t 4 S8 - |
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AARRRGFERI G (1) EARERENEEASKN T & BRESBTH
81354 & 5 (2) # A A 48 B 7k (auto-correlation) =% &k #4 &4 & &2 18 % 18 K (discrete
Legendre polynomial) R # 338 (pitch)- f& & (energy)#1 ¥ Fx(duration) g 4% (contour)
G553 5 3) H4as(frequency domain)it & 3t 4k ik (formant) 5 3k ~ £|3R 3 %
$(MFFC: mel frequency cepstrum coefficient) & % {8 15|38 3 % $(Delta MFFC)%
HHl ERERS—BRETHEEIINUSBER ) NAKFHZISEES
#f(multi-variable) & 2 AR Z & % ~ & ~ FAATHEANL - KBRS R
BEARASTHERLAS Y  HEBNEEEBTORALWTHST

ERABEAAHSRERAZIER  mER—240FF ML - AR te &
BXFARG RENERBTATAHARFAREZNRAE - R T Mo — 09t
FARRERET LERSHFT  WRAFT R RUAFHATLHA FE
#o RAEBAXBHENSE > HABRXARBEABZ AR -

% oW

ARHBHEHBECHIETARBEEARFRIAIBKE R ARHXF
ASERR o BB L R R UREF - B R - EXWMAEAH T
WEIEER - RHRRRT AL LG - HEF - BLAsrsi ¥ - 2L AR
22BN AKIRE -

% # XK

1. Him#E > "KMk EEXFR—FEERIK VRREA FEEHME M
pp. 35-41 -

2. Y. C. Chiang, et. al., “A New Hybrid Duration Hidden Markov Model with
Application to Large Vocabulary Taiwanese (Min-nan) Word Recognition,” 1
International Symposium on Chinese Spoken Language Processing (ISCSLP98),

1998.

3. ¥ EMEME EHEXARETRESLE ET > AR > 1990 pp.
33-54 o
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10.

11.

12.

13.

14.

15.

W EEX P AL 0 EbF 0 1992 > pp. 3-55 ¢

S. H. Chen and Y. R. Wang, “Vector Quantization of Pitch Information in
Mandarin Speech,” IEEE Transactions on Communications, 38(9), 1990, pp.
1317-1320.

F. H. L. Jian, “Boundaries of Perception of Long Tones in Taiwanese Speech,”

ICSLP1998.

S. H. Peng, “Production and Perception of Taiwanese Tones in Different Tonal

and Prosodic Contexts,” Journal of Phonetics, 25, 1997, pp. 371-400.
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a0 EAAER AT
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MR~ R - FEMRMEE EASENEREME -
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HNEBANETE  dNAFRERT > vEHaAH T FRESLE —12ER
%> TUASEHREMAH T RE > UWHEMBROAFE -

Gh LERE  SRELMOBEABTHAOBENTHHRAB T RASES 8
AREABEEHARGBEINA  RBSTLERNS -
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Visual C++ 5.0 A% Tk * MERBIREL A A4 LHARIFTRIT - IR A ki T -
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AN | BB | —HRALTETHRE | TRERCATHRE
—z#E | 20 95.0% (38/40) 95.0% (38/40)
=% | 20 90.0% (54/60) 93.3% (56/60)
wFE | 20 87.5% (70/80) 93.8% (75/80)
4 4] 10 60.7% 60.2%
F34 83.3% ' 85.58%

k51 THEETHREER

B RRSROMEBT KA RS RBE T THEA 84.4% A LRAIRMAF
HRSTHECE BEARE REATHEASER SHATHRRELRE T
REAMMYREH S EAGOBEINESN -

— -~ BRE
AR BE |-RAL@BRE |KREALCEAARE
—=z3® | 20 4.0 40
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9 F 3 20 35 3.7
43 4) 10 3 3.1
34 3. 625 ‘ 3.575

%52 ARETHER
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WHHBERRASRBM LS MER  EREAAKES & FTEREL —BEHK
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6. &Pt
BAXY BFMEFT —FERSENRAEXNMEB B LN AL - AOHEF—

FHEBZTORTREIEL > RAARBROT ARMK -
HWXMELT—EEEASRETANGE— KRG HEMR > B HEaEdged

PR — R A S S MR IER Gk - R TE R F BRANE R Ak
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ABSTRACT

In this paper, we address the semantic classification of non-text symbols in
Mandarin text using multiple decision classifiers. Some non-text symbols (e.g., “/” and

66,9

:”) appear frequently within the Mandarin texts (such as newspaper, magazine and files
in Internet). Usually, these symbols in sentence may have more than one possible oral
expression. In contrast to 2-gram, 3-gram and n-gram language models, the paper
proposes  the multiple layer decision classifiers, which can resolve the category
ambiguities of oral expression for patterns containing one or several non-text symbols in
Mandarin texts efficiently. There are two principal phases in our proposed approach:
training phase and classification phase. Currently, classification phase contains two
decision classifiers. We can predict the correct category of the non-text symbols then
translate the non-text symbols into correct oral expression further. The empirical
precision rates for inside and outside test are 97.8% and 93.0% respectively.

1 Introduction :

The goal of Text-To-Speech (TTS) system is to translate the text input into correct
Mandarin speech. There are three principal phases in a TTS system: 1) text analysis, 2)
prosody generation and 3) speech synthesis phase. The task of text analysis is to analysis the
syntax and semantic information of text and to generate the phonetic transcription and part-of-
speech (POS). The prosody generating is to generate the prosodic feature of text, such as
duration, speech energy and pitch. The phase of speech synthesis, which should transforms
the prosodic feature and synthesis units in the acoustic inventory according to the prosody of
speech, is to generate the output of Mandarin speech with clear intelligibility and great
comprehensibility. The acoustic inventory may contain about 400 synthesis units with

monotone or 1345 synthesis units with 4 tones (tone 1, 2, 3 and 4) in Mandarin speech.
Within the process for translating text to speech output, one situation is frequently

encountered: because of existence of homograph words and non-text symbols, there are
several possible different oral expressions based on its contextual information and non-text
symbols in sentence. There are some non-text symbols (e.g., "’ and “: ”) within the
Mandarin texts (such as newspaper, magazine and files in Internet). For example, the pattern
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of “2/3” can be translated into “February three ” or “two third”; and the pattern of “9:15” may
be translated into “nine versus fifteen” or “fifteen minutes past nine”. The pattern of "3/5" in
(A) is categorized into date categorydﬁb while pattern of "3/5" in (B) into fraction
categorydm—zz_b (A") and (B') are the oral expression with respect to (A) and (B) Some
major types of homographs are listed in [ Yarowsky,1997].

) [3_ 5 mmeb R A -

March 5t , Computer Center publish the users' manual.

&) EAREL mEe R -
Luanl yue4 wu3 r4|, dian4 suan4 jungl shinl chul bian3 shi3 yuan4 shou3 che4.

B) BRI AMEIER S/ Sk -

Products' price is less about three-fifth than that in Taiwan.

(B) B EHs LA BB A =k -
Chan2 pin3 jia4 ge2 bi3 tai2 wanl de jia4 ge2 pian2 yi2 wu3 fenl jrl suanl tzuo3 you4.

The Academic Sinica Balanced Corpus version 3.0 (ASBC) [#E(—%2%,1995] includes
317 text files distributed in different topics, occupying 118MB memory and 5.22 millions of
words totally. In ASBC, sentences have been segmented into several words (z5], or so-called
lexicons) based on corpus of Academia Sinica Chinese Electronic Dictionary (ASCED), and
each word in the sentence is tagged with its related part-of-speech (POS). There are several
kinds of non-text symbols (such as I %, X ,...., and so on). Each non-text symbol may
have different meanings subject to the syntax and semantics, such situation (like sentence A &
B above) is so-called oral ambiguity. Different semantic category for each non-text symbol
should be translated into its related oral expression. On the other hand, there is a one-to-many
possible correspondence between a non-text lexical symbol and its possible semantic
meanings. Whether the real meanings of non-text symbols can be expanded into its oral
expression or not will affect seriously the correct output of Mandarin speech in TTS system.
Based on the linguistic knowledge and usage of prosody in TTS systems, the possible
semantic categories of non-text symbol slash “ " are classified and shown on Appendix A.

The so-called pop-text symbols are defined as follow: the symbols that are not the
Mandarin characters and have several different semantic meanings and oral expressions

2.7

within a sentence. Such symbols including some punctuation (such as ” , and so on)
will be found in text frequently.

The paper is organized as follow: in section 2, we first present previous works and then
addresse the overall structure of proposed approach. Section 3 focuses on the multiple
decision classifiers. Section 4 displays the empirical the testing results of evaluation. Finally,

we will present the conclusions and future works.
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2 The Proposed Approach
2.1 previous works

There are several methods that resolve the classification problems of linguistic and
semantic ambiguity for natural language processing :

1) N-garm taggers: [Meriaildo,1990] may be used to tag each in a sentence with its part-of-

speech (POS), thereby resolving those pronunciation ambiguities.
2)Bayesian classifiers: Bayesian have been used for a number of sense disambiguation.
An implementation was proposed in [Golding 1995],

3)Decision tree: [Brown ,1991] can be effectively at handling complex conditional
dependencies and nonindependence, but often encounter severe difficulties with very
large parameter space. ,

4)Hybrid methods : [Yarowsky,1997] combines the strengths of each of preceding

paradigms. It is based on the formal model of decision tree. :

5y Multiple Decision classifiers: [Rodova,1997] take interest in speaker identification.

2.2 The Proposed System Structure

The system structure is shown as Figure 1. It contains two principal phases:1) training
phase and 2) classification phase- In the training phase, the feature corpus will be trained
using several parameters of linguistic knowledge of the pattern containing non-text symbols.
In the classification phase, the patterns containing non-text symbols in sentence will be
classified using the multiple decisionclassifiers, in which the output of predicted category
will be sent into the translating phase to translate the pattern to correct oral expression. The
output text can be processed for linguistics analysis further, which could promote the overall
performance of TTS system. In contrast to 2-gram, 3-gram and n-gram Language models
(LMs), this paper proposes an approach of multiple decision classifiers which can resolve the
category ambiguity of oral expression for non-text symbols efficiently. In multiple decision
classifiers, currently we have. generated two classifiers: the first decision classifier is
constructed as decision tree under the linguistic knowledge and plays as a binary function.
Within first classifier some. impossible categories will be excluded and all remaining
categories are the promising categories. The second classifier employes statistical method, in
which all the words (lexicons) in sentence play as voter under voting criterion and vote for
each category with statistical parameters.-

These multiple decision classifiers are combined together with multiply operation. Like
the political mechanism, all voters will give their suffrage to each category with a statistical
score. Finally the category with maximum voting score can be predicted as the goal category
for non-text symbol. Basically, the decision tree classifier is generated according to linguists’
experience and knowledge. The remained categories are all the possible categories that the
non-text symbol may belong to.
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statistical parameters
i 0
category prediction
for non-text symbot correct?
yes

category decision
translation >

text linguistics analysis of TTS

linguistic analyzing phase in TTS system
Figure 1:The principal phases of statistical decision classifier
with voting criterion.

2.3 Training Phase
i) The text preprocess

The Academic Sinica Balance Corpus (ASBC) contains 317 text files and 4.55M
characters in Chinese Mandarin [55E{—%,1995]. Each sentence in original ASBC is tagged
with part-of-speech (POS) and segmented into several words, the tags and white separation
(space) between words will be removed during processes. In the text preprocesses, we further
collect and download the more text from HTML source and BBS posted papers, and then
remove all the HTML tags (such as <HTML>, <P>, <A href=" ....”, and so on) and other
unnecessary symbols in these files.
~ ii) The pre-category of each non-text symbol

The text source for training phase can be extracted from ASBC and Internet HTML and

BBS files semi-automatically. First, we category the source for each non-text symbol, the
extracted sentences will be distributed into one or several categories related the symbol based
on the lexical and semantics knowledge. The eight possible categories for non-text symbol
“/” are listed in Appendix A.

58



iii) Segmentation

Word segmentation paradigm is based on the Academia Sinica Chinese Electronic
Dictionary (ASCED), which contains near 80,000 words. The words in ASCED are composed
of one to 10 characters. Our principal rules of segmentation are subject to maximal length of
word first and then to least number of words in a segmented pattern based on the gypamic
programming method (Viterbi searching). The-priority scheme is that segmented pattern
which contains the maximal length of word will be chosen. If two patterns have same
maximum length, we compare further the total number of words in the pattern; then the
pattern that is composed of least number of words will be chosen. The same segmentation’s
| priority will be used within the training phase and testing phase.
iv) Constructing corpus for statistical parameters

After the segmentation for CHa and CHb, the feature of each word will be used as the
statistical parameters, all of which will be recorded in the training corpus statistically. Each
record contains the four feature evidences explained above.
2.4 Classification Phase
i) The text preprocess ,

Text preprocess in this phase process the same task as that in training phase.
ii) Segmentation

segmentation task in classification phase uses same criterions as that used in training
phase shown in precious section also. A sentence with non-text symbols will be divided into
substring CHa and CHb. For each word, the probability of each category can be calculated
and summed up based on the parameters found in feature corpus respectively.

iii) The features extraction
Feature extraction in this phase does same task as that in training phase.

iv) Multiple decision classifiers

The goal of multiple decision classifiers is to predict the correct category, to which the
non-text symbols belong. The structure details will be described in next section.

Within the classification phase, some categories output in sentence could be mispredicted.
To make the multipleAdecision classifier more robust, these sentences can be sent back into
statistical parameter process in training phase and adapts dynamically the parameters of
feature corpus to raise the precision rate. The feedback usually can solve the unseen events
(words) in training text, the situation of unseen words often appears in natural language
processing. |
3 The Multiple decision classifiers
3.1 The Structure of Multiple decision classifier

In contrast to 2-gram, 3-gram and n-gram Language Models, this paper proposes an
approach of multiple decision classifiers, which can resolve the category ambiguity of oral
expression for non-text symbols efficiently. Within the classification phase, we have
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constructed two classifiers: the first decision classifier is generated and shown as decision tree
based on the linguistic knowledge. Some impossible categories will be excluded while the
remaining categories are all the promising categories. The second classifier employes a
corpus statistics-oriented technique to estimate the final category with maximum score. All
the words (lexicons) in sentence play as voter under the voting criterion and vote for each
category with statistical parameters score.

These multiple decision classifiers are combined together with multzply operatlon Like
the political mechanism, all voters will give their suffrage to each category with a statistical
probability score. Finally, the category with maximum statistical parameters score can be
predicted as the goal category for non-text symbol. The overall system structure of multiple
decision classifiers is shown as Figure 2.

all words in substring CHa and CHb

O o ,,,,,,,, 1™ decision classifier
A ) O Binary function
- -’ classifier :
: N2
[ S
statistical \|I:/arameters | features corpus

[ category prediction
with voting criterion

O Promising categories

“ee® Impossible Gategories

o Final predicted category

2% decision classifier

Predicted category Statistical classifier with
~ with maximum score. voting criterion

Figure 2: Multiple decision classifiers contain two classifiers,
which are merged together with multiply operation.
The function.of multiple decision classifiers can be described as follow:

Suppose that C denotes the sentence with non-text symbols, @ and @, denote the 1+ and
2nd classifier respectively. set is the set containing all promising categories induced by 1%
classifier. @ denotes the multiple decision classifiers, which is composed of the 1+t decision
tree classifier and 2™ statistical decision classifier merging with multiply operation. TS( ¢ )
will compute the total score for all categories based on the voting criterion and statistical

parameters schemes.

®,(C) = set, (1)

Q,(C)=TS@,), £, eset (2)

O(0) =.Qj. , 3 'Q € set and TS(.Q )= arg max TS(Q,) 3)
J=12,.J
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where j is the number of cdtegory for non-text symbols.
3.2 The Binary Function Classifier based on Decision Tree

The decision tree classifier plays as a binary logical function, which is to induce all :
promising categories for the non-text symbol based on Mandarin linguistic knowledge. The
classifier will assign probability value 1 to the promising categories. On the other hand, some
categories will be excluded and assigned a probability value 0. For example, the pattern of
“3/4”may belongs to several possible categories: date (March 4% ), fraction (three fourth) and
tempo(three slash four pulses) , these categories will be assigned a value 1. But the pattern of
“14/2* and “SUN4/75% could not belong to the category date and tempo, all these categories
will not be the possible category for non-text symbol and be assigned a probability value 0.

A successive answers to questions:Q .(Q,.- - -,Q,, Which are the questions about the
syntax and semantic meaning for left and right neighbor (tokens or words) of non-text symbol
in sentence, will decide which path should trace into based on the linguistic knowledge.
Finally, one leaf node in decision tree will be reached and a set of categories will be contained.
Within the set, all the categories will be assigned a probability value 1 while all other
categories will be assigned a value 0. The key point for constructing an effective decision tree
is how to exploit the linguistic knowledge and the skill of making decision tree. All possible
categories should be keep inside the set, otherwise the precision rate will be reduced. In our
proposal, the probability value for each category cab be described as follow:

Q)= “4)

i=1,2

{0 ifiel and Q; ¢ set.

1 otherwise.

where i=1,2, ...,I. i is labeled as the it decision classifier. I is the number of total decision
classifiers (currently, we have developed two decision classifiers, so [=2). If we have J
categories QQy - - Q, and Q, denotes the category j for non-text symbols. P, (2, ) is the
probability value of category j for the it classifier . set is induced from the decision tree
classifier and contains all promising categories. These promising categories will be passed
into 27 decision classifier further, one of which will be the final predicted category. First
classifier plays as a binary function in our approach. So, Equation (4) can be explained further
as follow: if i=1 and Q, ¢ set then P(Q))=0. Otherwise,P, Q)=1.

Basically, the decision tree classifier is generated according to linguists’ experience and
theories. The remained categories are all the possible categories that the non-text symbol may
belong to. Thus, the voting approach can predict the only one among possible categories. It is
so apparent that processing of adopting decision tree can improve the precision rate.

3.3 The Statistical Decision Classifier with voting criterion

The segmentation task of testing phase adopts same criterions as that in training phase
shown in section 2.3. A sentence will be divided into substring CHa and CHb. For each word,
the probability of each category can be calculated and summed up based on the evidence
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(parameters found in feature corpus) respectively. It is called the voting criterion,

Based on the voting criterion, each word in CHa and CHb have a statistical probability
value, which looks like the voting suffrage, to every category of the non-text symbol. Like the
political voting mechanism, the only category, which gets the tickets in majority (maximum
score in our approach) will become to be the predicted category. In our voting criterions, three
scoring schemes are proposed: which are the Preference scoring and the winner-take-all
criterion. These voting criterions will be implemented and compared with each others to find
which one can achieves the best empirical results.

- 3.3.1 Voting criterion with preference scoring

The predictidn processing is based on the occurrence of each word inside training corpus
* for each category. Usually, the sentence C is composed of three parts: substring CHa pon-text
symbol & and substring CHb. C, CHa and CHb ¢ould be expressed as:

C=CH,+N+CH,

CHa =walwazn . . waj . . .wam (5) .
CH, =W, W, = “W, * * * W,

where » and &, are the total number of words in CHa and CHb respectively. It is apparent
‘that CHa and CHb contain one or several different non-text symbols. Also, CHa and CHb
may be an empty substring.

For each word in CHa and CHD | the word appearance probability appearing in category j
of non-text symbol can be computed based on three different statistical parameters scheme:
which are word-based, category-based and corpus-based . In this work, the word appearance
probability can be considered as the probability the word may appear in certain category for
non-text symbol. The appearance probability can be regarded as a score for each word in CHa
and CHDb to vote for each category of non-text symbol further.

There are three statistical probability schemes, on which the value can be considered as
the probability for each word to appear in each category.

(1) word-based statistical probability
For all words in CHa and CHb, the appearance probability score Sa and S5 of each word
voting for category j (2;)of non-text symbol can be computed as:

C.(w, Q) Cw, 19Q)
Sa(wak, |Qj)= , Sb(wbk, |Qj)=

IN, (Wak, ) IN, (ka2 ) ' (6)

where 1<k <m and 1<k,<n , Wu and Wy, are labeled as the k" and k" word in CHa
and CHD, C,(w,, |Q;) and Cy(wy, |€)) are the occurrence of Wax, and wy,, for category j
of non-text symbol. TN, (w,, ) and TN, (w,, ) stand for the total frequency of Wax and W,
within features corpus with respect to the location proceeding and following non-text symbol,
which can be computed as follow:
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J J |
TNa(wakl)’:zCa(wakl 1Q2;)> TNb(wbk2)=sz(wbk2 |€2;) ™)
=1 =1
J ’ J ’ |
DS,y |Q)=1, 38, (W, 1Q,) =1 @)
Jj=1 Jj=1

Based on the definition above, S,(Wa, 1Q,;)and S,(w,, |Q,) can be considered as the
probability value in which the w,, and w,, will appear in the category j . As the result, our
voting criterions are based on this probability value. '

In the paper, S,(Wy, | Q,)and S, (w,, 1Q)) stand for the suffrage for each word (voter)
to vote for certain category j «Q))-

(2) category-based statistical probability

With respect to Equation (6), the denumerator will be computed based on the total
occurrence for the all words which appear in category j CPE Equation (8) can't hold in this
scheme.
(3) corpus-based statistical probability ‘

With respect to Equation (6), the denumerator will be computed based on the total occurr-
ence for the all words which appear in feature corpus. Equation (8) can't hold in this scheme.

For the 2™ decision classifier, the total score TS, and 7S, for all words in substring CHa
and CHb to vote for categories j of non-text symbol can be computed.

The overall total score TS of 1% and 2 decision classifier for category j is computed with
the multiply operation:

TS(Q,)=B(Q)* B(Q)*TS(Q,) , Q€ set ©
j=1,2,..

where P,(Q,) denotes the probability value of category j (Q .) in the 2 classifier. In our
J

approach, P,(Q;)=1,j=1,2,....,J. set is composed of all the promising categories induced by

1+ decision tree classifier. ‘

TS(Qj.) =ajr=g1§najx (TS(2)) (19)
where TS(Q ,-') will return the maximum score subject to category j* (Qj,) based on 1s
decision classifier and 2 statistical decision classifier. TS(Qj.) will be used in Equation (3)
for the multiple decision classifiers to predict the final category j‘(Qj,) .
3.3.2 Voting criterion with winner-take-all scoring

In construct to the preference scoring criterion above, the Voting with winner-take-all
adopts a different scoring rule. For each word in CHa and CHb, S; (W, |22,)and S, (w,, |Q))
will have the total parameter score 1 of category j* for word Wy, and wy, and assigned a
score value 1. S, (similar to S,) in Equation (6) should be changed as follow:

1 31Q. € Q and §,(w,, |.Qj.)= argmax( S,(w,, |2))
Jj=12,.J

S, (Wi, IQ,.)={ (1)

0 otherwise
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Within the classification phase, some sentences could be mispredicted. To make the
statistical decision classifier more robust, these sentences can feedback into category process
in training phase and adopt parameters in features corpus. The feedback usually cab solve the
unseen events in source, the situation appear often in natural language.

3.4 Unknown word

There are a lot of words in natural language, usually more several ten thousands. New
lexicons or tokens will be generated in near future. Within natural language processing (NLP),
it is so hard to collect all the words. In our paper, the so-called unknown words can be
considered that the words do not appear in our corpus (feature corpus), which have been
generated in the training phase. It is so apparent that the distribution and total number of
collected word will affect the statistical parameters seriously, especially on the statistical
models. Another situation is the data sparsity. The smoothing techniques can resolve the
situation.

Based on the ASBC and ASCED corpus, the ASBC source is divided into four groups.
we compute the total frequency and number of words in these four groups to derive the
relation, in which we can predict the probability unknown words. The fitting regression curve
can be employed to estimate the probability for unknown words. Y(X) = aX? + bX + c. We
can find the derivative of Y(X). Within classification phase, Value X, represent the total
frequency of collected words in feature corpus for category j (Qj‘ ). The first order derivative
of Y(X)) can be considered that the probability of unknown word in category j (Qj‘) . Such
probability will be used as voting score for unknown words to vote for category j.

3.5 Translate Oral Expansion

The output of multiple decision classifiers is the unique predicted category. Based on the
category, the non-text symbol can be translated into its oral expression of text in which the
category has been predicted by testing phase. Sentence (C) contains a non-text symbol "/",
which is predicted as the date category and the pattern of " " in (C) will be translated into
the oral expression "PYHI-H" in sentence (C'). The output text of this phase will be
processed further with text linguistic analysis in TTS system.

(C) SEARMSEER LEA ( ) HRR |
This magazine was published last Saturday (April tenth).

(©) sEAMEER bEA (mEta)
Je4 ben3 tza2 jr4 y13 yi2 sang4 joul liou4 Isﬂ_;meé_szir_l] chul bian3.

4 Implementation and Evaluation

Our approach has been 1mplemented on a platform of personal computer (PC) with Intel
Pentium III. The language package for system development is in C++ environment. Two
decision tree classifiers have been generated. We evaluate the results of inside test and outside
test for 2n statistical classifier with two different voting criterions, then we combined it with
decision tree classifier to compare the performance of precision rate. The precision rate is
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defined as:

(12)
4.1 Evaluation only for statistical decision classifier

The results for 2nd classifier with different voting score criterion and statistical parameters
are listed in Table 1. Total number of non-text symbol */” for inside and outside test are 564
and 202 respectively.

4.2 Evaluation for merging two decision classifiers together.

Under the multiple decision classifier structure, the 1st and 2nd decision classifier are
merged together to improve the overall precision rate. exploiting the 1st classifier to exclude
some impossible categories first, the results are attractive and listed in Table 1 also. As shown,
the final results of inside test and outside test is 97.3% and 92.9%, which are obtained by
‘merging the 1st and 2 classifier with voting criterion of preference score and category-based

statistical parameters in 2nd classifier.

Table 1: The overall precision rate of inside test and outside test of 2™ statistical decision classifier

for symhaol “/”

Precision rate(%) mulﬁple decision 2" decision classifier, word-based statistical scheme

classifier, voting with preference score . et

merging or not? insid : i + inside test | i
word-based * classifier 95.4 86.3 85.9 77.3
statistical scheme |with 1* classifier 96.2 91.2 90.5 85.7
category-based  |without 1¥ classifier 96.0 92.8 92.9 84.8
statistical scheme |with 1* classifier 97.3* 92.9* 96.1 89.4
corpus-based lwithout 1% classifier 95.5 86.1 89.2 81.1
statistical scheme |with 1¥ classifier 96.3 89.9 90.1 85.5

Table 2 is the results for non-text symbol “ : ”, based on the preference score voting
criterion and word-base statistical parameters. The average rate of inside testing and outside
testing are 97.8% and 93.0%. Notation of N in Table 2 stand for non-text symbol. The total

word occurrence for non-text symbol “ : * is 14406.

Table 2: The overall precision rate of inside test and outside test for non-text

symbol “ : *, the 1" and 2™ decision classifier merging.

multiple voting with preference score , word-base statistical parameters
gﬁcsi;if(.::r inside testing outside testing

category 1|12 (3|4|5(|6]|7|1(2|3]4|5]|6|7
PRsrate(%) | ool 100| o8| os| 100[100| 97| 86l100|100] 88| 100| 78] 97
Totalno. of N| 37| 105(126| 21| 85| 35|351| 68| 31| 30| 8 22| 9| 83
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5 Conclusion and Future Works

In the paper, we have developed an effective approach, which can classify the semantic
category of patterns containing non-text symbols and resolve the category ambiguity in
Mandarin text. In contract to the 2-gram and n-gram Language Models, our approach just
need smaller size of corpus and still can hold the semantic and linguistic knowledge for
statistical parameters and features. Currently, we have developed two decision classifiers: one
is based on the decision tree to induce promising categories the other is on the statistical
decision classifier with two voting criterion with word-based, category-based and corpus-
based statistical parameter schemes. Final precision rate of inside and outside test achieves the
performance of 97.8% and 93.0% respectively.

" In addition to the non-text symbols “,“ addressed in the paper, there are some other
symbols, such as *, %, [] and so on, in which the oral ambiguity problems will be incurred
and should be resolved. The topics which should be researched further in the future include:

1) Patterns of special and frequent cases for non-text symbols in text.

2) The extraction training parameters and learning algorithms.

3) The POS of word and smoothing techniques for unknown words.

4) Expaﬁd the current two classifiers into more classifiers to resolve complicated
linguistic classification problem.
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Appendix A: 8 categories and its related oral expression for non-text symbol slash “,/”.

. caleg al expression in Mandarin
1. date

2. fraction 3/4 Py =

3. tempo 3/4 Mz =

4, path, directory /dev/null HRE#gde vRHEnul 1l

5, computer words 1/0 - |silence(or FHiR)

6. production version VAX/VMS silence(longer pause or FHER)

7. frequent words in TCP/IP silence(or FHF)

8. others th B/ @3CER silence(longer pause)

66



SR PP B LA DG KR
R HRLRE

R JL IR B A A FE AT

Email:lili@iis.sinica.edu.tw, kchen@iis.sinica.edu.tw

E 3

FEEGHABRISFLE—BAHARL | ARPEEARZFH L —H—
Btk e —EFRGFABRATEATSANEIEERE  BEREATH
PR E L e EESR - BB —REEBENEHLR AT MR
FEI R GYBIRREARMAE) o AR » BPiE o —EFE M EEE 0 it
A —RRAREERIFNAMANZBO FHAH RGBT R - T —BH
FIEA) BT R R — R EE c SERZARGHARAHE > Bk
AR E — G H AR ERAFRHFAMIEG Fo4EL
e N E TR HEANE RN sHLLRETHHERTERLE
AR HARHEZAE T HEHEALE - AX T HIF LT GHFAR
DB LRRGESHEAFKEGHERRABEAESHEN - REE
HARNYLEBIEEHREIAZI MGG SARBXHERR
o BRFIRABHANNIEEBEHT I H TR B AEI B REAE
%o 4T PR PAERE | (CKIP 1995) #ERE M 43t 0 A
BFAAREL XRBRIMBEHREARERNAERAMESFE L5
A BERE LR

1. W%
ARREST FETUREINRE —AHENNESF S ARG > AL UHH

' AEFRMRENET Y —ERNERFASEN > $ENE REAMRLEIL - ko
F B35 T » happy B K3 > fetEHisE v 35 ; happiness & % %) > R4 X % 35 ; happily
REF o AEKE - bRAR > HETHEERNBEETARRE— 9Bk Bt
BAFBRAHOE BB AR > WREEARS T - £RET TS R
AR SE ~ R35 - TESRKRBEFARFEMAL L8t > 22 —RAEHLHE T
# | FEARESF > BN PR RIS M B E AER AL T 3B EThEE o

67



%%%%k°urﬁ%4%%’bm*ﬂ%*ﬁﬂ’%Tﬁi %’szu
VAT~ KT B EEXEE wB(D)EHG) - ~

(1) #2E: TRABEE -
(2) #3E: AFE  RRIWEAN > REFHRAE -
() kB —B—ik - HEFAMY T GE LML -

(4) 2% BRELREGE—BASRLDHTEBLR -
G) XEHE HpCLBEAY BRI ZTLREBHORYE -

X ERZHHEGKREESEET A EEE S - ko T38| LR
KEEE > mAf TEY, FEABE TRECHRDF#HE EENEEE -
EENRAREZBTRARSGFARRCRELSE > 4R Tira - REE - BHE
TR¥t | TUREEHSEEHe  "T8#B | SERAKLEERKE @ i
B~ REE ) AP RAERERE ? R E—EHF DA E R G BT R
Ry ? ERRRXFEEHYEA -

EHGAEHNEREZAH GBIV RA - Lo - BARA LFETH
4 P EMAMGE RN TR BN 2 Bt o RITEE A8
F FAARBRLAHNE - 2R BERH —AFEE - e 3R pH R
m*%m% LEHGEAT » o R RN PoE B ABF D KA - HR
BHMINBEAE - AT -l TEOFHGLAER AT EFEERS
FoEEERA "W f TS HEE TR REKRETHE R
Thest | QIEEESE - ABEOFF BT Teh, £EBRMAETE "t
AP oE MABHEN  RAE RO hEARE AL wsH - Bt
kR AP RFIETE THERE, fo THE ) REAEESETRY - THE
Tl | TR FR S E LN BROVEMEY FRESH T §T°

©6) Fil BmE BM HE 8 B

B3 & #3 By 39 —3%
KT OHE B XEHE FEH —> I HE

[+ [ & luare TOBl]y —&#

AAXT > RPBREHE TG BARTHHE LT HH RSN
FEB RO BRI ERELERABE - —F @ ELHHREEREA R
ERPEBR ABEARENHERN > EEAGERBEANERPEHR » b
EHEERBR A @ AHRNNEETHE LB A b HER Mg
E Rty o RIFIRE F(1990a, 1990b) ey E - EREESHFRAE - 455 $3

2 AP ABEFBAE LY &$’f¢uraﬂ 4% -~ 8l AR
M LA A THE - BB XE KRB HE, ASEAEN LS -

68



HIEEARE NIRRT H AR RAERS Y - FERHAHARR— T
SR B E RH R AR B R B REE R ERATE S AT -
ke > § B EHHAANBE LA > RTRALE B2 T8 THEE S E 8
FRHANBLAR > R THEE > SR T AME - TREE L TRAE
K5 BA T EWER L RPE

2. HERBF BRI RS

REZNHARSBRRGEHEANKEHFANE S - BEE S HNHFHE
ARG HAREF — RO Fe - AARR > HHEHHARAMEKRERHAE  RF
K FE A st B —EEFANEEHE - DHEKB RSB A -

KESE R THEBERES > THRHSHEEEE - LE - RE - #HE o

BEEE R THEAES > THRBFEEESE S £E (CHIE) -

HTUALAHRA  ROATRAEAMERAREHHEE - AN RAKRE
83T A FOR BB A > Bt ¥ —EgFPRFHRREHA > —
B EgyEfo—EREHFE > RERBKEGHALLGHEGHANS T B RE T
KRATERT LAIE RIAR T A 15 #3540 7 o 3B 0 B 44° - '

REB)F- B E B3 - TRERIKIEEARHLE

(7 B2% B — X 2847

ek B §y3E) - TTAEMISB A B E

®) & 2@ B #F-

ERERENEEENAEIGL  RREEEHHEIEEHORIBR
BH - RARBSERRESHELTHEAELENEESE -

‘HUHR T AASBLAEGHETRAAEHE G TE R A B M & H
ETFo#EBR, F oA TPHRRPHERE ) b FREEAES > RfoA
BB AE—F R TEE AL -
PERBESEKESEI RS A ER > Rk T PR AR R ) PRMY
REHFRRAR W F BB LR - BAKEHFARAEREHEEIRELEHNRAR
Rt E CHEKREBERMEFNREFHFFNEER - NS FAEKERS LLR
RE > RLESHEHEAEKES 8 TAZE - EZEHETY  £5 199 @
e o BMABRBAF>EHOFARSAFRBEHERENRA  BTRAEFFEH
3 0 R FIARTEE o R T A

(1) B8R BEFRGRRE - >FHLEZ > BT HGHESHNA -

(2) HILBEE o >1EHRE - BT B EIE -

69



BES e RS MA LG HELR KBBE  BERE
KRS LE  BEEG - BUER BARE - BERE

BB AFEEE EH RS - ABGYEE  SHRIT - —4FEF
KESHAEEEE  ROBES  %RALS -  HEHED - HOED

ERERRAMEHSHFALEA L RHEARE > FOFEEEEE  FHFR
REVERE  AHMAFEBRE » fld _

MRTHES > REELE  foid (fodss) s KRB (RBEH)

RTHES  REAEESE AN (EHSRB) - BF (A F)

RAEEKE ¢ drak ~ REE

REEBAA B RS T AT R AMBER G HA NGB EAERIAR? AT S
— BRIV RE —EHBH T EF BB ARG ER > ARRGAGNIE
o

3. BHE AL R E R

E &A% HE X E (Chang et al, 19992 F2 1999b) % » RIBE R L 5 &)
3169 PO SR S A A B 39 0935 Sk s BE B A — R 89 B % o & Chang et al (1999a)3 & X
TV BMABRBLEHATUAS AR E—afR "EFHE > £ 2H
Yeili3E (88.51%) oM #5183 | 2R % =t > B THhBHEE (30.70%) 5
BEERETIEE (4436%) x5 (1420%) « R HANE R E KB M -
BB A FI8E > FoE RN MG - BLAIIEALRBAE &8k
|4 #9937 > £ Chang etal (1999b):8 8 X & ¥ » KIR B S HFE LB LS
MR &S BRLFHREL RERABEGMS  EEXEEHAAE - R BE
a4 RS -

P BATRBEA T PR FAERE  PHRA XA ESFEHE F-ayEtA -
BA KRR BB RGO BE AR -FH B -BE-EFCR
—EBHFHA RE -MBE B BRL -BRE-BRTF -RY -RE-BE 456
BER-HEBR AR BB - RECAN B - RTEISEGIGERRS > BHa
BEREA LB LTALGER  E—aRREAN P OEER) C TRESERR
70~ R d ~ TRABENEGHEAAEY > F_agBEghas T oEeRS
RERBERERLRZTT - RYHRMR - FEEATEGFBEEHEE -

C BEE SRR FED PN T oARAFAGAAREFRTERS - BARENS
BB tAERRGEEELY > S5 A REE $BE - HGoB BEE - 4ARABE-F
M~ B  SHEARERSAGF LT, B HE > FAALF T wERES -

70



EAXY KRB EEZERNSHFGA NEEE > RBRRRE PN
BRI A HAREIEER B EREHRAAEGMAE - B
AHERBEHEREE —RAAGHF RS BHBURHAE -

BEMRNRLEBAEE S HHEY  EE - RE (XBRPLE) - &8 -
El 0 RE-LBBEARKINFAGBEESHF o TFAF

a. #7):RAE~RBYE

b. WF kI HEE

Cc. ik A¥ -~ RE

d. 4% - Ll ~ £H

e. XUk HE

f. ~3¥E : A4t~ #1k

g~ B~ RE

Fi AREBFPESEAUNOELEHRAE  BTURE—FE T F
R FAERE ) FRAF 30536 A4S $E 0 ArIRE FEARBELEES
HoBHEBREEAMARE > FINEA—  cRIFENERTREY » ARNRESE
HEEAE  RFBHPRERS B TE0X— % ARRAEHA LG Twy
Z = RE R EA R &R 17.6%F0 15.6% H 4354 69 48 46 R 8] 7% >
Hb151.6% " 43 ) 9 DL HARCAHEFYF - bR T BT -
KRR ERRAN O REBEFAME > BPE7] - EE ~ BIE -~ EH -

EF | EE | ARE | WA | E | £FE | A | EH
% E 173 127 88 78] 11 8 15 500
Btk | 34.6%| 25.4%| 17.6%| 15.6%| 2.2%| 1.6%| 3%| 100%

F— TR PR ) 30536 B 8§ PRI A B ESFE
Bk P Ao

B AKERHEAETUAAHAGFGRSBRFE - ® Bilg @@ gLta
AREVIAMG - FRAAET @SR T KROABATHEoREARNEEE
EEEREELDEGME - R TASHE NG HSRIHFF > KMAEFREwWK
BABMEEEREBHREM AT

—~ HHSFA RN E L EREREAOANE
e B BE R REALIIEFIEE
CHEAGESASALE - AT A AFEEE
K $3E 4 R E R G thie E$) 35
CH B E AR EBER T HERA KRS RERERE -

ME )

71



3.1 HE RS E KBGO WA
"R PR, YRR TS AR T HHFHRBEEE (LA
WSIE) BThEE o RAMEE PREM IS E 50048 B XA ETINN KR -

$5 | KR | RE | WM | Eud | BF | A | AR
#E 263| 103 87, 14 5 7| 23] 500
B | 52.6%| 20.6%| 17.4%| 2.8%| 1.0% 1.4%| 4.6%| 100%
R TR PAERE ) T 7S AR EEEHE THERBRE T AR EY
Bl

ik —fk = KIMAER L7 SE L LA T 24 34.6% E72] 52.6% »
WS AR TR - K 15.6% %28 F 2.8% ; B EHHFEMETE » # 25.4%%
3] 20.6% ; B LB I & KRG (17.6%E0 17.4%) « T RAEATH AR
R BFHEAGEIEENMEORS > REFABHFNAFRETEIESE -

Btz BREREEE BN MEE ) P59 R E AR EHSF
EZEALER A B AE LR REHAFBESFHRL— LB TR
AP A EHRAEEEE - AEARKSHERGHEHE > L E AL
RTARAEEEE EERUTHERLRAE > FRICAREGHAEEERE -
— HEBHFENE LAREHE > SERLHRAERALNEE - o L 2FH
%t FREME - BIRBSK - TABREEAHSL

ZREBHFE BN ABELE BHFAEBEENEERALANEE
EMGHEOEH - Fli D BE%HE - TAEIE - ZERE - TEK
_ﬁv_o

KESHEBRVEELE  PHOGF 42 "8 8 -8 0 Akx
BEW SFEHRA T8, 24 R THH BRI -

BESFARFEEEUSERERARIAMEARNBELOBARATR £ 2
TRA-B-R-E-A -4, A ®d - B EH R EE0E
RERER - FT@eAHFF AT R  HBESGFHERKEHF - 0" TR -
"€, Tz, & "48, MEAHBI FHRESHEHHE - |

T T YRR EHE ) T $E A ERERSESHE AL E R E[+tnom]iE

C AREIARR IR E F R A [tnom]& HFE A 9601 B 0 F@ A 2176 BRAMERE - AT
K 7425 BHFEH HBEFBAHE -

PABHHLEHRT  LEHENENLFAL TR EREE RS T — RN E

BHEME Bl RTHE (HRBRTHHHE) ) = - AHZHBPRITHRE > o :

REHL (RBREMBEABEL ) RBUE—HEEHHRES -

72



RV IR~ FE S FEFRE Rt~ R~ RE~FRE -~ T~ FME...
B~V:A®/-a%- B4 - - B -AFT-a% AR -BHE-AEF..
B~V:RB -RE-RE -RHM - R -REBE-KRE>RH - RE - RE...
EV:ER - EEEH-F4 EHFE - F@ R ER TR
E~V B - BEHH -BR - EE - BB -EBH -BE -EH BB -EF..
A~V iR -RAE - HBE - -mAR AL -AB- ML B8R B

ENKE B EEE LA RF > FAmBRAEEBLREMEER - §3
RELHATCERTUHRAATIERER T L HEPEIHEBOBER
HIEF LB BHELRA - REFBEHFBRARAASRRELTUERAALEEHE
EHY XA EHEARcHEfod EEBOAERAT R RBEHFAL S F
BRI a MY -

EFE3E (CCURBRETHERAEH)

*a. GBTFOSToE EXHLENAE

*b. KEHHE  EXABAE-HEHEHHESE

*o. HEFKL  —FAAL - HARLE - wRAL - KEHASE

*d EAL4ENPLE  BFAE - RERALE

*o. BEALVFMEZHH WK B2 A5 $E5HE - RHESE

P

e

HE W (CRBRER S LR EH)
A HGTOGTOE T AEMBEAHL - foth e
b EHAL  RAMKE
o, BBWE  BEBE - +RESE - Z A
A EFG TR EHAE - TR HRRE - TELR
. BEANBEBHHAZMS  £AMkE |

RIESHF (“RMREATHTRALEH):

*a. MitAFa T OB REGHRN ZEH AR RHLEHRR
feowEE ~ Aﬁkzmﬁgﬁ‘iﬁ%ﬁé
KEEAL - BRALTH

HEFL LS —ERB

BELFAN T OE L Fl4bE AR

#mznﬁ% FEEIZ L GRS RERR

o a0 o

P BABEMEROAHAREEZTOEIN £ TPHRPEERE | T HEEE
HRAAEESZME  GR TEIB/ILAT , Foy THEH L AXH[rnom]ey B - LA

RAEZEHETHFANFIEERRLE LML BILILAREHEE -
0 % gt E R BB ﬁ#mwﬁﬂﬁﬁﬁ&'§+m% B~ BB~ BAES ~ 5
A~ ¥R BHR-RE B EL R BIT%

73



A BRPREASHRLFAREEARGA T - LA PFTHRE > BT HH
Wi EEENRZIMBEAAARGHG - £ T PARARPEEHE, ¥ FH8EHK
B THARLARERNE - BLEARSF SR BHFAGAMELA > PHoRG
AE g - BARFEILE 244818 - R PR FHFEA 1662 8 - HFEfe L3
R ARBTRA LA 47T 8 > FREZ - KIVKIEE 477 B8R R &3
HAMGBE  FHOERARD - REAWTURABEA Y > SMOABIHL
BllbRe R —HHA R EH N RELAABRAGHAFREFHARS 46T 63.10
% @ B BAMGLLFIRERT o M BK R ZHFRL T B 4oB LR
RE&FF  PHARR AR BRTFROAKRITEREEERERME -

FEHHEMLEGE | Type Token P34

s 2448| 391778 %4 +278689 #1=670467 273.88
% 73 1662| 175824 £+127179 $=303003 182.31
BB F kA by | 477 125582 4+90927 $=216509 453.90

RZ TP R PAEHE YR ARG 4 ER RN

By | HE | BE | A | X3 | 58 | H4b (EH
EHEHLE 262 41| 26 3 2l 51 5 390
L@ 4 E (e EHALH) 371 17 9 0 0 8 of 71
#®EH 2 0 12 0 0 1 o 15
i H 48 0 0 0 0 0 1 of 1
FLE 23 301 58] 47 3 2 61 5| 477
1B 63.10%| 12.16%| 9.85%| 0.63%| 0.42%|12.79%| 1.05%|100%

#w TP HHRPAEHE ) R RS AR L FEASES TR AL FRZ R MH L]

EEAO P RMASHNH4HILEEAELAFSERF L RmR" - WEREHRK
MBRZEHARBEFHLE > VETHAELELE - H30R > HEHHA
BAHELRLAGLHARETE S8ETA 17E - EXAALEEHAEEHEIH
Al EXLANGKE 4R TBRRE c E—BRENRMLEHLEEHHT

"R RAHERLERARGALLRBEAN TR AL EWES A AFS L

LBLE - HEAREH L ,

— B FEALE ERAANIOLAREAAGEALE KL THRE, BE, B
B, BE, RE... e

Z $EAE (FE4LE) AFLELE > TUIA 4R THE, %, BR,-

ST B TRE, BE, FE SRAAZLARBFHLE 0 Hlde
LBEFIAL AL EFHEE -
FHERRL BT RIEHAEY -

CHENCARSHETHEFNENLANRIBE > A - AR ERLREHES

WoRRE RS, R, BS, XS, — & R, 8%, £F, 8%,

W BALHEAREBHEY WA —EEFLRELAERE TEE -

74

m



HBEARERS -
9) a. feAaBRIRM - (L E L EHT)
b. ARHEABRIAE S - (B ELHBHLH)
(10) a. REIEE&BERE  RAELES? (HELBOHH)
b. te#k TR FTZMEER - (RELHNELH)

HE A _E 8053 A o1 8939 79 28 S R Ao & B 3B 7 AL A F S4B 9 B 45

— - EHEERAEEEE

~iﬂ%ﬁ%%ﬁﬁ£%

- WEBPGEEEES BEH ﬂau\ﬁy—‘h&/ﬁ"ﬂif*g‘% ERHEEH
Hkﬁﬁéﬁ*ﬂﬁi@}+ﬂﬁré‘u

C BEHFRATFA B -KRE T M FTARNEELE ﬂmﬁzi
BEENEABRAER @S FHR Ty,

Iy

8

BERAEGME  HEHH T AAALAHSE AL EEECHEEE
EWTHR B EHEAR TR A -R-E-Z -, HBENSBESHHERE
LTHREBEEFRFRTAARAHEEE - HHELEHANRLARLER - K
R EHHHANE "y L TRRAEEEE -

3.2 %39 7 3R 85 Ao 38 b A & B 3

Edf‘éiﬂmﬁr‘**#%frvi%mﬁ%éﬁﬁﬂﬁﬂ% HKAARARHEHF > F3tmKk
89 RAKEHFAFTERBELEY ARNFLEBLEREHERESA
ﬁi%%%i%\m REAGFAAGITBRFEERUASGEGNAH L RO
KRS - ARXWHA T HREHWTRABRARE  RHHA4E "TH, W
RERE BA%KE "o, HTEHERIM M SARE LA ERY - 5
BRAERE | P 4689 EH S FH R BT BG A 0 ROV PR

# 500 B% 3 0 Bt S EAMGHE > FINKE -

7 | HME | BE | M | EHR | £F | e | AR
#HE 182| 182 91 18 6 7 14 500
EER:" 36.4%|36.4%| 18.2%| 3.6%| 1.2%| 1.4%| 2.8%| 100%

RE R FHEHEHF T KL E T @R 6 EEFE L LB

bk —Fo kB BB B EESHE B LA T - 4 254% L H 2] 36.4% ;
HAESFRABATE > # 15.6%% 2] 3.6% 5 it 5|fois B &R0 Lbfl 3 & K K ey 4
b (34.6%Lk 36.4% > 17.4%1k 182%) - T ALEFi A A ASE F > W E $HE A E
REHEORS > KA FR L TFRAELE - '

75



RAERBARERE—HRARLEY - L EREHALE > FRKIFVRE
e HPEEE /G ES P LB AR LARBABGLE - F-BHAEE
EAREBRALH EARE - ARRAR 0 MK EN L5 30T A
BEEE - ERBAMHERF LA EGBEHHENFLE IR FTAMEE
FE > MAGKBEGLHRES  LRAR  HELAXPREHEART > X
EHREACIMOERRERIRNEEGHE - R EHE "RE, BEHA "X
G AR MRS B FRRERT
RF D HBOR) REEHEHEFZEAERARE  EAHBATA -

R3E(17 R) + RFEEF - RBHEG - REHKEA
¥4 CHBOAR) AERELERBITNERGES -
EHE(6R): LB~ £iEAKR

FoBERAENEE G ESFE S L RMBMLRE R - @7 SRS
W LARBRBAREL - Sl EHAT  TAR ) —FANIERREXIS
HMATRBEG - RBHEG "R —HFHETERERS AR Ty, -
BESF L Lt T XS RS HEERETA T4 BE - E6AK 25
B KRG OEBRAZHE THBEIRK - RAVT RF bR A SE AR
B o BATHE—BMBENERE  REFBETEG IS - ERMAGER
BHLPEBR S OEHEE > REHPBESHFGLFERBETHE > Mt
EF R RE LS o 4E T E ey 4689 ME1E8rE T A 262 EHFEEAH T E T2
¥ K 165 EE4 —+ A Loy 53 - B BHFAELEN TR/ LHIR 364%
EH B = H L R HE T T HE 2443% 0 EEH TR ELRNHR
XL TS 20.61% - B EHAELEH ERELHAR 182% » 54 +3 =+
FLFGEA T TER 11.07% > L5 —+HALERGHF T XBKT F2]
727% - LRRR > B LFEBR S > SHEHF AR » ERTFHE
HEFBESF S ESHASH I BLFNMBEN - R ERBESF AR
R B 58 - HEXNBMELTUE REHLANRBER S > LI B LHIA
& o TPARPAEHE ) PEHLARB T RR O HEGHARE Bk
67.88%% ¥ 7837 > A-FREELZHFEIHILS (364%) hHfE - Tk
C FRBIBAZEREE 0 AEHOLARBAREL -

#3 | HE | RIiE | MM | Td | £3F | He | BE
|\ R R R BB 182 182 91 18 6 71 14] 500
Pt AR EE| 364%| 36.4%| 18.2%| 3.6%| 1.2%| 1.4%| 2.8%| 100%

GRERLBHTE| 153 64 29 10 1 4 1 262
=+ 46 % #1882 | 58.40%)| 24.43%)| 11.07%)| 3.82%] 0.38%| 1.53%) 0.38%| 100%

Ve E BG4 =+ 112 34 12 5 0 0 2| 165
# LA L 4 3 e $h29)| 67.88%)| 20.61%| 7.27%|3.03%| 0% 0%|1.21%| 100%

RN D RBEHEE P EME A bR g e

76




RTF R EEEfp EERA AL Ll RESFE"” R ES s ES

B L E P OBHRARRE - :

OB RS s P A BY o T B R R
PR B AR WAL B B¥ AT R MR KK
MBS EESR - BB R LR B 2B AR A - XD
HAK-E2F RE B -RE-EFLH BN -AR-FHE-BA
BAEE M- HR BB BE > RE LR £
Bk BB 4B RF - EFBK-RE-BH G HE
DHE - BT - UG~ 1E B AR 8Y -\ E - BB AE
BESHBEFH AL R - &0~ k.

BE: X6 -ER -EH - LF -HE -BRE AL ¥ -LE-ZH-
EEE AT A BiAe B B W M4 BA - R
B X BUE KA AR HECRECRE RS wE -
PR BAE B at s &Y.

$e X bty 39 I S0 26 39 P9 90 B A B A A A AT AL 46 ¢

— ~ HHEFER A RE

= EE BRI R

A AR YRR EGFE R RS BERBLBAL

w9~ K 9y 4 S 4 00 3 S TBLRE R 31 A 4
LT SERBREREL

Hib o A2 AREBG T HREAEHE > ROORLFREHELEN TR
Mo AR HRALEEEMABOEEFBESHATUELFRAECARMER
Eobsh o FAMEHFRELAFG  BMATREABRERARAELSE > @
FAEHE - —R > Eoiill » MESHFMELENMEGHR ) R HEHAG
HRERNRERFCEEFEE MRS ERBREEE - A wRALF
BRI SBESHESLATE—ELE ETHAAMRE  BZBEEE LTHEALSE
BELEFT T o THT - Al ERBEHNES S REBLFANEBRA
A LRBBAXHHBEE  ARBFHR" -

" bR s AR R E A EE AT M AEE MBS AL AREE S LB N e
AR RRSBELEDHEAFE  MFER THBEI AL - EXENHRARKF R
EARANARSL  MAHRARKGRS B BEFAMATHBALHHELEEHE
BEREE - ASE - AEEF—RETE2 LG5 FETARECENARE
ah THFEMER SERESRAEFEEHE -

PERRE(1BIMXETRIEL TG HEAEALF QL RERKELSHE  f—
AR ERLVIGOE  BREREELHE S B LRA6H Al 5 ABELH -
sesh o RARAEE LIS XETLRE TEEKI LEJ ERBEHG I K -

77



EFIBE 0 EB-KE D HEAR - FERH
| RE-LZF 0% ALK - BEEH
EB-H 3 M E B KA B

RB-4E B LA E - BT

BEB

4 38

BAXY  RIVER THHEKERRSARARR SR DS HOM G §E
2> FAT S B F B B Ve B30 2 B S RSB R AR B e K35
fb 0 W T RRERAAE K G -

L T R 35
| RERE |RT ol i 3 =]
AEBERE AT [RT [T (F8~ HERR
BERERE |FT  |[FT [T (8/R/E/EA) [T
dHBERE |FT  [FT  [RT F T
KEEFIFERZ BERZ BERAE B ik
HWERERE BRERE |BRERZE|T (8~) BERZ
RERERE BRERAE [BERE T R BER

R BREIhEE - Fo By ARk R A R FE A B4R

WERS L BFHRARATTUACEIEEREE  IAKREHART T
e X BT hEBAT  —E AR I8 > B4k AR RISECH L Ik
# o BIMBAHZESBEL AR HHRELHEE RS0 B TUREY -
AUTHRFRIAEABRAEZERBBATEGAFNBALSELIHE
Fdo E ey B BRI EEARNG L HILBRE -

4.1 ¥ KAk o
RBEMGEER  EREESHENELHEHEE  FHEREHEST AR

"R ARGFAC RS ERRERENE AHSFREFASHESE RATA
oG FOE S ZEHAL > GRTUABEMBERRE "7 RAKE "F¥ - %E
FTRLEERSE TR FEF c wREREFIFLE > HBHHARTPHEHE - K
REEE N PR o #&k3E Vendler (1957)649 548 » ERET H R w9 # © activity - state ~
accomplishment f= achievement o i $3% f& 3% B & accomplishment » Fo 8 4% (activity) 3%,
K& (state) R R - FROEFBTUE M HEIAERS BT EZRARAGERL  #
% B, Huang et al (1999) 34 & 7& & & %(1999) °

78



M HAHREIERERN HFSAMKEHFNESBARARER
Ty ERMRBEGMRBETEATRERA LGOI - KBERE - §
fegyEfk BB e £ R AN T T EHME  (eventtypes) - #14E B3 8y
FHMEAMS FidR AL AABRMATUR "THET T AHE T H
€ AHNEY THe, BEGHEEF—EARE S KEHRSEHBERA S
2 RAERTHB XA AAUARR TERBT T EEE CTRER, D A
K EE A R 0 PTAT A LA E SI R RS R TREE - L
BWESNTAHLZERBAARE G ESHAREGH G ERKE  ELTR
BRAFHMEHERMERY -  RVVAZEMER LR ER _F i 51Hh £5]
BER - KERHBERBEB LN ETLETRARBE T FEOKRE
REBEHEATHRE MIEHES A —EABIOF4H AAREKESEA -

HIFHNBSEHARLT R TARBR © AT RIVEEH L5648 - LHE
LSRG E SRS - AMB R EARERAREROBE
FERESEE TS R TP S F TP R

4 Chang et al (1999a, 1999b) F# > #1411 5% 3R it 7] ) 540 7 A K46 8 39 69 AR
AR ARSI ETRABEAMEFNSEEEEIEEHMOBUARILET S
HA S LIRS - R HFR G REMSEILOTFEAER > £EEL
REEREFHFNLRANTHLEHBORR - HbAHA A d —18 X 283
F—RAEAERT,ELS —EZHNAREEZHAAGERMNG  —BRAHEN
HAUGMG AL EERPEIRER . FHIHAREHENMNG 0 &5
L&l EH e Bt AL "REFHF | XA TFT—HEXE 2B
B EHEHE LRI BFHENIELEIGHEARESZHEN AN EHH
FRA PRGN IREEM L 0 MmIEL T EEAP R A ARG N EHENL - B
EHEHHIL LS R THRLMEAE 27 HFMAENFARMOBAIL @
FEFIEEmREHFRMAEEEIL  EBRIME—EFHALE FEEE
KRR BZGENE— AR ARETIFHAHER > rrAEaEEAF A
BANHA - FRBRALHFHE -  SELRRATALFIGEAFELEEBHMER
B ERFERA—HFHhOMERF > RIMAGEEZHTHOREKT - 7§
AXBRHELEFAGERMEORR > REERZHBMES > BLREHRAREK
H o BERARBMTELIN GRS A REHEX Lk 535 -

EESHFARERERHE  CEAFREELEEEE L b E#EER

PO BREGHATRIESRENAY > ARATUAR TRETRR T AEER,-

© Bl o £ TRHEBRIE HARERR D) P THIB, BET EFHOFERE T
BABes ¥ 1884 BETLFLORE TERBHWS  + T8iR, M
FHBATHRE -

79



RAGEF - BARAZTELREANEFGFAGLHER - 2L HAT > &
WEFEENFHNERAER > FERAFHHBE > LAES BZFH
BER - BRES —BAEHE > HE&RET—ERE > AAREHGHARGMEK
EREFHSEL  BRATHUEALENG A TERMG EREREATE
HEKRE  IFUAFRRAERERHE - LR ATHRZABMSAM IRy
WA AR BEERAEEEERAE - ERMBHAEAL —EHEFOFH (5
EEEAXR) RARAARNAZLELENMERN (PEERAL) HARGAE
—HENBS ARG ARFHABOAOEASHFARFTECFAETEEREE -
M EHGHFEGHFENIERE R T ELAN S B LA REA R EALE
S BET UK CHBEGGEEE - o REZTHAE LHEE T LA
EE¥E "TREM | (disposal) %#y "42 , ¥4 (Liand Thompson 1981) > i
RE R B LAEATIEARET - '

REGHANEFMRR %> LA LEERH - LT GHAMEN—BATENFE
EH# > AFHERABSLECLARLCHRABTRELE  BAKR —EFH4
BARE  BERFHEBRT BARERHGARAS - BTEERABETHATLE
BREEF LTI T FHREE R ENEE (telicity) - AR B FHEFH
HE CRRBAFHEHNERLE—F > EHEGGYH - Btk LEHFALE
SRR FHBE LEARESNE  AELEFRENHLA T OBEREEN
HEPEY  BLRRAHBEREHFAETEHMEELE -

AEREHREL HAEFEFNGENEAEE c WEHRAFELBTHMARE 12
REFIBFAEHALFAREBRS -  SHOHERELRTHEHMEROVE - H %
BHRALAEHFEMERTE AIURREMNEEZ  FLUEHARAUARLES
EEhfe - ERAVEFHERTY  RPAEHOLARTAR - LT $HH
RAREGBMAREL ARG HEX SR L3 - 4iE0E » ZFJHE
BERREZANEE - X TRB, Fo THR) A6 AEREEHF £ F
AR ERE ) TR EHEGE RN 70% 2RS40 5B MERD TR
ROBEFHLEHEEHHEE B TRELG KREHG KREHKA -0 T H
Ry REFIEE > AR —EFHETHETEAE RS AREE 27% » ERATEAH
A FRBEEEHRETA » AR THR ) BEFHLEH8 M OETEER
DA ARSI TFRTF o Bk THhR v THEFI ) B THIR ) fEREY
hlE 68% R ESMAFALBTH IR B2 THRASL ~ FRKE -~ 3
BRI B ST HES] 4 BB b pI1E 12 1% 4845 do sk - B bfo R4b 3 5] 838 — 4 o

TETRE-BRE TR, FIRA TRE ) Ol ARERAFHOBENER
RAF GG ARGAE - ko o TIE ) REMEF 0 THE, RIBFIHF 0 KA
TR TR RHBE 0 EFR TEEHBRE ) —REAm LRSS BR TRE
HBMEEEE KR TRRYBEHL - '

80



TG Afe L E SN G EMEERS C BITFRAT -
- ARER(16/23=T0%) : RBEEF ~ RJFHE - KBHE
BHR(Q22/81=27%) : BRI E ~ BRI X ~ HREE - FRES - BRI -
BREE - BRER - BAE - FRAEER
HEAR(19/28=68%) : HEIR % % ~ HHIR KR ~ PR T A ~ BRI AE
HF(13/125=1%) : HFIFH KX ~ B FPIF & ~ BEFIRA ~ HFILE - BEFIHHK
HEFDEF ~ BEF) %R

AARR  AEHPRBENACLIESHRAOSLEFHANERS > BA
T AN ERBAT AN RELOARE S —EEAF4HBA - %
KA — R A ESAMHETUEE KIS LB 5p| FHH %0 EEL
$ > EHBALEGESAEEEBOMEAGS £ 3.1 18 P R/IARI L
EEEBHSENALARENE  LUHAERLOES 42 25%
A BRETR c AREEHRPTREEHPNALNHLEHBERCERETRE B
ZHFA S —EEE  AFUHANSVEBABEE B ES ARG
A oo R 0 HLEE NI H E B ﬁ'%éﬁ%}%ﬁ T IRAK - BRER
LM FHEHHANNEBRERTE T ATAEEXIEE - HE—FRMHE
HEHTERERROLELBARAEE BN - |

BHEBHRAGEIEESFRA TR - -R-E~42 -4, HMBASEHE - #3F
ERA  BRREHFA—RBESHEAAARE - — &R ESFRAZHHE
HERIFTX KR TRR B M At @R RA-B-R-E-F >
B HEGRESHAANRATHRNEANETNLZE - BMTAZBELEER
MAERIVEEXESE nAEREFEEE - R "R, BAf #R "R%, RE
BEXKESF > EXERRE T2 BEABANEH > Ml T, wE LN
e Bk EMALEATHRE TEEA ) sk BHMmE > ATESARE—E
FHBA (L4h1t) i3S > FEESHEALRRS © 48t > BB ES
AFEEBENAKXERTIAR RAELEFHANBEEE - CIMELEERE
REBHAHRAEMGTONERT > B THREEHER - Z£H 8K &
HUEEHRB AN EE - ABAZMGELRE - EHMBR > MAS S wiE
ERBEMTHIHERE -

UREHRIFGE S RMEERBFATHREK - RREEB T FREAHHF > M
DER e B LR AT SCEOERER S R o 2RE RN HBEGF RS G T
KBRS AP (R B R E A G HF T

(11) Rpedi L2 Bb 2 R R B A - ...

(1) TR RIEHLBE4R AGBRINT - $IF-FE - K

FBEE ...

81



(13) BB 448 — A B 4 6 B R0 -
(14) 4,57 %48 7 Fl & 360 EAn T4F -

42 Wi L BB

BRNBRER ThARZHAHIAMS L RFBTE LALLM
HRE EEEPEEEAREEERALOFALMEEN - AARR > £5
B PEEE RRANM LMK R 0 MEER R LRGN L MIE
K o RBAXBE R TE B R RS BA R E % E 6L IR
%t EFEE%BEE $3 0 MK 83F X %BIGEEHF o 6 EFHFR X BB
e - BT E IR ER ISR RBAXN AR — XHEAET
EFHFEHEAER = XEAZT AEHEHRBBESHF = - HHHHF
ARAEEEBREE - Bt KNBHARRRABGLMEEELTF !

LMILRE D EF] > HE > BE > b

BEA ESFFok— P EFBS BB ARE  LRAR  AREES
FFAASOARELDILBECRS - b EAABLDILERXNFOH
FLAERLFLMILERF > EREGEITHY  RZIAKR - BMAREIRAEE
R e A TR RE > ERRFRBOHAHA —CHRAEEEEE -
3248 F 0 BRIMFIRT L ENBIESF B THIER K > CMRERE
KB HRERAEERE - SHOpTFA TPRRTEBHE, TRELE
ARRBDELFPELHERTR - |

BIABRRB G LB EMRRAEARABE B 0HEAEE S - REE(1989)
13 "HEIHHFONERAGLFE BB ERETY > AR T H TR
PHAZREARER  BUARTHSEANFOHBRTXEN BT LR
BIERAAREBE IR HFAGHRLEEFAARKRLTHE

/LR HEA<BAX - XBRA - RERX C HAX - MieX—> sl gy

(GE7) (GEF) (£H#) (RE)

BEE KB EAER  RNRARES RN L DILEARIK  EAEEE
RAMXEF (BPRESHF  IBHRTEMR) T RRLBGHA - N
By EF RIBIBR 0 AFETRE LEBE 0 RBRRIBLATIR GBS
KRB o ABEMBERAINE - FRE Tl E K B L BBAN Y

B kEE(1990)BAHE R FAHFLER LML R TEEE AT s (o &
EHH MEFE) CREMET > CRURLFGERAIELEH > B ARRALE
 HAPHEE B LR AR RS ' -
| 82



HELLB RO RN EA THAGFE A R REBAHEHE o b4t R OREEd,
B rillAgEeneiEatiig - KA KGH FRE R-?fa‘iﬂi#ﬁ%%ﬂﬂuﬁ%&#ﬁ
EMmee st (FLAER1T) MLAREMEHRY

s &R

EAXE > BAVERRE — b H RSB E NG ER - FEERATHE
MR XE WS o RIFIAREMOERNE = HEBRABERE > BEHEK
BEFE&H LA ARYELDESHRY S KEBRBAERE > HEIHNNLEH
TRE— S H B A BB SR ArENH - BHEOEHA  KESFELEHE
B35 THRERHEREERHE - BIHAMEEEBOMEG% - LE HPEAE
RIBHIAEI R ~ WM B R RIS - Josh 0 WK B3Ae e BB A A £ KB
K — byt  REHAGEEESENBELARLER > BEHHEEE
BESBAEUNTR - -R-E-E -4, AHEE0HE - 5E - F -
EHAfp ES AL R EACRA A BHERN L - RBELERA » £3HE
g RIVEAERRAE X EQEAF RIS DG E LA RV BB IH
P M ARE - ERUMARBEEAZEHEARNERRFENES > 2
AARF SR FRMEGFRT 4 BB A o R R ML Fdd
REHEHBFANEIHORBAEY > BALTBHGZE - §Ehosk 0 BHEBR
EXFGOMAE ABNARRELRGME -

AETER CETMRMENLERLAEOREARA LR AR ERMR
% 4  (Levin 1993, Pustejovsky 1995) &M% 7T B ek LHF LHE
BHEEEARABA LR AREEOERER > EHARETRERE—
Y AMBAXTHRYEEIIRNA ST ORELTLBANELE &
RENSEA TARERFTEARONG - AE > B AXORE &1L
REHSEA LMLy —EE > BHEETAHAMBOER - ABEF G B
XEHASERL AT TR fkd s RABAAEL - RIVF B R
HEREAPARKES S DREANER  FERAR - SRAABEAEE
AAREOYE  BHERNEEAFRAERBEAT QKL S HHE -

2#4%8:

KIEE - 1987 » “EEFoRRIE” R BB LEHFTF HRAE -

BRALME 2% 1995 “F X TH-4 , ARLEHE TH-4 | hELEHY S
W7o BAEHABTEMHERXE A LB A

83



RBE 1989 ““EH+ LT EE T HHFEANRLEEME PRE
1989 £ ¥ =% > 2 186 £ 190 & -

REIE 0 19902 “BE T HBEHEABERAKLERAR” ) LBEHRAESR
1990 =% —H#3 - £ 141 £ 145§ -

FREIE > 1990b > “V B4aE @ V 4B HE7 ) MLHGREHR - A THEIR
1990 FFwasdy > F 1172 123 8 -

RER R REA= 1999 “HEHHAEB IS N - AEEKAF X
Working Papers on Chinese Verbal Semantics (Vol.I), ed. by Kathleen Ahrens,

Chu-Ren Huang, and Mei-chih Tsai.. Taipei: Corpus Research Group and
Chinese Knowledge Processing Group.

Chang, Li-li, Keh-jiann Chen and Chu-Ren Huang. 1999a. “Alternation Across
Semantic Fields: A Study of Mandarin Verbs of Emotion.” Proceedings of the
13" Pacific Asia Conference on Language, Information and Computation, pp39-
50, Taipei.

Chang, Li-li, Keh-jiann Chen and Chu-Ren Huang. 1999b. “The Semantic Properties
of Mandarin VV compounds.” To be presented at the eighth International
Association of Chinese Linguistics (IACL-8), Melbourne.

CKIP. 1995. A Description to the Sinica Corpus. Technical Report 95-02. Academia
Sinica. Taipei. .

Huang, Chu-Ren, Liu Mei-chun, and Mei-chih Tsai. 1998. “From Lexical Meaning to
Event Structure Attributes: Across Semantic Classes of Mandarin Verbs.” The
6th International Conference on Chinese Linguistics/The 10th North American
Conference on Chinese Linguistics. June 26-28. Stanford.

Huang, Chu-Ren. 1998. “Classifying Event Structure Attributes: A Verbal Semantic
Perspective from Chinese.” Chinese Workshop. The 1998 International Lexical-
Functional Grammar Conference. June 30-July3. Brisbane, Australia.

Huang, Chu-Ren and Kathleen Ahrens. 1999. “The Module-Attribute Representation
of Verbal Semantics.” Working Papers on Chinese Verbal Semantics (Vol.I), ed.
by Kathleen Ahrens, Chu-Ren Huang, and Mei-chih Tsai. Taipei: Corpus
Research Group and Chinese Knowledge Processing Group.

Levin, Beth. 1993. English Verb Classes and Alternations: A Preliminary
Investigation. Chicago: University of Chicago Press.

Li, Charles & Sandra Thompson. 1981. Mandarin Chinese: A Functional Reference
Grammar. California: University of California Press.

Liu, Mei-chun. 1997. “Lexical Meaning and Discourse Patterning — the three

-84



Mandarin cases of ‘build’.” Paper presented at the Third Conference on

Conceptual Structure, Discourse, and Language. Boulder, Colorado.

Liu Mei-chun, Chu-Ren Huang, and Charles C.L. Lee. 1998. “When Endpoint Meets
Endpoint: A Corpus-based Semantic Study of Throwing Verbs.” The 6th
~ International Conference on Chinese Linguistics/The 10th North American

Conference on Chinese Linguistics. June 26-28. Stanford.

Liu, Mei-Chun, Chu-Ren Huang and Ching-Yi Lee. 1999. “Lexical Information and
Beyond: Constructional Inferences in Semantic Representation.” Proceedings of
the 13® Pacific Asia Conference on Language, Information and Computation,
pp27-38, Taipei.

Pustejovsky, James, S. Bergler, and P. Anick. 1993. “Lexical Semantic Techniques for
Corpus Analysis.” Computational Linguistics, 19.2, pp331-358.

Pustejovsky, James. 1995. The Generative Lexicon. Cambridge: MIT Press.

Smith, C. 1991. The Parameter of Aspect. Dordrecht: Kluwer.

Tenny, C. 1992. “The Aspectual Interface Hypothesis.” In I. Sag and A. Szabolcsi Eds.
Lexical Matter. Standford: CSLI.

Tsai, Mei-chi, Chu-Ren Huang, Keh-jiann Chen, and Kathleen Ahrens. 1998.
“Towards a Representation of Verbal Semantic: An Approach Based on Near-
Synonyms.” International Journal of Computational Linguistics & Chinese
Language Processing, pp62-74.

Vendler, Zeno 1957. “Verbs and Times.” Philosophical Review 56, 143-160. Also in Z.
Vendler. 1967. Linguistics in Philosophy. Cornell University Press. Ithaca, NY,
97-121.

85



Semantic Representation of Verbal Information —
A Case from Mandarin Verbs of Judging

Mei-Chun Liu, National Chiao Tung University :
Chu-Ren Huang, Academia Sinica
Jia-Ying Lee, National Chiao Tung University

All correspondences to:
~ Mei-chun Liu
Dept. of Foreign Languages and Literatures,
Natl. Chiao Tung University, Hsinchu, Taiwan ROC
E-mail: mliu@cc.nctu.edu.tw

87



Abstract

This paper aims to introduce a recently-developed framework for lexical
semantic representation of Mandarin verbal information, using verbs of judging as an
illustration. ' The framework (MARVS) takes each verbal sense as conveying one
unique eventive structure and seeks to represent all syntactically relevant information
with modular and attributive characterization. By exploring the semantic-syntactic
interdependencies pertaining to verbs of judging, the study is able to identify the
meaning components that are crucial for syntactic distinction and ultimately
represents the semantic information in a systematic and principled way with MARVS.

1. Introduction

‘ Semantic representation has always been a central issue in Natural Language
Processing (NLP). At the core of our semantic knowledge is the complex
information encoded by verbs. The question as to how to fine-tune and distinguish
the meaning lexicalized in each individual verb remains to be solved and presents a
challenging task for semantic representation of Mandarin.

1.1 Semantic Representation and Verb Meanings

In order to represent verbal information, efforts of research have been made to
identify the semantic factors that are syntactically crucial and to work out some
general principles governing the mapping between lexical semantics and syntax.
Traditionally, the main concern on verbal information is limited to their
subcategorization frames and semantic restrictions. Most formal theories of
linguistics assume that verbs are the structural head of the sentence and hence the
concern is how many and what kind of argument(s) each verb can take. Clear
distinctions of verb meanings are treated only as general tendencies in selectional
preferences, and the semantic details of individual verbs are largely neglected.
However, as pointed out in Liu, Huang and Chang (1999), recent development in
lexical research has shifted the focus to investigating the grammatically-relevant
semantic properties of verbs. Researchers believe that the full range of syntactic
realization of a verb depends largely on the meaning of the verb, and attempts have
been made to define and establish patterns of interdependencies between verb
meanings and syntactic béhavior (cf., Levin 1997, Pustejovsky 1995, Levin 1993,
Atkins and Levin 1991, Atkins et al. 1988, etc.). In particular, Levin (1993) presents
a comprehensive attempt and categorizes English verbs into semantically distinct
classes on the basis of their argument alternation patterns. Pustejovsky (1995)
proposed a generative framework of lexical information with a multi-layered
representational scheme that includes Argument Structure, Event Structure, Qualia
Structure, and Inheritance Structure. His goal is to fully represent the interaction of
word meaning and compositional constraint.
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In practice, Levin et al (1997) has suggested that careful consideration of the
range of argument expression options exhibited by members of various classes of
verbs may help reveal the syntactically-relevant meaning components. Based on
corpus patterns of verb behavior, their case study on English verbs of sound (Levin et
al 1997) has successfully factored out the grammatically crucial elements of verb
meaning, '

1.2 Lexical Semantic Studies of Mandarin Verbs to Date

Lexical studies on Mandarin verbal semantics have just started in recent years.
Collaboration between Academia Sinica and National Chiao-Tung University has
rendered some preliminary results based on a series of corpus-based studies (e.g.
Chang et al 1999; Liu et al 1999; Liu, Huang, and Chang 1999; Liu et al 1998, Huang
et al 1998, Tsai et al 1996, etc.). These studies can all be characterized as exploring
the meaning contrast among verbs of the same semantic field by way of comparing
their syntactic behavior observed in the Sinica Corpus. The earlier works focused
mainly on differentiating near-synonym sets, with the goal to fine-tune the interaction
between semantic features and syntactic realization. = The scope was then expanded
to a whole class of verbs. For example, Chang et al (1999) investigated all
subgroups of ‘emotion’ verbs and pointed to the morphological make-up (VV vs. non-
VV compounds) as the key to their syntactic variation. Liu, Huang and Chang (1999)
explored verbs of surface contact and found that this group of verbs may take either
the location or the substance to be the object (termed Locus-Locatum Alternation) and
can be further divided into three sub-groups in terms of directional/ locational change
of the substance. Taking the effect of construction (association of structural pattern
and meaning) into conéideration, Liu, Huang and Lee (1999) spelled out the
importance of constructional inferences beyond lexical specification, using verb of
rushing (#%) as an example.

As Liu , Huang and Lee (1999) pointed out, Mandarin lexical semantic studies
are advancing but remain still in a pioneering and primitiVe stage. More
comprehensive investigation is needed to identify the set of crucial semantic attributes
as well as compositional principles that have syntactic consequences. This present
study can then be viewed as one more effort in building a sound and solid foundation
for further exploration of the wonder and wealth of lexical semantics of Mandarin
verbs.

2. A Framework for Representing Mandarin Verb Semantics _
(MARYVS)

The studies mentioned above all lead to one important question: What would be
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a principled way of representing verbal distinctions in Mandarin? In Huang and
Ahrens (1999), a lexically based model called Module-Attribute Representation of
Verbal Semantics (MARVS) was proposed as a first step toward developing a
comprehensive framework for detecting and representing Mandarin verb meanings.

2.1 Basic Constructs

The model takes each verbal sense as one event structure conveying distinct
eventive information which consists of two modules: Event Module with event
compositional information and Role Module with salient participant role information.
Within each module, detailed specifications are represented as attributes: Inherent
Attributes are features concerning the semantics of the event itself and Role-internal
Attributes are features further specifying a participant role. The model can be
schematized as follows:

(1) Module-Attribute Representation of Verbal Semantics (MARVS):

Verb — Sense; — Eventive Information

Event Module = ---em-eu- Role Module

| l
Inherent Attribute Role-Internal Attribute

The model is built upon three theoretical premises. First, all grammatical
information is encoded in the lexicon. Grammar is information-based and lexicon-
driven. Second, verbs express eventive information. The identification of verbal
senses is then dependent on the identification of event types and event structures.
Third, the classification of information is twofold: structural vs. attributive. There
are therefore two ways to break down verbal semantic information to atomic units.
Structural components are viewed as modules while attributive information are treated
as features.

More specifically, Event Modules are the basic building blocks of the event
contour. There are five event modules:
@ Boundary : an event module that can be identified with a temporal point and
must be regarded as a whole (including Complete Event);
® Punctuality: an event module that represent§ an single occurrence of an
activity that cannot be measured by duration.
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Process: an event module that represents an activity that has a time course; i.e.
it can be measured in terms of temporal duration.

State: a homogeneous event module in which the concept of temporal duration
is irrelevant; i.e. it is neither punctural nor has a time course.

Stage: an event module consisting of iterative sub-events.

The five modules can be symbolized as follows:

(2) Symbol Representaion of Event Modules

a.

© oo o

Boundary .
Punctuality /
Process 1"
State

Stage AAAA

The five basic building blocks may be combined to render three event

composition types attensted in Mandarin: Nucleus Event, Simplex Events, and

Composite Events (for details of the these event types, please see Huang and Ahrens

1999).

The next section provides a simple illustration of the framework.

2.2 An Illustration with Verbs of Construction

There are three verbs in Mandarin which can all be translated as ‘build’ — # -

# - 14, but their meanings are actually distinct if we observe carefully the typical
object they take:

(3) Objects for Verbs of Building:

a.
b.

C.

HELE) [ F S BT
BUFFEIL B3& & KE
RTEERE SR ] E TR -

It is clear that 2 only occurs with objects denoting ‘building’, #E takes an

A

architecture as its object, while J& requires the object to have some kind of internal

design.

Their difference in the semantic requirement of the object (or the
A

incremental theme) also explains why only & can be used in the following sentence:

(4) TS E AERET -
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Since TfZ2ffi ‘engineers’ are not designers, they are not able to create any houses.

Besides, the three verbs also differ in aspectual composition. Only # can be
used in the sentence below, pointing to the fact that & may allow a focus on the

endpoint or completion of the activity:
6 BT TEE T=FTRBRAE-

In sum, although the three verbs share the same Role Module (all taking an
incremental theme), they can be differentiated in terms of Event Module and Role-

internal Attribute, as specified below:

(6) MARVS Representation of £ ~ 2 -~ i&
I « /llll » (Bounded Porcess) <Agent, Incremental Theme>

[architecture]
= « /I/// (Inchoative Process) <Agent, Incremental Theme>
|
[building]
5 « ///// (Inchoative Process) <Agent, Incremental Theme>
. O
[design]

To show in more details how this framework can be used for differentiating as
well as representing Mandarin verbal semantics, we investigate another group of
verbs — verbs of judging — in the following sections.

3 Mandarin Verbs of Judging

Verbs of judging, as a semantic group, can be defined as verbs that describe a
person’s judgmental attitude towards another person (or institute) on a certain,
presumably factual ground. - These verbs may be purely mental (eg. FHE ~ “Nq) or
accompanied with speaking act (eg. f878 - &F&). To narrow the scope of our study,
we first look at verbs of negative judgement. Its class members include: i ~
Bo#EEEFE OHEM - RE EE ER CBF CBR BR-E-
LB~ WE -~ BIOKR, etc. :

At first sight, we noticed that these verbs are quite heterogeneous in terms of

92



verbal kinetics, or the Stative vs. Active distinction:

(7) Distinction in Verbal Kinetics
Highly stative: i
Highly active: K& - &

It is also observable that the active verbs in this group can also be characterized
as verbs of speaking in that they denote a verbal act outwardly reflecting the negative
judgement. One immediate question follows: does the distinction in kinetics bear
any significant consequences in their syntactic behavior? To answer the question,
we looked carefully at their uses in the corpus and found that they have quite different
distributions in the following aspects.

3.2 Grammatical Roles

These verbs differ in terms of the major grammatical functions they may be used
for. Although they all occur as verbs, their distributions among other grammatical
functions vary. Among all the verbs, - displays the widest range of
grammatical roles: it may be used as adjectival modifier, as in (8a); adverbial modifier,
as in (8b), nominal object or complement, as in (8c), and verbal prediéate, as in (8d): »

(8) Grammoatical Roles:
a. Adjectival modifer: A R {ERE
b. Adverbial Modifier: 7K FR5EZITEEHIFEH. ..
c. Nominal Complement: K FER{GF LB
d. Verbal Predicate: #i{n# B A R#RAAEENTTHRARE

In the table below, we listed the distributional differences for six of the verbs in this
group:

(9) Distribution among Major Grammatical Roles:

e #LEE HE FE TIE =
Total # 178 833 200 93 86 272
Adjectival | 4%(8) | 3%(24) 0 0 0 <1%(2)
Adverbial | 2%(4) 0 0 0 0 0
Nominal | 52%(92) [25%(208)| 18%(34) |13%(12)| 2% (2) | <1%(2)
Verbal | 42%(80) |72%(601)| 88%(166) |85%(81)| 98%(86) | 99%(268)
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It is clear from the table that the mental verb--Nji, as the most stative verb in the
group, is most flexible in its grammatical realization, while verbs with speech act,
such as $§&, do not function as modifiers at all and their use as nominal complement
is also significantly lower'. This syntactic difference can in part be attributed to their
inherent properties in event denoting: Although they all involve some kind of
judgmental evaluation, verbs like N are Attitude-denoting, focusing more on
internal state change and thus more “attributive’, while speech act verbs like R -
EHE are Action-denoting, focusing more on the verbal act being performed as a
result of the negative judgement. Verbs such as #3F - #F8 are, on the other hand,
either Attitude-denoting or Action-denoting since they may allow non-actional,

attributive use:

\

(10) Attitude-Denoting Use with #itZ} -~ #H5E:
a. Adjectival: E#EHCH #tF7F #E L&
b. Adverbial: 3EfRIthFEZ AL

33 Argument Expression

When used as verbal predicates, most of the verbs display a similar range of
argument expression. They can take a single NP-Goal, as in (11a), or a clausal
complement denoting Goal with Cause, as in (11b): '

(11) a. Goal: B /#tFF /168 BUF (or BUNHIMEEE)
b. Goal-Cause: 3Bf% /LT /188% BUT BHTBECR (or PELT))

Aside from this similarity, a clear difference is found with some Action-denoting
verbs as they can also be used as quotation verbs with or without ‘Ef’, where the

content of speaking is taken as a salient argument:

(12) 2. UABFRR - STREMHNK -
Wrhdt A BFH | SEEEAN  TREE -

Among the Action-denoting verbs, % (and related members as | -~ BE&)
singles itself out as it does not allow any inanimate Goal, as shown in (13a), and its

' The adjectival and nominal uses with B are highly idiomatic and restricted, as show in the examples:
Ajectival: FEEEZEHR
Nominal: &7 —1HE (derived from {2, which itself should be treated as a verb entry.)
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occurrence with direct quotation is much higher than other speech verbs, as
exemplified in (13b):

(13)a. —FHE B, *BURFEaE
b. FALEEE ¢ fiERY > EAAIRIE
KR EREER -

It is obvious that & differs from other Action-denoting verbs in its specification of
the Goal-argument (if there is one) and its tendency of taking the content of speaking
as its sole argument. Here, as in English, a Manner of Speaking verb (i.e. &) can be
used as a Content of Speaking verb (e.g. i) to introduce direct quotations.

3.3 Passive Construction

It is widely known that Mandarin passive construction is semantically negative,
i.e., associated with negative evaluation. Therefore, we looked at the co-occurrence
of these negative judgement verbs with the passive marker % or 3. What we
found was that “\Ji, as a highly stative and attitude-denoting verb, is incompatible
with passive construction. In the corpus, N never occurs with passive markers

such as #% or &, as shown below:

(14) Occurrence with Passive Markers

i HLFF FE T5E i
Total # 178 833 93 86 49
% 0 6%(46) | 3%(3) | 2%((2) | 10%(5)
E(EI3Z) 0 8%(65) | 13%(12) | 1%(1) | 8%(4)

This finding is not surprising given that stative verbs in general cannot be passivized,
as an universal trend in most languages.

3.4 Degree vs. Manner Modifier

Another interesting observation related to the Attitude-denoting vs. Action-
denoting distinction is that the two types of verbs display different patterns of
adverbial modification. Attitude-denoting verb g occurs only with degree
modifier such as 5% - +43 + f&E, etc., while the Action-denoting verbs occur
predominantly with manner modifier, such as A& - B&J&, etc., as made clear in the
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table below:

(15) Different Types of Adverbial Modification

A #HFF FE HE =i
REEH | 178 833 93 200 49
Degree | 29%(51) | 3%(22) 0 <1% (1) | 2%(1)
‘Manner 0 6%(50) | 12%(11) | 7%(12) | 6%(3)

And again, verbs capable of either attitude-denoting or action-denoting (eg. #t
FF ~ ##48) display more evenly between both types of modification, as exemplified

below:
(16) a. Degree: 5&FUHLTFEBE
3y ECE S sl
b. Manner: EERHLFFFILAIHSBER
KEHHETH S

4 MARYVS 'Representation of Verbs of Judging

Adopting the representational scheme MARVS, as introduced in section 2, we

can identify the meaning differences among verbs of judging in terms of the
following Module-Attribute characterization, using “\j ~ #H58  $55& - B as four

representative verbs:

® With regard to Event Module, " differs from other verbs in that it denotes
a state rather than a process. More specifically, & encodes an effect state
or inchoative state (schematizedas - ), which allows an event focus on
either the effect or the durative state. Other verbs behave more like
inchoative process (symbolized as - ////). The difference between & and
82 /B can then be captured with a further specification on Inherent
Attribute: %% allows attitude-denoting, which enables it to be used as an

adjectival or adverbial modifier.

® With regard to Role Module, fii# and 3% both take a Goal or Goal-Cause
as their argument, while $§2& may in addition take the Content (direct
quotation) as a salient argument. In contrast, although B may also take a

Goal-NP, it differs from the others in that it does not occur with Cause-
argument; instead, it takes a Content-argument, as either a direct quotation or a
clausal complement. Furthermore, % enforces a Role-internal restriction on

the semantics of the Goal: it has to be animate.
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(17) MARVS Representation of Four Types of Negative Judging Verbs

A iR HE B |

Event Module : I i /I ’

| Inherent Attitude-denoting |Attitude-denoting |Action-denoting |Action-denoting

Attribute Action-denoting Speech Act
Role Module |[Goal — (Cause)] ([Goal —(Cause)] |[Goal — (Cause}]|[Goal-(Content)]
[Content] [Content]
| Role-Internal Goal: +Animate
Attribute

These four verbs are typical of four sub-groups of judgement verbs. = Among
them, the $§Ef-group seems to be the largest. It is also tentatively noted that the
four-way distinction may apply to positive judgement verbs as well, with
corresponding members such as = - &35 f’,@,,,\ Z=. A follow-up study is needed
to confirm the speculation.

5 Conclusion

This study has shown that based on corpus observation and analysis, the group of
negative judging verbs can be further divided into four sub-groups, each with distinct
syntactic behavior that stems from their unique properties in lexical meaning. The
representational framework based on Module-Attribute taxonomy (MARVS) was
adopted for systematic sense differentiation. The model helps to delimit and identify
the meaning components that are syntactically crucial and provides a principled way
to represent these features as well-defined eventive information.

Given that the processing of Mandarin depends largely on semantic information,
a representational framework that is semantically-constrained is indeed needed.
Focusing on verbal semantics, the present work can be seen as a preliminary effort
towards developing a comprehensive model for knowledge representation as well as
future application.

97



® References

Atkins, B.T. and Levin, B. 1991. Admitting impediments. In Lexical Acquisition:
~ Exploiting On-line Resources to Build a Lexicon, ed. by U. Zernik. Hillsdale, NJ:
~ Lawrence Erlbaum Associates.
Clark, E.V. and Clark, H.H. 1979. When nouns surface as verbs. Language 55: 767-
811.
Croft, William. 1991 Syntactic categories and grammatical relations, University of
Chicago Press,
Chicago,IL
------ . 1990. Possible verbs and the structure of events. In Meanings and Prototypes:
Studies in
Linguistic Categorization, ed. by S. Tsohatzidis. London/New York: Routledge.
Dowty, David. 1991. Thematic proto-roles and argument selection. Language
67:3.547-619.
Filmore, C.J. 1968. The case for case. In Universals in Linguistic Theory, ed. by E.
BachandR. T. . .
Harms, 1-88. Holt, Rinehart and Winston New York, NY.
Grandy, Richard E. 1992. Semantic fields, prototypes, and the lexicon. In Frames,
Fields,and  Contrasts: new Essays in Semantic and Lexical Organization, ed. by
Lehrer and Kittay, 10-122.  Hillsdale: Lawrence Erlbaum.
Huang, Chu-ren, and Ahrens, Kathleen. 1999. Module-Attribute Representation of
Verb Semantics.

Working Papers on Mandarin Verb Semantics. Taipei: Academia Sinica.
Huang, Chu-Ren, Mei-chun Liu, and Mei-chih Tsai. 1998. From lexical meaning to
event structure attributes: across semantic classes of Mandarin verbs. Paper

‘presented at the 6" International ~ Conference on Chinese Lingﬁistics/T he 10" North

American Conference on Chinese Linguistics. Stanford U.

~ Jackendoff, R. S. 1983. Semantics and Cognition. Cambridge: MIT Press.

------- . 1990. Semantic Structures. Cambridge: MIT Press.

-------. 1996. Conceptual semantics and cognitive linguistics. Cognitive Linguistics
7:93-129.

------- . 1997. Twistin’ the night away. Language 73 (3): 534-559.

Juffs, A. (1993). The syntax ans semantics of locative verbs in Chinese. ESCOL 92,

137-148. '

Levin, Beth. 1993. Verb Classes and Alternation. Chicago: U of Chicago Press.
Levin, B., G. Song and B.T. S. Atkins. 1997. Making sense of corpus data: A case
study of verbs of sound. International Journal of Corpus Linguistics 2(1): 23-64.

98



Levin, B. and M. Rappaport Hovav. 1991a. The lexical semantics of verbs of
motion: The perspective from unaccusativity. In Thematic Structure: Its role in
grammar, ed. by I. Roca. Berlin: Walter de Gruyter.

------- . 1991b. Wiping the slate clean: A lexical semantic exploration. Cognition 41:
123-151. ‘

Levin, Beth, and M. Rappaport. Hovav. To appear. From lexical semantics to

argument realization. | :

In Handbook of Morphosyntax and Argument Structure, ed. by H. Borer.

Liu, Meichun. 1996. A pilot study on Chinese verb classes and altema’tions. NSC

Project Report ’ ’ '

(NSC85-2418-H-009-003).
------- . 1997. Conceptual basis and categorial structure: a study of Mandarin V-R
compounds as a :

radial category. In Chinese Languages and Linguistics IV: 425-51. Taipei:

Academia Sinica. ‘

------- . 1999. Lexical meaning and discourse patterning - the three Mandarin cases of

‘build’. In

Cognition and Function in Language, ed. by Barbara Fox, Dan Jurafsky, Laura

Michaelis,

181-199. Stanford: CSLI.

Liu, Meichun, Chu-Ren Huang, Charles Lee, and Ching-Yi Lee. 1998. When

endpoint meets endpoint: a corpus-based lexical semantic study of Mandarin

verbs of ‘throwing’. Paper  presented in IACL-7/NACCL-10, Stanford University.

Liu, Meichun, Chu-Ren Huang, and Ching-Yi Lee. 1999. Lexical information and

beyond: constructional inferences in semantic representation. Proceedings of the

13" Pacific Asia

Conference on Language, Information and Computation, Taipei.
Liu, Meichn, Chu-Ren Huang, and Chih-Ling Chang. 1999. The locus-locatum
alternation: a lexical

semantic study of Mandarin verbs of surface contact. Paper presented at the 11"
North American

Conference on Chinese Linguistics, Harvard University.

Lyons, John. 1977. Semantics. Cambridge: Cambridge University Press.

Pustejovsky, James. 1991. The syntax of event structure. Cognition 41:47-81.

------- . 1995. The Generative Lexicon. Cambridge: The MIT Press.

Pustejovsky, James, S. Bergler, and P. Anick. 1993. Lexical semantic techniques for

corpus , ‘

Analysis. Computational linguistics 19 (2):331-358.

99



Rappaport, M., & Levin, B. 1988. What to do with theta-roles. In Thematic
Relations, ed. by W. ‘

Wikins, 7-36. New York: Academic Press.
Smith, Carlota. 1991. The Parameter of Aspect. Dodrecht: Kluwer Academic
Publishers. '
Teng, Shou-hsin, ed. 1994. Chinese Synonyms Usage Dictionary. Taipei: Crane
Publishing Co. '
Tenny, Carol. 1992. The aspectual interface hypothesis. In Lexical Matters, ed. By
Ivan A. Sagand  Anna Szabolcsi. Stanford: CSLI.
------- . 1994. Aspectual Roles and the Syntax-Semantics Interface. Dordrecht:
Kluwer.
Tsai, Mei-Chih, Chu-Ren Huang, Keh-Jiann Chen. 1996. i Esaiisimue B35
=T} A =

Hjj - Paper presented in IsCLL V, Taipei: National Cheng-Chi University. In the
Proceedings of

the Fifth International Symposium on Chinese Languages and Linguistics, 167-
180. . :
Tsai, Mei-Chih, Chu-Ren Huang, Keh-Jiann Chen, and Kathleen Ahrens. 1998.
Towards representation of verbal semantics -- an approach based on near synonyms.
Computational Linguistics and Chinese Language Processing 3 (1): 61-74.
Vendler, Zeno. 1967. Linguistics in Philosophy. Ithaca: Cornell University Press.

100



B X XA B 8T Z AR R

R BRIR &
REARKEARALE A HBAREFTNEEZA
ksj@volans.cis.scu.edu.tw ~ jnchen@mcu.edu.tw

X2 # (Text Categorization) R 154t — @ FABRFHRMNE - ABHMER
Bk RARBETXHRLBEHEAMY - AT ROBARBELRZ &
#ETHHARMMEE - ARBRE - aHET| - RRFRBERKEE -

%Miﬁﬁﬁ%m%’#éxﬁmﬁ+%mi%%ﬁﬁ(&mM)*R%Em
S AR RRAEN R TR AR MRS T 0 R
HESYE ARG ET SRR AR B GRE - ANOTFREE R 05
FIA 60 AR A5 > BV A MR T R M mAAE - @ LR
BAERBMABE - SHROELRREEIRKHRTI 22 BANEE X
PREBRERRE -

ARERE-—BARANBRAX ORI BALABRERY > BNFER
HUEs  BRESEARGHIMARGIBRERAMEEHHE - RN T
2F, MM ERAT SRR SRBE R %R - 55 LAH TR
g% (1) B aua s AR Mg (2) REXSBRERGEIR (3
) BEHBMBIEE LBEA XM -

L &4

B & X ¢ 2 M (Text Categorization) Rigét#t —QFAREFHHIL  £BAH
etk WARBETXHRLERESETMBRR - X TROBARBAFYEL -
& o E F 544 B 7 ¥ i% 8 (E-mail and News filtering ) ~ ‘ﬁ"%ﬂ.ﬁ’#‘ ( Information Retrieval
) ~ B% %3] (Automatic Indexing) - 3 %35 EMH (Word Sense Disambiguation )
% -

137



EERRB e EHRRT » KGRI LH B - R - Internet #4544
EHSRITR > CEBE—MEX - 060 5B o 2 M X2k KBk 00 34 F
ERAEMEZEOEE  HAAZFRARBALM TR S AT CE - X#Y
MW ERMA SRR E - RATE L 0WB T RS A% % Yahoo
(http://wwww.yahoo.com/) X & Virtual Library (hitp://vlib.stanford.edu/) 4 3 4% 8 % 4 #
B o A R B 00X A K B AR T~ R
BERY  HARMR  RANBEMYE XA XS W REE  1998) o HiBIEL
CAEREH RAETORERER > A A% PR EREN TR - |

B EXHSRARRF AT oA (1) dMBAHEE - (2) XA
IHXHABTERRE T GRS AHPTHHELETTHEALHM  FH X (Supervised
) BIEEHKX (Unsupervised) £F - FEAXN L TR GEASF R —LRTAHT Y
XHRITTH REBRTBIFOXAERLAHTRALNIRETH - BFETHEET
CAXETH o MURRIETER AL (Lewis, 1996) - 2 RATHIARITE
MRFHLHE > METWRABOIREE  EHEBAXRERARTFHERE
FoUREKBHXHABTIM - AHRGEE > BATURHBREHENER &
EZHHEBEHRMRAN  c ERRAERTHRFGHR > ANBFT—ARFHAHR
BHHRT A REAT A RLAF -

ARERE—MARRBEAXA AN I BALOBUERY + > BN RR
BARE > BRSFBMBERNMMAROIBERMBEHWEE - R Tt
W, AN TR ORI 8RBT A RSN o

AXGYREE ISR T AR RPN BANANA I WYL B85
RABMHERTRAG—EME > BB AANRER X4 REE 3
FRX BB ERERTR - RE - RESWAKHRROARS @ ©

2. kWA R MATH R

AMERXAIBMOAL  FOXARNEPHRERH M (feature) RAKEM
U M R ARG R R &R M 0 <7 S0 A kA AR B AR ¥ F-(Blosseville,
et al, 1992; May, 1997) > KA hASRE R MAHIBTEM © 35 K (Lexical) ~ &k

138



(syntactic) ~ &% #& & (semantic) ¥ F MR & XAHIF IR AGRE

THHBERRABTSBTREDRROBMAT FROK T 1 A
BE R o AR B A XA R M, term frequency) (Frakes and
Baeza-Yates, 1:992; Witten, Moffat and Bell, 1994){&%'i4¢é@#§§i(8alton Fo Mchill,
1983) » B RHRR THREMIA » Arw LBFAAS G EERTAFE ~ PRREHE
¥ &) tf x idf (inverse documént ﬁequency,‘Witten, qufat and Béll, 1994)14 £ 48 5%, éfJ.l'ﬂ
iﬁ’c% X # ¢ 45 4 (Salton Fv Buckley, 1988) - 55t » FEHARLAARBAA Etr
BB SR T E RN > AR ok AR ERE B EHX
# # 4% #x(Watanabe et al., 1996; Ng, Goh and Low, 1997) -

AEXBFREFAMSOZEERLBFALAS RBAEIMSHHROFRA TFIRME -
Liddy 3% # &9 DR-LINK #% % (Liddy et al., 1993) #|F B X 3% S48 <44 F o9 512
3538 4834 X ¥ M (SFC-Subject Field Code) * £ Ak BB M HF L BK 4 FF SFC &
KA EE W R A ey SFC 4% (Liddy, Paik and Yu, 1994) - &k > & E
Mtk #y SFC o & R & X454 - %4 > Schiitze F AR &91&23F & %351(LSI -
Latent Semantic Indexing) * # X # A RXAZM Ly —ERMOE > HFo4ERtL
# X (wdrd_ co-occurrence pattern) * & #] A 4 & {4 % # (SVD — Singular Value .
Decomposition) & 3 35 » % i &E&‘é@ fERERA—BRARBEE # & (Schiitze, Hull ’\
and Pedersen, 1995) » fe e XMER T SMF k00 A 2H » AL RARDHEE#

-

EXASBRORE S RENA LR RAERASROART % > RAFEEE
FFRSMEA : IATHE - — 95 AN - SHHE MM - XA S FHNEY
% o 35> Yang fo Chute 4RI 2| SUF A3 2 280 Mok + LA E B — L)
F A 9 0738 B 40 F R R 5B AL &4 F FIAR 5 % £ (Yang and Chute, 1994) » B s > #1
A ] 280 038 S5 AE K 28 (Sublect) 8 J5 WP 3L > A8 BOR B 48R 9540 § 45 XA
Bk » R AR QR - RITBAEERIA T o 8 b CHRF AN
g o4 4% ] 49 & B 6 39 & 3R 3 (vocabulary gap) » T SAFI A A MR S0 WA he XA o —
R A AT 8B DI TR+ S b 48 W 4K relovant foedback) & 1455
REERR - | -

139



BEH WS BMATAL > ﬁfﬁag%wﬁm&ﬁaa$#ﬁ%ﬁmmawmﬁ
Fﬂ& (Apte, Damerau and Weiss, 1994; Yang, 1996) - & i&%ﬁﬁﬂaﬁﬁﬁﬂﬁ% i
HE-PRARELRAATHNmMY it ZRTBAGE K HEDHOR
AARBY  SRRBAVRELFREXROREZ— - B4 HEMGRER
(level) & » FAEH XA HRELERREE BRI (specific domain) -+ st
B ek AEER SRR (D Alessioctal, 1998) » & BE X284 % — 0B

o

3. PR 4 IR 50 e A

BRE THELF, HHTHE  ANBAGLEIEERS  SHR&ER PERME T
MBI ARBEAE  BUOBHAETRAARREAE  SHEVARTERAER
RADBAGT > MR — KWA T oo 1800 B WA - A2 RA 8L & ehAa
BBk EMEAASEns SHARS A AR  BEBWERIRHE
ek —AFR TRAT. > TREL CRATHE, ¥EE AHARRARER
LhmEyRMETHANE - | |

EXHHBERR RS BMALTOR—HBS > BT RITRB W > B

Ak BERALFEEGHAF (stopword) - BN ERFCMI B EHER
FERBERE > Bt SHEAREERALBHETBR -

k— HAAAETHLEERHNOARM

gk |EHTHERAEER| TR i VEEE B
™ 346 o 65
Iy 95
SN 260 SBAT 62
SE 65
= 797 Ty 392
' 847 142
SR 77
x5 773 ) 126
SN 22
' 3 221
#1 % 84 2k 168
: o AT 337
HE 19

140



4. R XA X4 MXNE*

SR A SN SR 2 R MR AR 2 AR R PR R
AR EL o B AERR MR T HA F — 5H 56005 B8 M 6 M AR B A A2
TR BT « H MR S MO RER S R LRSS
WA ERELTH - |

4-1 M 8RN
ANV R BT

B X A S SR RRTE o RAE S % % # X (leaf node)$ I 3 5 B (non-leaf
node) A4 5 - HNEHBAES  AMAANREHERARRF O TR 55
B MRREE B RR B RRBBESR S RES c e MARE > RTH
W o) AFRKA thdf REMEM (AR 1 > 27) o TLsas
BERHBMBAREMAN R ERABMARUFHAELANHRMS ¢ X
HE o RMBAEERE - HARSRARETS c HXAFERER MARE
RELRAER c RARFAXBIA RIS PLES T > BIAMERYN c WHE
TEIE R

RN RN p HMER ATRRAMETEHL c BRARABELL p
R RS BN p RRESRAATHSMEAR OB EME WY, ©) A p &
AFHBcRSABEM W (f O)hsf  w XX IR o

W(f, o) =, xidf,, (% c B R B BE) M
idf f=log(—z—+l), | )
af ,
W(f,oo= X W({,a) (% c BIFE R RS 3)
accth TR

. VRSHAERI c PRHRAEM
df, © WESHAHMAEK
T : AAWIAK-

141



L S 2 f

FBMEATIRRER XS ROHER > TREBARODRE R DAEE - #p
S E A E1b A7 Lin & 1997 S5 643 X F A7 H 89 & % tb % — BR(Branch Ratio
) RAE (Lin, 1997) > AR AA7 - ¥ BRAR D » RABBHZEHEE &R
BAETFEHER > Bt WEAHAFTERATARASMER - FRERILMKA
AFHRAOMBRALFBR - RZ BR ARAM » AFASREEERE LESR
FHE Bk AMLARGABRR ARG -

MAX W(f,c¢)

3 _ cepiFRE ) .
BR(f,p)= SUM_W(7,0) | @)

42 MR BN K

HAXARBAGRNER - BIBR Eidf 97 RRUE > AR5 AR o R ¥
WA d AT S RIH ¢ SHIEME WO, 0) » BmiAA & W o)+ B S
thia 3% E R, d) °

R(c,d) = IZE;,W( fre)xidf &)

ERERAB T SEBHOBRARRVRTAL > B —EEI MO XHE d
C BRI ATAR d BRBMAHE? 0 RIB AR B BHRM  £TH A
EE-RRSSMBIMI c R dwRMERC, d) - L8 ERAFGRE DE&
EHBIAREGPIEM O » A LETRIMO LA » BHXH d HRBLHB
- EHELEBBHA ¢ RAREC, DHRO » MWH d HRERF A RC, D H
BEA o REBARF TR MRETRFRATIM -

5. XMV AN
5-1 XM _

ATER THBRE S P OMENNRE (LK) R8> 2R %4 132606
MMM RRRAREA—SMPEAR THAR WO RARES

142



RAEZHHRA  FLEFEAFRABAIRTRZAAIB Aohsm - 2XFA
REA 0 KBEH Tlany B 39 BFRA > PRANT X5 NER - XRAEERK -+ &
RBANEITRR Lo AURRINAEEH R -

BERFTHEL  BREJERAREEMR A5 RS HREERET—EAH
Bl DHTRALESHEIR - ARAXRT » AFEBAEFERIE EHARAE
Bro B BERAE - ZARA 0 RIEFT 119845 AU MRA - BAVFELBRER
MM XBR i 20% 48 A& R3RGEH - RARe4RH 85 -

52 X mikit

ARBAFARRLEGBEE I BRBERT EFZ 08 HRH -2 ET% A Titg
RFE) MMMEREFIR - AP F-aXRBEAEFASB > ABUAE R H
TRANRITAGH AT - ARG TRAHER XS] AR DR M2
' R EABAOREA  AHLRBANET RSB TR - FATHRAITET R
AR HEER L RBEHEARE > SR AEADAAERGHREE -

53 XX

EBERY > FAARKTRBRERR PR A ¥ $ (Precision Rate) B & %
(Recall Rate) #A73p4F o AN SO > EBR 25 EHFMARLTIETR

B AT TS SO.1%MMAE R 77.8% B B £ - MM EHAARKT YA
' BFERATBROBRCRGRARI (FHRA=) - THMAMANRRR 10 B4
F & T2 61.0%MAER 81.0%4 BB £ -

R RSB RFIRAE AN RATT B e s o TEE R
BB R - EHRERGERG 2SMAREE 10@E%5 2 £ T d 95.4%RA £ 98.1%
CFIW MR 638%IEA B 66.0% o AR R B A1 03 A A9 R 4%k
AMBY > SERFIFLRIET Lewis £ 1992 £ 3 85545 B 4T M9 51 X 85K
(Lewis, 1992) o %4 » AALEHREBRS @ * AR MENEMIN @
B SHARMARANOERAEE —ROER R FRE R LR 6
BOSE R Kk R AL o |

143



6. SWr gk RBF I F o
AXRE—BAARBAXXAEHIRARGBRERY &> LB HTHREL
THREN B LAHTHREER (1) DeSMBEH AR Moy 7 -
O Y EC LI LY  BNOR TLELE S T EL Y E L
R o

ARBMETRAARBMARB TR A S AR ROEREf - FHAMME
B BA AR REGIE o 55 BB REXAGREMA IR
A8 SEARTORDBRARRURH EL— Ry 20 -

A= HKETROXBER

HREEHK BE% ki N
10 81.0% 61.0 %
15 80.0% 59.4 %
20 79.8 % | 59.0 %
25 77.8 % 59.1 %
k= RBAXSBUTBRER
BaE kR ZE# | wEE
10 98.1 % 66.0 %
15 96.5 % 64.4 %
20 96.4 % 63.7%
25 95.4 % 63.8%
il . |
AR B FITEEAA TR (3 X4 - NSC 88-2213-E-031-003 ) » 45 sb3k st -
54 3R

1. Apté, C., F. Damerau and S. M. Weiss, “Automated Learning of Decision Rules for
Text Categorization,” ACM Transactions on Information Systems, 12 (3), 1994, pp.
233-251. :

2. Blosseville,- M., G. Hebrail, M. Monteil, and N. Penot, “Automatic Document
Classification: Natural Language Processing, Statistical Analysis, and Expert System
Techniques Used Together,” In Proceedings of the 15" Annual International ACM

144



10.

11.

12.

13.

14.

SIGIR Conference on Research and Development in Information Retrieval (SIGIR-
92), 1992, pp. 51-58.

D’Alessio, S»., K. Murray, R. Schiaffino, I. College and A. Kershenbaum, “The Effect
of Topological Structure on Hierarchical Text Categorization,” In Proceedings of the
Sixth Workshop on Very Large Corpora, 1998, pp. 66-75.

Frakes, W. B., and R. Baeza-Yates, Information Retrieval Data Structures &
Algorithms, Edited by Frakes, W. B., and R. Baeza-Yates, Prentice Hall, New Jersey,
1992. ‘

Lewis, D. D., “Feature Selection and Feature Extraction for Text:Categorization,” In
Proceedings of Speech and Natural Language, 1992, pp. 212-217.

Lewis, D. D., “Challenges in Machine Learning for Text Classification,” In
Proceedings of the Ninth Annual Conference on Computational Learning Theory,
1996, pp. 1.

Liddy, E. D., W. Paik, and E. S. Yu, “Text Categorization for Multiple Users Based
on Semantic Features from a Machine-Readable Dictionary,” ACM Transactions on
Information Systems, 12 (3), 1994, pp. 278-295.

Liddy, E. D., W. Paik, E. S. Yu and K. A. McVearry, “An Overview of DR-LINK
and its Approach to Document Filtering,” In Proceedings of the Human Language
Technology Workshop, Princeton, N.J., 1993.

Lin Chin-Yew, Robust Automated Topic Identification, PhD Dissertation, University
of Southern California, 1997.

May, A. D., “Automatic Classification of E-mail Message by Message Type, Journal
of the American Society for Information Science,” 48 (1), 1997, pp. 32-39.

Ng, H. T., W. B. Goh, K. L. Low, “Feature Selection, Perceptron Learning, and a
Usability Case Study for Text Categorization,” In Proceedings of the 20™ Annual
International ACM SIGIR Conference on Research and Development in Information
Retrieval (SIGIR-97), 1997, pp. 67-73.

Oard, D. W., “Adaptive Filtering of Multilingual Document Streams,” In Fifth RIAO
Conference on Computer Assisted Information Searching on the Internet, 1997.

Salton, G. and M. J. McGill, Introduction to Modern Information Retrieval,
McGraw-Hill, NY, USA, 1983.

Schiitze, H., D. A. Hull and J. O. Pedersen, “A Comparison of Classifiers and
Document Representations for the Routing Problem,” In Proceedings of the 18"

145



15.
16.
17.

18.

19.

20.

Annual International ACM SIGIR Conference on Research .and Development in
Information Retrieval (SIGIR-95), 1995, pp. 229-237. '

Watanabe, Y., M. Murata, M. Takeuchi, and M. Nagao, “Document Classification
Using Domain Specific Kanji Characters Extracted by Method,” In Proceedings of
the 16th International Conference on Computational Linguistics (COLING-96),
1996, pp. 794-799.

Witten, 1. H., A. Moffat and T. C. Bell, Ménaging Gigabytes: Compressing and
Indexing Documents and Images, International Thomson Publishing Company Press,
New York, 1994,

Yang, Y. and C. G. Chute, “An Example-Based Mapping Method for Text
Categorization and Retrieval,” ACM Transactions on Information Systems, 12 (3),
1994, pp. 252-277.

Yang, Y., “Expert Network: Effective and Efficient Learning from Human Decisions
in Text Categorization and Retrieval,” In Proceedings of the 17" Annual
International ACM SIGIR Conference on Research and Development in Information
Retrieval (SIGIR-94), 1994, pp. 13-22.

Yang, Y., “An Evaluation of Statistical Approaches to MEDLINE Indexing,” In
Proceedings of the AMIA, 1996, pp. 358-362.

HRRALE > “AREXSHITRAERMUBRELORA 21 LT NALREFHR
& > 1998, pp. 255-280.

146



Kék MBEFTHNTLB

MERFHFABRAERRGMEHMEHR > BRARATAZRY  E—HHAHIR
% BHMABRAEE BN AKE  BEREE AZHHAMMRME - HEk—
AREMBEEFHIIES - HELFRBERXSH £ HREA - FHH - R
PMEHER R F o RBAHASHEB - AREAR  MEAZ B KBRS R AR
BRXMRHER - ABHZTXtan % 39 BEHHN Ao BB BoMEi= - ik
= BATEE B PHERMBMAAY S 60 Bt BFé 30 B+ XF& - %5
 BREAREHEMML  ANTRERIAGEEBLRAKR  REERN 5 BFX
FORMAERR RGN - RAMGRFOST £ ¥ TRARRY A )
WA EARRBERK - FPREARVETNR - MAWAMEAES A TalE,
Teh P, & TRM,; SETHAAETEa B -

M&k— HERFRLHEH

[1]HX.7104;810106;42;16(M);1;  ([2]4E x4, |[3]8 & B &M A R JE 58 ¥ 3544 57
_ i RE '
[1]HF.01;810106;48 ;26(M);1; [2]pssi (Bl FHRKAR S RMED HIH$,81 FHE A B
. PRI HMEM
[1JHB.9005;810106;3;09(M);1;  ([2]4edksf |BIkEFRRB[IAG TR B RMBA, P RLRE LN
AT HRAX
[1JHD1.20;810106;8#;06(M);1; (212 # [[313 22 1 &l R42 R KB C6F % © 230 ¥ 75,
SEemLERAR
[1]HGD.01;810112; ¥ 8%,;04(M);1; ([2]40 %16  ([3]#74R % 1 ST RUAF# 1000 &,46 K4 H35H 35 52
: 1 BR300 8,4 4 3 R o8 AT
[1]JHB.9010;810112; % ,;03(S); 1; [[2]3t % BIRELEKRERRK
[1]3.60;810112; & §-;02(M);1; 2] % Bl £ B RHAMNAS TR
[1]7.2007;810112; & 8,;03(S); 1;  [[21%shsr |BIMmAEMEmiEL
[1]7.01;810112; & B%,;03(M);1; 2]5%s [l XKMA RS —HAME
[1]HId.11;810112;;01(M);1; RIEg  |[31% 2 kAT A BB E R T SERREYE 94T
KAMYXEEZA4A 1 AR EBEHMEHIHYE
[1]HX.12;810117; ] ;05(L);1; Rl  |BIARBRBEE R KFREEHER)HEL
1:1990 g KM 0 £ B4HR)
[1]3.10;810118;84 8%,;02(M); 1; Rla% [B1& £1b6) Bk 4 M 3% 3 0k 2 F &) I KB R
[1JHN.20;810118;M8;15(M);1; |17 %% [BIRE - 8HAFIC)R EFFF LW, M8 ¥ poi!
MEk— MBEFEAFME :
VIR XA B4 X AR ¥ MHLEH X B
ARERE 2017 28K 12404 R5E 3308
e 38432 B PR 15742 REE 1777
BAEE 12669 AXR 16960 'L ¥ 3 29293

147




- MEkE HMERFFIIEEL

A M ¥ 28
MR &R K5 WA 4R XA X4RE (ené)
‘ J-34 xk x4

AEBEXE |HDn | D8 ¥FX 2017 59 250 6
2 HBp | AO - #BR 223 55 162 8
HDm | 3tiix 3154 65 212 8

HEs | #8581 465 58 164 8

HEm | XR4# 79 46 236 10

HJ Rk 908 60 218 10

HN TR o 2280 54 240 8

J B, BUE 15086 57 248 0

L ®E 2368 59 251 10

RA BRii 2383 61| 201 8

T #H 758 61 157 6

TD E T 4 2927 60 229 6

HFm | &% 3280 41 246 8

W 2EHE 956 51 215 7

Hp AR 2564 54 234 8

HPt AFHE 770 51 218 8

WG | AEL¥ 231 56 158 8

B Y HF R X 8165 54 247 6
HE ZRERK 2766 63 237 8

HEt | #k%% 1738 53 232 8

ABE HG A8k 3166 59 235 4
HGb | 447 2874 60 214 10

HGe | #E 564 56 157 4

HGs | m#® 4758 62 251 6

HGt | fa % 1042 57 186 8

AamE HX LT 15742 50 250 4
AXE HDo | &;& K 16960 57 240 4
RHR HFt | 2] 3308 64 248 4
REE S I ¥ 3 1250 60 206 8
SD B, M8 B 527 58 169 10

MR HB B 17404 60 251 4
HBc | &% 1296 47 182 4

HD Lk 1536 64 240 8

HDi |z 1966 62 238 8

HDl | #x 2858 59 201 10

HId | s 2949 58 241 7

HJt e s 384 62 176 14

HFc | ik H 8414 900 57 181 8

148




 MAm WEEEHE (HB) 2B

285 B 4B L) B L #

HB.01 HEOMBEFHIBWE) HB.20 SRR TR

HB.02 TR EASHR HB.30 eESE

HB.03 IR K HB.40 ERERHICFRAR)
HB.0301 BBk HB.50 o1k

HB.0302 R4 X £.%0 HB.60 R H

HB.0303 R 4% HB.70 A wibBEb
HB.0304 BAREE HB.80 &R

HB.0305 iR HB.85 3T 48 4%, & A, 20 4%
HB.04 Y Y T HB.8501 | 3T T Bx(35R)
HB.05 Y 3 d HB.90 A E S

HB.06 A A H(BELEAERL) HB.9001 | 4x4-% %

HB.10 REBNOVERRAE |HBO002 | §5

HB.1001 HIMEFE HB.9003 | 2 ¥(&o¥#£M)
HB.1002 BT E(R1B) HB.9004 | % ¥(&4a8RE¥)
HB.1003 BERRENB HB.9005 | %

HB.1005 2 XRENV.C) HB.9010 | AREXH(ESH)
HB.1007 £ ¥ MO (F A1) HB.9020 | E4b% i

HB.15 P K8 A RAE) HB.9030 | Ri&

MiE HRBEMAR (HId) 248 55

2 BA5 B L 5 VB
HJd.01 SO HJd.30 R
HJ1d.02 R EASHR HJd.3001 X
HJ1d.05 BRAXELZES HJd.3003 B R#H
HJd.10 RFHB(ERM) HJd.3005 2 $,

HJd.11 h—BE HJ1d.3007 AR A ER
HJd.13 IR HJd.3009 1 BB #,
HJ1d.20 A# ' HJd.3011 L,
HJd.2001 | 1B APRAF MRS FIAEH) HJd.40 REGTEER)
HJ1d.2003 BHEEHEH HJd.4001 WARRE
HId.2005 | k&, pésis HJd.4003 IRSAEE
HJd.2007 R HJ1d.4005 IR %IE
HJd.2009 | #% X HBEHX 5T

149



Automatically Controlled-Vocabulary Indexing

_for Text Retrieval

Kuang-hua Chen and Chien-tin Wu
Department of Library and Information Science
National Taiwan University
1, SEC. 4, Roosevelt RD.

Taipei, TAIWAN, 10617, R.O.C.

E-mail: khchen@ccms.ntu.edu.tw; jtwu@steelman.lis.ntu.edu.tw

Abstract

The IR society has made efforts in free-term indexing for a long time. By contrast, few efforts
are made in controlled-vocabulary indexing. A new model for controlled-vocabulary indexing
is proposed in this paper. This proposed model, TFxOSDFxCSIDF, distinguishes subject-
specific words from common words and domain-specific words in' documents. 60,400
MEDLINE records are used as training data and testing data and 100 MeSH subject headings
are used as the testingrcontrolled vocabularies. The preliminary experiments show good
results. The precision and the recall concurrently exceed 90% using abstracts as training
materials. The precision reaches 90% and the recall still keeps at 70% using title only. The
problem of indexer’s consistency could be alleviated using the proposed model to

automatically generate index terms.

1. Introduction
The quality of indexing not only depends on professional knowledge and experience of

librarians or subject specialists, but also is restricted by time and cost. Lack of indexing
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experts and subject specialists, the information exploration has confronted libraries with
manpower problem. In addition, the issue of indexer consistency still cannot be. resolved
effectively. In 1950, researchers started to employ machine to enhance indexing process. In
recent years, the Internet has made the subject access become the mainstream of information
seeking behavior and prompted researches of automatic indexing, classification and
abstracting. The researchers of automatic indexing always take complete substitution of
human indexing as the ultimate goal. Although there is a long way to go, many researchers
claim that the performance of automatic indexing is the same as that of manual indexing at

least. (Cleverdon and Mills, 1963; Cleverdon, 1976)

Most researches of automatic indexing focus on the free-term indexing. (Salton, 1988;
Ponte and Bruce Croft, 1998) By contrast, the researchers do not pay much attention to the
automatic indexing for controlled vocabularies. The free-term indexing is to identify
keywords or key phrases, which represent subjects of document and use them as index terms
directly. Basically, these keywords and key phrases couldn’t represent true “concept” of
user’s information need. As to controlled-vocabulary indexing, indexer has to - translate
subject concepts into controlled vocabularies. From this viewpoint, controlled-vocabulary
indexing may be regarded as concept indexing. Besides, the free-term indexing usually
increases recall rather than precision. This has pushes researchers to study controlled-

vocabulary indexing for information retrieval again.

This paper proposes a new model, uses titles and abstracts of documents which have
been indexed manually as the training materials, and makes controlled-vocabulary indexing
automatic easily. Section 2 discusses the idea and proposes the new model. Section 3
describes the désign of experiments and carries out a series of experiments. Section 4

discusses the experimental results in detail. Section 5 is the short conclusions.
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2. The Idea and the Proposed Model

The idea behind the proposed model is based on the content-bearing words. It is assumed that
there should be some kind of relationships among controlled vocabularies and content-
bearing words. If some content-bearing words are found in a document, the related controlled

vocabulary should be assigned to the document.

The training process will construct a function between document and subject headings
(a set of éontrolied vocabularies). After this function is determined, :documents could be
transferred into correspondent feature values, and then calculate indexing scores of
documents for certain subject headings. Indexing score implies the possibility that documents

are indexed in some subject headings.

The previous researches on automatic indexing have been associated with the
exploitation of statistical techniques. Luhn (1997) considered that the justification of
measuring word significance by use-frequency is based on the fact that a writer normally
repeats certain words as he advances or varies ﬁis arguments and he elaborates on an aspect of
a subject. Salton (1989) suggested that the general aim of statistical measures be to reject both

very high and very low frequency words from the texts being indexed.

In tradition, the considered types of frequency are term frequency (TF) and document
frequency (DF). DF is often transferred into inverse document frequency (IDF) while adopted.
TF indicates occurrence of word in a document, while DF refers to distinct occurrence of
word in a document collection. If there are N documents in a document collection, IDF is
represented as log(N/DF). (Sparck Jones, 1972) Low IDF will decrease wéight of word and
make word be rejected from the caﬁdidate list of index terms. Although IDF has adopted
widgly in various indexing models and has been verified as an effective measure for

weighting words, it also filters out some kind of words with great benefit in subject
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identification. Take Figure 1 as an example.

A+B+C = Words with high DF and low IDF
A = Common Words A @

B = Domain-specific Words

C = Subject-specific Words

Figure 1. Words with Low IDF

In Figure 1, the largest rectangle indicates the wofds with low IDF. A, B and C areas
within rectangle refer to common words, domain-specific words and subject-specific words,
respectively. The words of A and B cannot offer useful information in subject identification
actually. For example, in documents ‘discussing education, there are high-frequency words,
such as “education”, “school”, “teacher”, and “student”, which are not discriminative enough.
- Unlike words of A and B, the words of C benefit subject identification greatly. Take
documents concerning about AIDS as instance. Occurrence of AIDS in such kind of
documents should be very high. If IDF is adopted as unique measurement, then it will assign
low weight to AIDS which reflects subject of these documents, and then AIDS will be

rejected finally.

- In general, there should exist some subject-specific words in the documents with the
same subject, which are highly close to the subject and with high occurrence. As mentioned
above, although subject-specific words are very useful, the IDF measurement cannot
distinguish them from common words and domain-specific words in a document collection
with the same subject. Therefore, we could not use IDF directly. That is to say, the indexing
model has to be enhanced with a capacity to separate subject-specific words from high DF
words and increase weight of subject-specific words while evaluating significance of words.
Increasing no additional training documents, a new model is proposed for solving problem
mentioned above. In this new model, the training documents, which originally belong to
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distinct subject headings, will be combined into a document. Please refer to Figure 2. For
convenience, the following description takes original training documents as “original set”,
and the combined documents as “combined set”. The new model will weight words using the
multiplication of TF in documents, DF in original set (OSDF) and IDF in combined set

(CSIDF).

The distributiénal tendency of common words, domain-specific words and subject-
specific words are shown in Table 1. Common words and domain—spec;iﬁc words will be of
lower CSIDF. CSIDF of a word will not be changed for different subject ‘h.eadings'. Therefore,
common words and domain-specific words will be of low weight when they found in
documents of different subjects. Unlike CSIDF, OSDF of a word varies by different subject
headings, and some subject-specific words with high weight will be figured out for certain

subject headings.

I O —

Hm m g U """" Q combine H
Dml Dmn

Figure 2. Diagram for Calculation of Term Weight
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Table 1. Distributional Tendency of Words

OSDF CSIDF
Common Words High Low
Domain-specific Words High Low
Subject-specific Words High High

3. Experiments

3.1 Learning Process

We choose MEDLINE (MEDIars onLINE) as the source of training documents (MEDLINE,
1998), and MeSH (Medical Subject Headings) as the controlled vocabularies. (Medicél
Subject Headings, 1998) Since the documents were collected from late of 1997, subject
- headings for training are extracted from 1997 MeSH Tree, notl-1998 MeSH Tree. A sample

training text is shown in Figure 3.

Title

A method to test blood flow limitation of peritoneal-blood solute transport.
Local Messages

Undefined
Abstract
Current transperitoneal transport models assume that effective blood flow to the
microcirculation does not limit solute exchange with dialysate in the cavity. Despite
evidence that gas transfer across the peritoneum (assumed to equal the effective blood
flow) occurs at rates that exceed maximum urea transfer rates by a fact or of two to
three, the assumption has been strongly challenged. To address this problem at the tissue
level, a technique to determine the effect of local blood flow on small-solute transport
was developed in this study. Diffusion chambers were affixed to the serosal side of the
anterior abdominal wall of rats, and solutions containing radiolabeled urea or mannitol
were placed in the chambers. During each experiment, the local blood flow beneath the
chamber was monitored with laser Doppler flowmetry and the disappearance of the
tracer versus time was simultaneously measured under three conditions of blood flow:
control, 30% of control, and zero blood flow. The results demonstrated no significant
differences for either solute between control and the condition in which blood flow was
reduced by 70%. However, there was a significant reduction in the rate of mass transfer
with no blood flow. It was concluded that blood flow at > or = 30% of control values
does not limit solute transfer across the abdominal wall peritoneum during dialysis.

Figure 3. Sample Text of MEDLINE Record
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One hundred of subject headings of 1997 MeSH Tree were selected for training and
. testing. The selection of subject headings is a crucial step. In order to test the model in terms
of average performance, the extracted subject headings should equally distribute in the MeSH

Tree. This could avoid subject headings concentrating on certain fields.

Besides distribution, both depth and width of the subject headings in MeSH Tree have
to be taken into account. On the one hand, the amount of records in database could be used to
judge the width of a subject heading. Therefore, the subject headings ass,;ociated with 1,000 to
2,000 records from 1991 to 1997 in MEDLINE were chosen. On the other hand, the distance
from root or leaf node to a subject heading could reflect relative depth. The subject headings

with the following criteria are chosen.

®  Distance to root equal or more than 1 layer and less than 4 layers
® Distance to leaf are less than 6 layers

The average distances to root and to leaf are 1.58 and 1.62, respectively.

600 records for each subject heading under consideration are collected. 400 out of
600 records are for positive training; the others are for positive testing. There are totally 400
records collected for negative testing, which are not indexed by any subject headings under
consideration. Table 2 lists detailed statistics of records in the three sets. The collected
records only contain titles and abstracts. The volume of whole experimental records is 84 MB:
positive training set is 56 MB; posifive testing set is 27.8 MB; negative testing set is 654 KB.
The collected records are English documents and the average number of words in abstract and

title are 107.6 and 11.3, respectively, after filtering out the stop words.

Assume there are m subject headings, H,, >, Hs, ..., H,, and / distinct words, W;, W,

Ws,..., W.. We will take H; as instance to illustrate the following experimental processes.

177



Table 2. Amount of Experimental Records

Training Set Testing Set Total
Positive 40,000 20,000 60,000
Negative -- 400 400
Total 40,000 20,400 60,400

The OSDF and CSIDF of words in the training set are calculated. Formula of CSIDF

is shown below,

CSIDF (W) = log, (%]

whereas P represents the amount of documents in combined set, O(W) is the number of
documents which contain word W. CSIDF is negative when W appears more than half of
documents in combined set. After this step, relationship between H; and a set of words R; is
constructed. Words with high weight in R; have the high possibility to be subject-specific

words. R; can be regarded as the weighted vector shown as follows,

Subject Heading Weighted Vector
H, Ri={wi1, wiz, ..., Wik, ... Wi}
H, Roy={wa, w23, ..., Wi, ... W}
H; R={wj1, wja, ... Wik, ... Wit}
Hm Rm={wmla wm29 LERE wmka e Wml}

whereas wy is the weight (OSDFxCSIDF) in R; for the word Wj.
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3.2 Evaluating Process

After R; has been constructed, we will calculate indexing score (IS) of a document for each

subject heading according to the weighted vectors. The IS is shown as follows.

> (OSDF x CSIDF )x (TF)

IS =
number of words in the document

The normalization is used to avoid favoring the lengthy documgnts. When an unseen
document appears, the process of automatic indexing will preproce:ss it first, and then
compute the indexing score based on each subject heading. The lower IS indicates that this
document should not be indexed by Hj; the higher IS indicates that it is likely to assign H; as

one index term for this document.

An indexing threshold 7}, is determined to distinguish documents with high IS from
those with low IS. If IS is larger than 7}, the subject heading H; will be assigned to the
document. Otherwise, it will not. Because, it is not easy to determine a threshold, ten
thresholds from 0.1 to 1.0 were used in our experiments. Finaliy, one best threshold will be

chosen.

The precision and recall are used for performance evaluation. Note that the precision
and recall are from viewpoint of subject headings rather than from documents. The precision
and recall of individual subject heading (H;-H;op) will be merged to compute the average

precision and average recall for the final evaluation.

4. Experimental Results

There are four sets of data in experiments: data for abstract part both in training set and
testing set, data for title part both in training set and testing set. The detailed results of
abstract part ;:ould be referred to Table 3; those of title part can be referred to Table 4.
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4.1 The Precision vs the Recall

Let’s consider the performance for the abstract part of training set. When the threshold is
between 0.3 and 0.6, both the precision and recall are higher than 90%. When the threshold
equals to 0.43, both the precision and recall are higher than 94% according to the
interpolation. Consider the performance for the abstract part of testing set. While the

threshold equals to 0.43, both the precision and recall are higher than 90%.

Consider the performance for the title part of training set. When the threshold equals
to 0.4, the precision is higher than 90% and recall is higher than 70%. When the threshold
equals to 0.1, both the precision and recall are higher than 76%. Consider the performance for
the title part of testing set. When the threshold is close to 0.3, the precision reaches 90% and

recall reaches 70%. When the threshold is 0.1, both the precision and recall are higher than

78%.
Table 3. Precision & Recall of Abstract Part (TFxOSDFxCSIDF)
Training Set Testing Set
Threshold
Precision Recall F-score Precision Recall F-score

0.1 77.31% 99.62% 87.06% 76.78% 96.63% 85.57%

0.2 87.17% 98.83% | 92.63% 86.47% 92.90% 89.57%

0.3 91.68% 97.36% 94.43% 91.01% 89.49% 90.24%

0.4 93.92% 95.32% | 94.61% 93.32% | 86.19% 89.61%

0.5 95.49% 92.88% | 94.17% 95.00% 83.39% 88.82%

0.6 96.33% 90.24% | 93.19% 95.91% 80.62% 87.60%

0.7 96.92% 87.31% | 91.86% 96.56% 77.87% 86.21%

0.8 97.32% | 84.51% | 90.46% 97.01% 75.51% 84.92%

0.9 97.62% 81.69% 88.95% 97.35% 73.15% 83.53%

1.0 97.83% 79.09% 87.47% 97.59% 71.09% 82.26%
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Table 4. Precision & Recall of Title Part (TFxOSDFxCSIDF)

Training Set Testing Set
Threshold
Precision Recall F-score Precision Recall F-score
0.1 80.52% 76.48% 78.45% | 80.87% 78.24% 79.53%

0.2 86.85% 74.86% 80.41% | 86.78% 74.38% | 80.10%

0.3 89.94% 72.86% 80.50% | 89.67% 70.76% 79.10%

0.4 91.92% 70.73% 79.94% | 91.54% 67.34% 77.60%

0.5 92.98% 68.50% 78.88% | 92.57% 64.48% 76.01%

0.6 93.60% 66.09% 77.48% | 93.18% 61.76% 74.28%

0.7 94.10% 63.78% 76.03% | 93.71% 59.58% 72.85%

0.8 94.51% 61.47% 74.49% | 94.14% 57.67% 71.52%

0.9 94.88% 59.30% 72.98% | 94.56% 55.67% 70.08%

1.0 95.19% 57.12% 71.40% | 94.92% | 53.92% 68.77%

4.2 The Abstract vs the Title

Basically, words in titles are much fewer than those in abstracts. Therefore, the performance
of title part is supposed to be unstable. The experimental results show the consistency with
this prediction. In comparison with abstract part, the recall of title part is 80% of that of
abstract part. Although the recall agrees with the original supposition, the precision is much
better than the predicted one. In fact, the precision of title part could reach 95%. Generally
speaking, the title contains lots of useful information, which is very effective in subject

identification, and worthy of using in the construction of indexing models.

Take testing subject heading 001 as instance. Table 5 is the statistics of average
indexing score of testing documents in abstract and title parts. In 200 documents indexed by
subject heading 001, the indexing scores of title part are divergent. The higher standard

deviation and range reveal unbalanced distribution of indexing scores and imply the higher
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possibility of error. Although the recall in title part decreases, the precision does not drop too

much. The stable precision indicates that once the title provides information, it will be useful.

Table 5. Indexing Score of Documents in Testing Set

Heading 001 Range | Min. | Max. | Mean |Std. Dev.
Positive | Abstract | 1670 | 0.18 | 1672 | 3.53 | 345
Document

Title | 3896 | 000 | 3896 | 827 | 835

4.3 The Proposed Model vs the Traditional Model

We carry out the same experiments for the traditional model as a baseline model. These

experiments are divided into two parts: one is for TFxOSIDF; the other is for TFxCSIDF.

The experimental results of TFxOSIDF show that the precision and the recall are zero
when threshold is 0.1. Obviously, subject-specific words play the crucial role in subject
identification. As to TFxCSIDF, although the training documents belong to different subjects,
the weight of subject-specific word is not enhanced without the aid of OSDF. Despite of the
better performance than TFxOSIDF, the performance of indexing model using TFxCSIDF is

still inferior to our model. Table 6 and Table 7 show the performance of TFxCSIDF in details.

In comparison with the traditional model in terms of recall (please refer to Table 3 and
4), our model not only shows less diversity in the training set and the testing set, but also
performs stably. Because our model identifies the importance of subject-specific words, we
shorten the gap between training set and testing set. By contrast, the recall of traditional
model in testing set drops quickly. The largest difference between traditional model and our
model in recall is higher than 94%; the least difference is also higher than 60%. In terms of
precision, some results of the traditional model are better than those of our model. However,

it sacrifices the recall to the precision.
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Table 6. Recall and Precision of Abstract Part (Traditional Model TFxCSIDF)

Training Set Testing Set
Threshold

Precision Recall F-score | Precision Recall F-score
0.1 86.67% 97.80% | 91.90% 84.86% 84.30% | 84.58%
0.2 93.33% 89.01% | 91.12% 90.51% 60.65% | 72.63%
0.3 95.08% 73.26% | 82.76% 91.18% 39.20% | 54.83%
0.4 96.10% 54.45% | 69.51% 91.54% 23.92% | 37.93%
0.5 97.09% 38.04% | 54.66% 92.62% 14.30% | 24.77%
0.6 98.53% 24.84% | 39.68% 95.55% 7.94% 14.66%
0.7 99.81% 15.46% | 26.77% 99.34% 4.52% 8.65%
0.8 99.89% 9.47% 17.30% 99.60% 2.46% 4.80%
0.9 100.00% 5.70% 10.79% | 100.00% 1.36% 2.68%
1.0 100.00% 3.45% 6.67% | 100.00% 0.71% 1.41%

Table 7. Recall and Precision of Title Part (Traditional Model TFxCSIDF)

Training Set Testing Set
Threshold

Precision Recall F-score | Precision Recall F-score
0.1 87.81% 90.38% | 89.08% | 84.94% 70.80% 77.23%
0.2 92.34% 84.16% | 88.06% 89.35% 58.54% 70.74%
0.3 94.43% 76.79% | 84.70% 91.31% 47.57% 62.55%
0.4 96.46% 68.30% | 79.97% 93.71% 37.38% 53.44%
0.5 98.00% 59.40% | 73.97% 95.99% 28.93% 44.46%
0.6 99.24% 50.77% | 67.17% 98.27% 22.18% 36.19%
0.7 99.69% 42.44% | 59.53% 99.24% [ 17.08% 29.14%
0.8 99.91% 34.94% | 51.77% 99.77% 12.90% 22.85%
0.9 99.96% 28.33% | 44.15% 99.90% 9.84% 17.92%
1.0 100.00% 22.64% | 36.92% | 100.00% 7.36% 13.71%
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5. Conclusions

A new indexing model is proposed for controlled-vocabulé.ry indexing in this paper.
Increasing no additional trainihg documents, the new model uses various frequencies through
combination and separation of the same training documents, and distinguishes subject-
specific words from common words and domain-specific words. The preliminary experiments
show good results using 100 MeSH subject headings and 60,400 abstracts and titles. The
precision and recall concurrently exceed 90% using abstracts as training materials. As to title,

the precision reaches 90% and the recall still keeps at 70%.

The future works should consider phrase terms, enhance the indexing procedure, and
test the performance for full texts. Firstly, phrases bear more semantic information than single
words. Therefore, the performance of indexing model will be improved using phrase terms.
Secondly, it’s not efficient for a system to compute index features of all controlled
‘vocabularies in the present design. Clustering could be employed to deal with the problem.
Thirdly, there are more and more online full-text databases in recent years. We could use full

texts as training materials rather than abstracts and titles.
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Abstract

Intelligent and efficient information retrieval techniques allowing éasy access to huge
amount and various types of information become highly desired and have been extensively
studied in recent years. Considerihg the fast growth of audio resources and the characteristic
monosyllabic structure of the Chinese language, a syllable-based framework of retrieving
Mandarin spoken documents using speech queries has been investigated. This paper presents
a new syllable-based appfoach that is based on matching the whole syllable lattice directly
instead of using the syllabie or syllable pair information extracted from the syllable lattice.

The experimental results show that the retrieval performance can be significantly improved.

1. Introduction

The network technology and the Internet are creating a completely new information era. With
the rapidly growing audio and multi-media information on the Internet, a variety of
exponentially increasing spokeh documents such as the broadcast radio, television programs,
video tapes, digital libraries, courses and lectures and so on, are now being accumulated and
made available via the Internet. But most of them are simply stored there, kind of difficult to
be further reused for lack of efficient retrieval technology. Development of the technology to
retrieve speech information thus becomes essential and gets more and more important.
Recently, with the advances in speech recognition technology, proper integration of
information retrieval and speech recognition has been considered by many researchers (Bai et
al., 1996, 1999; CMU Informedia, Glavitsch and Schiuble, 1992, .Tames, 1995; Jones et al.,
1996; Ng and Zue, 1997, Wechsler, 1998). In any case, retrieval of speech information using
speech queries directly is apparently the most natural, convenient and éttractive, although the
technology involved will be the most difficult as well. This is because in such Cases both the

information to be retrieved and the input queries are in form of voice instead of texts, thus
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with unknown variabilities on both sides. For Chinese language, because the language is not
alphabetic and the input of Chinese characters into computers has been a very difficult and
unsolved problem even today, voice retrieval of speech information will be much more

important and attractive for Mandarin Chinese than that for other languages.

Unlike the text informétion, the speech information can’t be retrieved at all by directly
comparing the input speech queries with the spoken documents. Therefore both the speech
queries and the spoken documents must be transcribed into some kind of content features,
such as phone strings or lattices, texts, keywords or concepts and so on using speech
recognition techniques, based on which the similarity between the speech queries and the
spoken documents can then be measured. Thus, there can be at least the keyword-based, the
large-vocabulary-based, and the subword-based approaches. For the keyword-based approach
(James, 1995; Jones et al., 1996), one can define a set of keywords for the spoken documents
in advance, and whenever some keywords are extracted from the speech queries, the spoken
documents with those or similar keywords can then be retrieved. This approach is efficient

“and cost-effective, and is very useful for retrieval of static databases with static queries, where
the search words don’t change frequently. However, usually it is not easy to define a set of
adequate keywords for all the spoken documents to be retrieved unless we know the contents
of all of them in advance. For the large-vocabulary-based approach, both the spoken
documents and the speech queries are fully recognized into texts, thus many well-developed
text retrieval techniques can be directly applied (CMU Informedia). However, for such an
approach, the out-of-vocabulary problem is an important issue, since a large vocabulary
speech recognizer needs a predefined lexicon for linguistic decoding, and some special words
important for retrieval purposes, such as proper nouns (e.g. personal names or organization
names), exotic words, and domain specific terms (e.g. special terms for business news or
sports news), may be simply outside of this predefined lexicon. This leads to the concept of
making comparison on the level of subword units instéad, or the subword-based approach
(Bai et al., 1996, 1999; Glavitsch and Schéuble, 1992; James, 1995; Ng and Zue, 1997,
Wechsler, 1998). Because it is much more easier to obtain all necessary subword units to
cover all possible pronunciations of a given language, the out-of-vocabulary problem existing
in the ever-growing speech information may be somehow handled by directly measuring the
similarity between the spoken documents and the speech queries on the subword level instead
of on the word level. Because in such approaches the subword units are never decoded into

words, therefore the retrieval is never limited by any lexicon either. Such a subword-based
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approach also has the advantages of bypassing the complicated lexicon matching and

linguistic decoding processes, in addition to avoiding the out-of-vocabulary problem.

Considering the monosyllabic structure of the Chinese language, the syllable-based
approach has been found to be an attractive special case of the subword-based approaéhes for
retrieving Chinese text (Lin et al.,, 1995) and speech (Bai et al., 1996) information using
speech queries. In this approach, the subword unit selected is the syllable due to various
considerations on the characteristics of the Chinese language. The similarity between the
spoken documents and the speech queries is measured on the syllable level based on the
vector-space models widely used in many traditional text information rétrieval systems. The
feature vector of each document or query contains the presence information, frequency counts,
and acoustic recognition scores of all syllables and adjacent syllable pairs in the syllable
lattice obtained by speech recognition. However, the spoken document retrieval performance
is obviously not satisfactory as compared to the upper-bound performance derived from text-
based retrieval of transcripts of the spoken materials. As previously reported in Bai’s work
(Bai et al., 1999), for simple key phrase queries, the non-interpolated average precision rates
(Harman, 1995) are 0.97 and 0.54 for text retrieval and speech retrieval respectively. While,
for quasi-natural-language queries, the non-interpolated average precision rate for speech
retrieval is 0.43, which is even worse. Of course the serious performance degradation is due to -
speech recognition errors and the increased ambiguity comes from the syllable lattice itself.
Although both the single syllable information and the syllable-pair information extracted from
the syllable lattice maybe somehow robust to speech recognition errors, they are not precise
enough and many wrong syllables and syllable pairs are also included in the feature vectors.
So good retrieving approaches should be able to make use of the increased correct syllables
contained in the syllable lattice to achieve better results. Accordingly, in this paper, we
propose a new syllable-based approach that is based on matching the whole syllable lattice
directly instead of uéing the syllable and syllable pair information extracted from the syllable
lattice. This approach has been evaluated based on the task of Mandarin spoken document
retrieval using short key phrase queries. The experimental results show that the retrieval
performance can be significantly improved to 0.73, based on exactly the same task and the

same speech recognition front-end previously used in Bai’s evaluation.

In the following, the speech recognition process is first introduced in Section 2. Section 3
briefly reviews the previous syllable-based approach, and Section 4 presents the new syllable-

based approach. Finally, all experimental results are discussed in Section 5, and the
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concluding remarks are made in Section 6.

2. Syllable Lattice Construction

In Mandarin Chinese, there exists a total of 1,345 phonologically allowed tonal syllables, and
these tonal syllables can be reduced to 416 base syllables and 5 tones. Base syllable
recognition is thus believed to be the first key problem for large vocabulary Mandarin speech
recognition as well as spoken document retrieval considered here. However, although the base
syllable is a very natural recognition unit for Mandarin Chinese due to the monosyllabic
structure of Chinese language, it suffers from inefficient utilization of the training data in the
tfaining phase and high computation requirement in the recognition phase. Thus, context-
dependent Initial/Final’s (Wang et al., 1997) are widely used acoustic units for Mandarin
speech recognition specially considering the monosyllabic nature in Mandarin Chinese and
the Initial/Final structure in Mandarin base syllables. Initial is the initial consonant of the base
syllable and Final is the vowel (or diphthong) part but ihcluding optional medial or nasal
ending. Each Initial or Final is then represented by a left-to-right continuous HMM. To allow
"anyone to use the system naturally without training, the retrieval system is operated under the
speaker-independent mode. That is, the speaker-independent context-dependent Initial/Final
HMM’s are used to recognize the syllables and construct the syllable lattices. These models
are trained by a training speech database including 5.3 hours of speech for phonetically
balanced sentences and isolated words produced roughly by 80 male and 40 female speakers.
Also, to deal with the silence segments in the spoken documents or speech queries, a single

state HMM is used to represent the silence.

Based on the acoustic models mentioned above, the speech recognition processes for the
spoken documents are described as follows: First, the speech recognizer performs the Viterbi
search (Rabiner and Juang, 1993) on the whole spoken documents and outputs the best
syllable sequence and the corresponding syllable boundaries. Then, based on the state
likelihood scores calculated in the Viterbi search and the syllable boundaries of the best
syllable sequence, the speech recognizer performs the second Viterbi search on each utterance
segment which may include a syllable and outputs several most possible syllable candidates
with their acoustic recognition scores. After the above speech recognition processes, a

syllable lattice can be easily constructed.

The acoustic recognition score, log p(O|s), for a certain syllable candidate s in the

syllable lattice and the feature vector sequence O for a certain speech utterance segment is
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first normalized with respect to the duration of the observed speech segment, and then

transformed into a range between 0 and 1 by a Sigmoid function ¢(x),

¢ ()= — M

where o and g are used to control the slope and the range of the sigmoid function. Here, a
simple utterance verification scheme is used to filter out the syllable candidates with less
possibilities. Initially, 20 syllable candidates are obtained for each syllable segment after
speech recognition, while only those with the acoustic recognition scores larger than a
threshold can be left after utterance verification. The depth of the syllabie lattice thus can be
adjusted by simply changing the threshold value, and a more compact syllable lattice can be

obtained.

3. The Previous Approach

This section will briefly review the overall system architecture, the feature vector, and the
retrieving process of our previous syllable-based approach for retrieval of Mandarin spoken
documents (Bai et al., 1996, 1999). This approach is primarily based on the vector-space

models widely used in many traditional text information retrieval systems.

3.1 Overall System Architecture

The overall architecture of the previous syllable-based approach for Mandarin spoken
document retrieval is shown in Figure 1. The whole system can be divided into three parts.
The first part in the upper dotted square of Figure 1 is the off-line processing subsystem. All
processes in this part should be performed off-line in advance. The second part in the middle
dotted square is the initialization subsystem. All processes should be performed in the system
initialization stage. The third part in the lower dotted square is the on-line retrieval subsystem,
in which all processes must be performed on-line in real-time. The detailed operation of each

part will be described separately below.

In the off-line processing subsystem, for each collected spoken document, speech
recognition with utterance verification techniques is first applied to generate a syllable lattice,
including the acoustic recognition scores for all syllable candidates, and the syllable lattice is

then added to the syllable lattice database D,. In this way, the most time consuming speech

recognition process is performed off-line in advance, and all information necessary for

retrieval is stored in the syllable lattice database D, .
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Figure 1: The overall architecture of the previous syllable-based approach for retrieving

Mandarin spoken documents using speech queries.

The initialization subsystem is to obtain the feature vectors to be used for retrieval from
the syllable lattice database D,. The feature vector of each document contains the presence
information, frequency counts, and acoustic scores of all syllables and adjacent syllable pairs
in the syllable lattice. After the feature vectors have been constructed for all syllable lattices
in the syllable lattice database D,, the feature vector database D, is established, which will be

the target database to be physically retrieved. The whole process is also performed off-line in

advance.

In the on-line retrieval subsystem, when a speech query is entered, speech recognition
will first generate a syllable lattice for the speech query, and then the corresponding feature

vector ¥, will be constructed based on this syllable lattice via exactly the same processing
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procedures as those for spoken documents. Given the feature vector database D, and the
query feature vector V,, the retrieving module then evaluates the similarity measure between
v, and all feature vectors of the database, and selects a set of documents with the highest

similarity measures as the retrieving output.

3.2 Feature Vectors

For each spoken document d in the database D, through searching the syllable lattice, all
acoustic scores of single syllables and adjacent syllable pairs in the syllable lattice can be

extracted to form the feature vector V,,
V, =(as(s,),...,as(s;),...,as(s 44 ), as(s;, 8, )., as(s;, s; D505 AS(S 4165 S 416)) 2)

where as(s;) is the acoustic score of the syllable s;, and as(s;,s;) is the acoustic score of
the syllable pair (s;,s;). The feature vector constructing procedures were performed off-line
on all documents in the database D to form a feature vector database D,, which will be the

target database to be physically retrieved. While regarding a query, the same feature vector

constructing procedures must be performed on-line to construct the feature vector ¥, right

after the input query is entered.

3.3 Retrieving Process

Given the feature vector database D, and a query g, the retrieving problem is actually a
searching process to retrieve the document d” in the target database D, which is most related

to the query. This searching process thus can be formulated as follows:

d" =argmax Sim(d, q) (3)

deD,

where Sim(d,q) is a similarity measure between a document d and the query ¢, and the Cosine

measure (Salton, 1983) can be used to estimate the similarity:

Sim(d, g) = cos(V, V) = 24 )
im(d,q) =cos(V,, =
v,
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- Figure 2: The overall architecture of the new syllable-based approach for retrieving Mandarin

spoken documents using speech queries.

4. The New Approach

This section will briefly introduce the overall system architecture and the syllable lattice

matching process of the proposed new syllable-based approach.

4.1 Overall System Architecture

The overall architecture of the new syllable-based approach for Mandarin spoken document
retrieval is shown in Figure 2. The whole system is now divided into two parts. The first part
in the upper dotted square of Figure 2 is still the off-line processing subsystem, which is
exactly fhe same as the first part of the previous approach aS shown in Figure 1. The second
part in the lower dotted square is the on-line retrieval subsystem, in which all processes must
be performed on-line in real-time. Note that here the similarity measure is based on directly
matching the syllable lattice, the feature vector construction module in the previous approach

is therefore no more necessary.
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Zueng jlang #ian #iou Uan
zueng #iang #iang jiou
Cueng Uan

(a) syllable lattice

416 416 416 416 416

(b) DHMM representation of a syllable lattice

Figure 3: An example syllable lattice of a key-phrase speech query “EPHQE}:F%'%BE(Academia

Sinica)”, and the corresponding DHMM representation.

4.2 Retrieving Process
Given the syllable lattice database D, and a query g, the retrieving problem is still a
searching process to retrieve the document d in the target database D, which is most related

to the query as defined in equation (3). However, here we need a new method to evaluate the

similarity measure between a document d.and the query gq.

As shown in Figure 3, the syllable lattice of a key phrase speech query can be
represented as a discrete Hidden Markov Model (DHMM), ﬂq = (4, B, 7) (Rabiner and Juang,

1993), where 4={a;}is the state-transition probability distribution, B ={b;(k)}is the
observation symbol probability distribution, and 7 = {r,}is the initial state distribution. The
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state number, N, equals to twice of the length (i.e., the syllable number) of the speech query.
The first state (the dark one, as shown in Figure 3) is the filler state that is used for decoding
surrounding non-key-phrase part of the spoken document, thus its observations include all
syllables and they all share the uniform  observation  probabilities,
1.e.,b,(k)=1/416,1 <k <416. The dotted states are also filler states and are used for handling
the possible insertion errors in the spoken documents and deletion errors in the speech queries,
thus their observations also include all syllables and they all share the uniform observation
probabilities. On the other hand, the other states are the key phrase states, which represent the
corresponding syllable segments of the key phrase query respectively, thus the observations
of each state only include the syllable candidates, and their observation probabilities can be

the acoustic recognition scores. That is, b,,,(k)=as(s,), ifs,is one of the candidates of the
J-th syllable of the speech query, otherwise, b;,, (k) = 0. To handle the possible deletion errors

in the spoken documents and insertion errors in the speech queries, the DHMM topology
allows the search process to skip one key phrase state each time. As a result, the

-distributions 7and A4 can be easily derived according to the topology of the DHMM adopted
here, as shown in Figure 3, e.g. 7, =1/3,i=1,2,4 while 7, =0,i =3, 0r4 <i <N because the
entrance states include the first, second, and fourth states, and we would havea; =0 for some
(i) pairs. Furthermore, the exit states include the first state and the last two key phrase states
only.

The syllable lattice of a spoken document can be thought as an unknown sequence with
multiple observations at each time index. Then, each spoken document is an unknown
utterance and the speech query is the keyword model, while the retrieving processes should
identify all the segments in the spoken document that are similar to the keyword and generate
the accumulated scores of all the matched spoken segments as the similarity measure between

the spoken document and the speech query.

First of all, we can use the Viterbi search algorithm to find the best state sequence. The

complete procedure is stated as follows (Rabiner and Juang, 1993):
1.Initialization
J,()) = z,b,(0,), 1<i<N (59)

v, () =0, 1<i<N (5b)
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2.Recursion

8,(j) = max(s,., (a, b, 0,), 2<t<TI<j<N  (63)

v,(j)= argges).;,([é',_1 (Da; ], 2<t<T,1<j<N (6b)
3.Termination

P’ =max[5, ()], . (79

g; =argmax[5, ()] (7o)

4.State sequence backtracking
9 =¥a (@), t=T-1T-2,.] ®

where O = (0,0, ...0,) is the observation sequence, J, (i) is the best score (highest probability)
along a single path, at time ¢, which accounts for the first # observations and ends in state 7,

and Q" =(q,q,...q;)is the best state sequence. In this approach, the estimation of 5,(o,) can

be formulated as follows:
K
bj(ot)=zbj(0tk)xas(otk) ®
k=1

where K is the number of syllable candidates contained in the syllable lattice of the spoken

document at time index ¢, o, is the A-th syllable candidate contained in the syllable lattice of
the spoken document at time index t, whileas(o,, ) is the acoustic recognition score of the

syllable candidateo,, .

Then, based on the best state sequence, we can identify the matched spoken segments
and estimate the similarity measure between a spoken document d and the speech query ¢
using the following equation:

MSN ’

Sim(d,q) = Z matched _score(i) _ (10)

i=1

where MSN is the number of matched spoken segments and matched _score(i) is defined as

follows;
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4+D;~1

match _score(i)= ), b.(0,) ’ 1n

where ¢, is the beginning time of the i-th matched spoken segment, and D;is the duration of
the i-th matched spoken segment. As a result, the documents with higher Sim(d,q) will be

selected and ranked as the retrieving results.
S. Experiments and Discussions

5.1 Speech Database Used in the Experiments

The example speech database to be retrieved in the following experiments consists of 500
Mandarin spoken documents for Chinese news. They were produced by 5 different male
speakers. The text materials are news articles published in Taiwan area in 1997. On average,
each spoken document contains about 100 characters (i.e., 100 syllables), while the individual
length of the articles ranges from 44 to 269 characters. A set of 80 simple key phrase queries
produced by 4 different male speakers were used for tests. Each of these queries contains only
'a'key phrase for some news items. A typical example key phrase is “BEAKAE S, which is a
frequently used abbreviation of “HH I KRR H & E & 3% (Asia Pacific Economic
Cooperation, APEC)”. These key phrases were selected manually from the headlines of the
original text materials. Each query contains 4.9 characters (or syllables) on average. For
assessment of the retrieval performance, the relevant news articles for each query were
selected manually by searching through the original text materials. Each query has on average
5.9 relevant documents among the 500 documents in the database, with the exact number

ranging from 1 to 20.

Gender-independent speaker-independent context-dependent Initial/Final HMM’s as
mentioned in Section 2 were used to recognize the syllables and construct the syllable lattices
for both the spoken documents and the speech queries. The top 1 syllable recognition rates for

the spoken documents and the speech queries are 54.70% and 59.07%, respectively.
5.2 Experimental Results

5.2.1 Comparison between the two approaches

The first experiment was tested to make comparison between the previous syllable-based

approach and the new syllable-based approach proposed in this paper. The non-interpolated
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Figure 4: Results for retrieving Mandarin spoken documents using key phrase speech queries

based on vector space models, syllable lattice matching, and the combined approach.

average precision rates with respect to the average number of syllable candidates are plotted
in Figure 4. For the previous vector-space-based approach, it can be found that in general the
performance becomes worse and worse when the number of syllable candidates increases, and
the best precision rate achieved is 0.54 when the average number of syllable candidates is
only 1.79. This result seems counter-intuitive at the first sight. When the number of syllable
candidates is increased from 1 to n, the number of possible syllable pairs is increased from 1
to nxn. Although one of them may be correct and provide information regarding the desired
documents, the other nxn-1 syllable pairs all include wrong syllables, and therefore inevitably

increase the degree of ambiguity. Although the acoustic recognition scores as(s;,s;) in the

feature vectors can provide some degree of discrimination againsi less reliable syllable
candidates, but the extra correct syllables included by the increase of the number of syllable
candidates very often also have relatively lower acoustic scores. Therefore the information
regarding the desired documents carried by these extra correct éyllables may be easily
swamped by syllable pairs constructed with wrong syllables with relatively higher acoustic
recognition scores. These explain why the performance degrades with increased number of
syllable candidates. So good retrieving approaches should be able to make use of the
increased correct syllables to achieve better results. For the proposed lattice-matching-based
approach, it can be found from Figure 4 that in general the performance becomes better when
the number of syllable candidates increases, and the best average precision rate achieved is
0.73 when the average number of syllable candidates is 3.47. The new approach produced
0.19 (0.73-0.54) improvements in non-interpolated average precision, while the average
number of syllable candidates in this case is almost twice (3.47/1.79=1.94) as the average

number of syllable candidates used in the best case of the previous approach. It can also be
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Figure 5: Results for retrieving Mandarin spoken documents using key phrase speech queries

based on the two-stage approach (CA200, CA100, and CA50).

found that, for the proposed lattice-matching-based approach, the curve keeps relatively flat
as the average number of syllable candidates further increases. The experimental results show
that the new approach is better than the previous approach in making use of the syllable lattice,

and thus the retrieval performance is significantly improved.

*5.2.2 Results for the combined approach

Based on the above descriptions of the methodologies of the two syllable-based approaches
and the experimental results, one may wonder how many further improvements can be
obtained if we combine the above two approaches together. Since both the vector-space-based
and lattice-matching-based approaches are based on exactly the same speech recognition and
syllable lattice construction front-end. They can thus be very easily combined together as a
combined approach. That is, the similai'ity measures obtained using equations (4) and (10) can
be summed together to give a new similarity measure between a spoken document and a
query. The top curve in Figure 4 shows that, in any case, the results for the combined
approach are better than the results for either the vector-space-based approach or the lattice-
matching-based approach. The best average precision rate achieved is 0.76, while the best
average precision rates are 0.73 and 0.54 for the lattice-matching-based approach and the

vector-space-based approach respectively.

Furthermore, it should be noted that, the computation requirement of the lattice-
matching-based approach is much hjgher than that of the vector-space-based approach. In fact,
in our experimehts, the search time for the lattice-matching-based approach was about 10
times of that for the vector-space-based approach. It is thus a good idea to modify the

combined approach to a two-stage search strategy for shortening the total search time. In the
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first stage, the vector-space-based approach can be applied to filter out the non-relevant
documents and select a set of potential documents. Then, in the second stage, the lattice-
matching-based approach is applied to these potential documents only. Finally, the potenﬁal
documents are re-ranked based on the summation of two simi'larity measures obtained by twd
approaches and the final results can be obtained. Figure 5 .shows the results for this two-stage
approach, in which the three curves marked by “CA200”, “CA100”, and “CAS50” represent
the cases that the lattice-matching-based approach was applied to 200, 100, and 50 potential
documents selected by the vector-space-based approach respectively. Because the retrieval
performance of the first-stage vector-space-based approach is relatively poor, more potential
documents are therefore necessary to cover the desired documents. This is why, as shown in
Figure 5, the performance gets worse and worse with less potential documents applied in the
second-stage lattice-matching-based approach. However, a very important result from Figure
5 is that the retrieval performance for the CAS50 case (0.69) is still much better than that for
using the vector-space-based approach only (0.54). But, in this case, the search time is only

about 2 (1+10x 50/500) times of that for using the vector-space-based approach only.

5.3 Discussions

Currently, key phrase queries are widely used in text-based retrieval such as Internet search
engines. In fact, key phrase queries are simple, convenient, and efficient. On the other hand,
natural language queries inevitably cause more ambiguities and thus degrade the retrieval
performance significantly. This is why this paper focuses on retrieval of Mandarin spoken
documents using short key phrase speech queries. The experimental results indicate that the
proposed approach can significantly improve the retrieval performance as compared to the
previous approach. However, the previous approach can be directly applied to spoken
document retrieval using natural language speech queries though the retrieval performance is
even worse (Bai et al., 1996, 1999), but whether this new approach can be applied to spoken

document retrieval using natural language speech queries is yet to be further investigated.

6. Conclusion

In this paper, we propose a new syllable-based approach for retrieving Mandarin spoken
documents using short speech queries. This approach that is primarily based-on matching the
whole syllable lattice directly can better make use of the syllable lattice obtained by speech
recognition as compared to the previous syllable-based épproach that using syllable and

syllable-pair information extracted from the syllable lattice based on the vector space model.
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The experimental results show that the retrieval performance can be significantly improved.
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Abstract

This paper is to introduce recent results of an ongoing research called Live
Dictionary Construction, which is investigating a number of efficient techniques for
IR systems to automatically acquire Chinese terminological knowledge including
domain-specific terms and similar terms from online text resources. Such research
effort is pursued to be able to build a dynamic dictionary with IR systems, in which
most of the necessary dictionary information can be dynamically extracted and
adapted with the change of the indexed online resources. According to the obtained
experimental results so far, it is promising that a live dictionary can be established

and automatically grow.

1. Introduction

Automatic extraction of domain-specific terminological knowledge, such as
keyterms and similar terms from online text collections is significant but very
challenging for developing more effective information retrieval and also natural
language processing systems. In this paper, we intend to introduce recent results of an
ongoing research called Live Dictionary Construction, which is investigating a
number of efficient techniques including corpus classification, term extraction,
named entity extraction, similar term extraction to automatically acquire Chinese
terminological knowledge. The research is pursued to build a /ive dictionary with IR
and also NLP systems, in which most of the necessary dictionary information can be
dynamically extracted and adapted with collection change.

Whether the employed dictionary is rigid and suitable for the database domain is
very crucial in designing an effective IR system. It is clear that a well-prepared
dictionary can help to identify representative keyterms in document indexing, find
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relevant terms in query expansion and perform exact term translation in
cross-language information retrieval[Lewis’96, Wan’97]. Unfortunately, online
resources most increase very fast. To most of the existing IR systems, it is
cost-ineffective and even unrealistic to manually construct a domain-specific
dictionary for each searching database. To avoid too many unknown searching terms
and term translations appearing in database retrieval, the construction of a live
dictionary which can grow with the update of the database like Altavista’s LiveTopic
is believed an alternative solution.

Our ongoing research is known as one of a few works towards the systematic
construction of live dictionary for IR applications. The approach proposed for this
purpose is based on proper integration of linguistic knowledge acquisition and IR
technologies. This approach has achieved several technical breakthroughs. Like the
technique designed for domain-specific term extraction, it has been proven
performing well in extracting new terms incrementally. Compared with conventional
research on knowledge acquisition[Zernik’91], the proposed approach has carefully
considered the incremental characteristics of online information service. The
developed techniques are all capable of handling large and dynamic texts and also
easily to be integrated with IR systems. According to the obtained experimental
results so far, it is optimistic that a live dictionary can be established.

2. Previous Work - PAT-tree-based Term Extraction

Keyterm extraction is frequently used in document classification and many other
information retrieval applications. Since in Chinese language there is no “blanks”
between words serving as word boundaries in printed and written sentences and the
words are actually not well-defined, keyterm extraction has been a much more
difficult and challenging problem in Chinese language processing as compared to
western languages. An efficient approach for keyword extraction from Chinese texts
has been developed previously, in which the difficult problem of large numbers of
out-of-vocabulary words outside of any given lexicon and the sophisticated problem
of word segmentation from sentences can both be avoided, and keywords or
concatenated keywords (key terms) of arbitrary length which are very useful in
information retrieval can be successfully extracted [Chien’97, Chang’99]. This
approach is statistics-based and efficient in extracting major “significant lexical
patterns (SLP)” from the Chinese texts.

3. Overview of the Proposed Approach

204



The proposed approach is formed as an abstract diagram shown in Fig. 1, where
an IR system is designed as a composition of a searching engine and a live dictionary
subsystem. The purpose of the live dictionary subsystem is trying to dynamically
produce domain-specific term lists, term associations, and low-frequency named
entities for the use of the searching engine. Such a subsystem contains several
working modules, i.e., corpus storage and classification module, term extraction

module, similar term extraction module, and named entity extraction module.

..........................

Subsystem

) | Corpus Storage and L Online
Classification Resources

1 < Similar
‘em « .
i Associations Terms Extraction
i in-specil
ext Collectio
(¢—— ( Named @—i—{ Named Entity
Entities Extraction

IR System Searching
Engine

Fig.1 An abstract diagram showing the proposed approach for live dictionary construction.

The execution of the corpus storage and classification module is the first step to
construct a live dictionary. To allow domain-specific dictionary information can be
effectively extracted, each input online document needs to be classified into
corresponding collection(s) and serves as a training corpus for subsequent
information extraction. Considering the demand on both document retrieval and
corpus utilization, a method which employs PAT trees as the working structure for
corpus storage and classification is presented. Each classifying document will be
generated a PAT tree which records the occurrences of all of the composed character
strings as the feature vector of the document, and then compares with the
corresponding PAT-tree indices of each text collection in the system, by means of
vector-space-based similarity estimation. The classified document will be then
appended into the belonging collection (s) and update the corresponding PAT tree(s).
The updated PAT tree(s) can record the up-to-date information of the text collection(s),
on which rigid linguistic information can be incrementally extracted.

~ Once an input document has been classified and indexed, the térrn extraction
module will be performed. It will extract new keyterms from the document by
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estimating the completeness and significance of the composed strings with the
corfesponding PAT trees. The underlying technique for term extraction is an extension
of the previous work [Chien’97, Chien’99]. The extended technique here emphasizes
the incremental ability in new term extraction. Besides, in the similar term extraction
module, it will find similar terms from the extracted keyterms. The basic concept for
this processing is to extract keyterms with near context{Smadja’93]. To deal with the
extraction of low-frequency keyterms especially on named entities such as personal
names and organization names, a named entity extraction module is then developing.
Since it is hard to extract low-frequency named entities simply based on the
previously-developed PAT-tree-based approach, the proposed technique is tried to
compare the contextual similarity between each named entity candidate and a set of

extracted high reliable named entities.

This paper will only focus on the introduction of incremental term extraction and
similar term extraction and brief description of named entity extraction. Further
description about the corpus classification and named entity extraction can be
referenced in [Chen’99, Chang’99].

4. Incremental Term Extraction

To many online NLP and IR systems such as voice browsers, web-based
machine translation systems, Internet searching engines et al., it is cost-ineffective
and even unrealistic to manually construct a domain-specific dictionary for each
service domain. To capture up-to-date information and reduce unknown vocabulary,
incremental extraction of domain-specific terms from online text resources are

necessary .

This section is to define the cbnsidering problem and give an overview of the
proposed tecnique for incremental extraction of domain-specific terms. A
domain-specific term is defined as a string that consists of more than one successive
characters in Chinese (or words in English) which has certain occurrences and is
specific to a text collection with a distinct subject domain. Such a string has a
complete meaning and lexical boundaries in semantics; it might be a word, compound

word, phrase or linguistic template.
4-1 Overview of The Proposed Method
Definition 1: The Incremental Term Extraction Problem
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Given a new document D, a set of incremental and domain-specific text collections
Ci-» and corresponding term lexicons 7., the goal of this problem is to determine the
most promising collection C; for D, extract new terms X from D and add to 7;, where
X = { x| x occurs in D; x can be a domain-specific term of C; but missed in 7; at
present}. '

The above problem is defined to deal with the extraction of domain-specific
terms with the increase of an online resource. The online resource will be divided into
different text collections with specific subject domains in advance. Once a term is
found specific and becoming important in a certain text collection, it is pursued can
be extracted as soon as possible. Such a domain-specific term often indicates the
occurrences of a certain event. If it can be identified immediately, some kinds of
real-time reaction and information services like event detection of online news

service can be implemented.

In fact, considering the reliability of term extraction, the extracted terms should
have a certain occurrence and is expected will be used in a period of time, although
some of them may not be used in a long term. So as to, a term which is a keyword in
a single document but rarely occurs in other documents is not considered as a
domain-specific term. Many low-frequency proper names are not taken into
consideration in this way.

The proposed technique is known as one of a few works considering such an
incremental extraction problem. To deal with the problem, several difficulties need to
be faced with. The first difficulty is to identify new and meaningful terms with
document inputs as soon as possible. It is known that to extract meaningful terms in
an automatic way is still a challenging problem in western languages, but it is more
critical in Chinese and oriental language processing because of difficulties in word
segmentation and unknown word identification[Wu’95]. Our idea to this difficulty is
to develop an efficient algorithm which is able to monitor the frequency change and
usage freedom of each candidate term in the text collections, with the input of the
new documents. The second difficulty is how to estimate the significance of the
candidate terms. In our solution each new document should be classified into
corresponding text collection(s) and its composed candidate terms will be checked by
observing their distributions in different collections in the system. The candidates
which are "non-specific" will be removed. Moreover, the third difficulty is the
efficiency.in handling large and dynamic texts. Since real-time processing is required
in many applications, the utilized techniques have to be efficient in execution. To
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reduce the difficulty, the PAT-tree-based working structure is adopted again.

The term extraction module, as shown in Fig. 2, consists of two elementary
sub-modules: completeness analysis and significance analysis. The outputs obtained
with the proposed technique will contain the classified text collections, the PAT-tree
indices and the domain-specific term lexicons from online text resources.Because the

‘words in Chinese are not well-defined anyway, in this technique all the character
strings of any length in the texts are first taken as candidates of keyterms.

(1). Completeness Analysis

The first step is to extract new complete terms from each examining document.
Like the completeness analysis step of the previous approach, this step is mainly to
check if the strings of candidate terms are complete in lexical boundaries. But in
difference, the strings need to be checked here are only that occurred in the new
document D which have certain occurrences in the corresponding text collection 7;
but not found in the term lexicon K; at present. For each string X in D, it will judge if
X is complete in semantic by its distribution and context in the updated PAT tree ;. X
is defined as complete in semantic iff its association norm of the composed
sub-strings is strong enough and has no left and right context dependency. The
estimations defined below are the same with the previous work. Such a design really
considers the characteristics of Chinese.

Definition 2: The association norm estimation
The association norm estimation MI(X) for each string X is defined

below:

fX)+f(X,)-f(X)

Where MI(X) is the mutual information of a target string X, X; is the longest starting
| sub-string of X, i.e., the sub-string which is exactly X except that the last character of
X is deleted, X, is the longest ending sub-string of X, i.e., the sub-string which is
exactly X except that the first character of X is deleted, and f(X), f(Xy), f(X,), are the
frequency counts of X, X;, and X,, in the text collection respectively. Such a definition
is based on the efﬁcieﬁcy of calculation in real-time applications. Character stings
with the above mutual information below a threshold are considered to be

incomplete.

Definition 3: Left Context Dependency (LCD)
Each string X has left context dependency if | L | < #1 or MAX o a X)/f(X) > £2,
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where t1, t2 are threshold values, f{.) is frequency, L is the set of left adjacent strings
of X, ae L and | | means the number of unique left adjacent strings.

Definition 4: Right Context Dependency (RCD) ‘

Each string X has right context dependency if |R|< ¢ or MAX; f(XB)/f(X) >
t2, where t1, t2 are threshold values, f{.) is frequency, R is the set of right adjacent
strings of X, Be R and | R | means the number of unique right adjacent strings. The
stings with either left or right context dependency are considered to be incomplete. -

In fact, the above metrics are actually used to check if X contains
highly-associated composed strings and also has complete lexical boundaries, by -
judging the usage freedom of X according to its contextual information. The basic
assumption is that if X has few unique left or right adjacent strings, or if it frequently
occurs together with certain adjacent strings, it might be incomplete in semantics.

The above estimations are easy to be implemented using the PAT-tree indices
[Gonnet’92]. To know if a candidate string in D is complete or not, it just needs to
check its association norm of the composed sub-strings as well as left and right
context dependency. All of the operations can be easily done with PAT-tree access.

(2). Significance Analysis

The second step is to find out domain-specific new terms. Like in the previous
approach, the significance analysis step is to extract specific and significant candidate
strings as the domain-specific terms. Using the following procedures, all of the
remaining candidates strings will be checked using a common-word lexicon, a set of
lexical rules and the analysis of the significance estimation function S(Y) shown
below[ Schutze’98]. If a candidate string appears either in the common-word lexicon
or can be formed using the lexical rules, it is treated as a non-significant candidate
and is removed. The remaining candidates will be further checked by observing their
frequencies and distributions between the corresponding and different PAT trees in
the system. The candidates which are also frequently appear in the different PAT trees
are treated as non-specific and are removed too. The strings which satisfy the
estimation (larger than a threshold value) will be selected as the new domain-specific
terms.

Definition 5: The Significance Estimation Function
S(Y) = (MIATY) ((Y)If(Ty), where Y is a candidate term, f; (¥) is the
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frequency of Y in collection T}, AT;) is total number of strings in collection T;, f(Y) is
the frequency of Y in the general collection, and f{T}) is total number of strings in the

general collection.

The above estimation compares the relative frequency in the text collection of
interest with the relative frequency in a reference collection. The necessary
parameters are all easy to be computed with the PAT-tree indices. Among them, f(Y)
and f{T;) can be obtained directly in PAT tree ;. As to f;(¥) and f{T,) can be obtained
by summing up all of the domain-specific PAT trees in the system.

Term Extraction Module

Complete > Significance
Analysis Candid Analysi

Candidate Strings ' i Extracted New Terms

Domain-Specific

Domain-Specific
PAT Trees

Term Lexicons

A New
- - Document (D)
Domain-Specific < Corpus Storage and
Text Collections Classification Module

€

Fig. 2 An abstract diagram showing the proposed method for incremental term extraction.

4-2 Experimental Results

An experiment was performed to realize the effectiveness of the proposed
approach for incremental term extraction. The experiment used a Chinese
online-news database from Central News Agency (CNA) in Taiwan as the testing
platform. At first, a total of 1,872 political news abstracts published in July 1997 were
tested. The testing database contained 5-months manually-classified documents and
one-month automatically-classified documents at that stage. In this experiment, the
1,872 news documents were added in sequence for both corpus classification and
term extraction. Only the new terms extracted from the politics collection were
counted. Tables 1 and 2 show the obtained results. It has to point out that before the
processing of term extraction the political text collection has contained 6-month of
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news documents, in which the sixth-month documents were automatically classified
and have only 45.1% precision and 99.4% top2 recall. Meanwhile, the corresponding -
term lexicon is empty in the initial stage.

Table 1 shows the obtained recall and precision rates with different threshold
values in the significance analysis. The correct domain-specific terms of the testing
1,872 documents were extracted manually in advance. The terms extracted with
different threshold values were compared with the correct set. It can be found the best
performance in terms of both recall and precision rates was that using the threshold
value 2. In that case, 1,135 correct terms can be extracted and the obtained precision
and recall rates were 0.78 and 0.44 respectively. Such a performance is satisfied in
many applications. It is worthy to note that 258 of the extracted terms were not
included in the KUH dictionary, the largest Chinese dictionary we can find, which
contains more than 160,000 word entries, and is believed covers many of
terminological vocabulary used in news papers.

Except the above effectiveness issues, there are other issues such as the average
number of document inputs to find a new term, the average frequency as the new
terms to be extracted, and how often the extracted terms can be used, etc. For this
reason, Table 2 shows the detailed results with the threshold value larger than 2. It is
noted that in the table term length” is the number of characters of extracted terms.
Since terms with different lengths behave differently (for example three-character
terms are very often personal names, and four-character or longer terms are very often
compound words), the results are shown with the term length as a special parameter.
From this table, it can be observed that on average every 2.41 document inputs can
find new terms. Also, each extracted new terms occur 28.95 times in the one-month
testing documents and was extracted at the 9.25 time on average. This indicates most
of the extracted terms are not late to be extracted and many real-time reactions can be

performed.
S(Y) Total Extracted | No. of Correct | No. of Correct Precision Recall
Terms(A) Terms Terms Outside (B/A)
Extracted(B) | Dictionary(C)

>1.5 2,291 1,374 297 0.60 0.53
>2 1,455 1,135 258 0.78 0.44

>2.5 723 593 172 0.82 0.23
>3 214 184 66 0.86 0.07

Table 1. The testing results for incremental term extraction with different threshold values in the

significance analysis which were obtained from a total of 1,872 political news

July, 1997.
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The proposed approach has been tested extensively and found very efficient in

- extracting terms from online text collections. For example, as shown in Table 3 there

were more than ten thousand political terms can be extracted from a total of 13,849

political news abstracts published from Aug. to Dec. in 1997. The obtained results

were found similar to that extracted from one-month news abstracts. With the

increase of the news documents, the frequency values of the extracted terms are
obviously increased but the frequency the terms can be extracted are similar.

Number of Number of |Average number Average Average
Term | extracted new |documents with| of document |frequency of the | frequency
length terms new terms inputs can find | extracted new |as the term
(character extracted new terms (A) terms can be
N-gram) extracted
2 776 515 3.93 34.22 9.37
3 416 325 6.04 24.60 9.09
4 171 157 12.16 19.22 8.97
5 51 49 37.28 20.35 9.18
6 17 17 109.81 27.00 8.65
7 15 15 123.60 27.40 11.20
8 6 6 274.67 13.00 9.83
9 3 3 205.67 18.00 11.33
Total 1,455 814 241 28.95 9.25
N-grams

Table 2. The detailed results for incremental term extraction with the threshold value larger than 2 in
the significance analysis, which were obtained from a total of 1,872 political news abstracts published

in July 1997.
Number of Number of Average Average Average
Term length | extracted new |documents with{ numberof |frequency of the| frequency
(character terms new terms document extracted new | as the term
N-gram) extracted inputs can find terms canbe
new terms (A) extracted
2 3,376 2,502 5.75 72.12 11.41
3 4,274 3,056 4.69 31.15 9.51
4 2,408 2,021 7.10 22.23 9.17
5 694 642 21.89 25.02 9.40
6 303 295 47.20 26.25 10.29 -
7 145 145 95.17 33.23 14.59
8 87 87 156.90 25.08 11.86
9 52 51 265.65 24.33 13.54
Total N-grams 11,339 6,242 228 40.90 10.12

Table 3: The detailed results for incremental term extraction with the threshold value larger than 2 in
the significance analysis, which were obtained from a total of 13,849 political news abstracts published
from Aug. to Dec. in 1997.

However, there exist some difficulties to be discussed. Taking all the terms with
different lengths into account, it can be found that the precision rate for
three-character terms was relatively low because many frequently used
single-character words and two-character words are easily combined to produce
three-character terms which are not necessarily key elements for most IR and NLP

applications. Close examination of the extracted terms indicates that most of them are
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domain-specific such as proper nouns and topic terms, which are often very important
in IR applications. This phenomenon is especially significant for terms with three or
more characters. While it is important to indicate that the proposed approach is weak
in extracting low-frequency terms, because the extracted terms should at least occur
9.25 times and 10.12 times as in Tables 2 and 3 respectively. To deal with the
extraction of low-frequency but domain-specific terms, we are considering the
combination of linguistic analysis methods as that developed in the named entity

extraction module.
5. Low-frequency Named Entity Extraction _ :

For those low-frequency terms, it is hard to judge if these terms own complete
word boundaries based on statistical information, because the possible patterns in
their context are very limited to be investigated. To deal with the extraction of
low-frequency but significant keyterms , we present another method to perform
semantic completeness analysis. As found in our experiments, the presented method
can be used to handle the extraction of low-frequency named entities.

Names are some symbols that represent some characters or organizations and are
conventionally used to identify the named entity. Named entity extraction (NE) is to
identify all named locations, named persons, named organizations, dates, monetary
amounts, and percentages in text. There are several features with the named entity.
First, each type of named entity owns separate rule sets. In Chinese NE, family names
predict personal names quite well. Former researches dealt with NE problem with
rule-based heuristic approaches. Second, each named entity plays some specific roles.
This situation can be revealed by neighboring contextual conventions of the named
entity. Taking Chinese news articles for example, most of the personal names appear
with a title in the context to indicate the identification or profession of the person.
Such context not only gives information about the character that the named entity
represents, but also helps to identify more named entities.

Since named entities usually have templates in the context and can be modeled
by other named entities in the same category, a preliminary method and initial
experiment were therefore developed. The basic idea of the method is described as
follows:

Context Dependency Estimation:
Assume a named entity x belong to class K. Context of all named entities in K

can be therefore used, if L(x) similar to L(K) or R(x) similar to R(K), where L(.) is
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the left context and R(.) is the associated right context respectively. A three-step
process of context semantic learning is designed as below.

Step 1: Given an initial named entity set K and corpus D, the first step is to generate L(K) and
R(K) based on K and D. v

Step 2: For each "possible" new named entity x, add x into K if P(x) > Th or (T1 < P(x) <Th and
L(x) ¢ L(K) or R(x) ¢ R(K)), where P(x) is a trained Markovian probability function, T1, Th are
two predefined threshold values, L(x) ¢ L(K) means that L(x) belongs to L(x), and R(x) ¢ R(K)
that belongs to R(x). '

Step 3: Extend L(K), R(K) by L(x), R(x) and repeat Step 2 until the K set cannot be increased
obviously.

We have done a small scale of experiments on Chinese personal named entity
extraction based on the above method. The testing data size is 1.65MB of news
documents, and the initial Markovian probability of personal names is based on
order-one Markov model and Sinica corpus. The obtained recall and precision rates
with the change of threshold values have been obtained and shown in Table 4. It is
can be easily to see that based on context information the extraction accuracy can be

improved.
Probability | With Context | With Context | With Context| With Context |With Context| With
based Estimation | Estimation | Estimation Estimation Estimation | Context
(baseline). | (weight 0.06) | (weight 0.04) | (weight 0.02) | -(weight 0.005) (weight . | Estimation
0.003) (weight
: ‘ -0.001)
Corrected | 7,768 8,608 8,608 8,632 8,778 9,067 9,073
names
extracted o
Error 1,123 1,188 1,193 1,524 2,423 3,351 5,074
names )
Extracted
Recall rate| 0.848 0.917 0.940 0.942 0.958 0.990 0.990
Precision 0.873 0.876 0.878 0.849 0.783 0.730 0.641
rate
9157 names to be extracted from 1,876 news abstracts

Table 4: The obtained results for personal named entity extraction.

6. Similar Term Extraction

Automatic construction of a thesaurus from online text resources is important but
a challenging research topic. A thesaurus is a set of items ( phiasés or words ) plus a
set of relations between these items [Jing'94] . Some researchers have used
head-modifier relationéhips or descriptions of entities to determine similar
words[Strzalkowski'95][Radev'98][Lin'98]. Others make use of lexical occurrence
information to build related words[Jing’94][Crouch'92][Schutze'97]. Our research
towards this topic is just in the beginning. The first step we would like to try is to
extract similar terms from the set of domain-specific terms extracted based on the

above term extraction methods.
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Since it can extract a number of domain-specific erms which were excluded in
general dictionary right now, it seems to be possible to deal with the similarity and
association among these extracted terms. According to the demand of different
computer processing, we simply divide the similar terms into three categories:

(1) Abbreviation : (FPILFZERE, SRER)

(2) Named entity with associated title or description : (B ML, B, &=
BHF), or (BRI IRFESS, HRAERS)

(3) Terms different in content but similar in concept : &iH, TS, ETEH

The first two types of similar terms are that similar in content, i.e., (shan'ng common
composed character strings among similar terms. The third type of similar terms has
no obvious common sub-strings. Since it is more difficult to extract the third type of
similar terms, in the beginning stage we just investigate the extraction of the first two

types.

6-1 The Proposed Method

(1) Similarity Measurement

The proposed method is based on an assumption that similar terms frequently
co-occur in the same documents. There are several ways to measure the correlation of
two terms. The Dice coefficient as defined below was found more effective and
therefore adopted:

Dice (k1,k2) =2fxxo/(furt fv2),

where fx1, fi2 andfkm' are the numbers of document occurring k1,k2 and both kI and
k2 together , respectively.

(2) The Extraction Algorithm
The extraction algorithm used is very simple as shown below:

1. Term Extraction:
1.1 Use the above PAT-Tree-Based and named entity extraction methods to extract keyterms.
2. Estimation of Similar Terms:
2.1 choose any two keyterms k1, k2
2.2 if k1 is substring of k2, then compute Dice(k1,k2)
2.3 if Dice(k1,k2) > t1, where t1 is the threshold,
then k1 and k2 is a pair of similar terms

6-2 Experimental Results

The first experiment is to test the accuracy of the similarity estimation. A total
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of 466KB CNA news articles related to the judiciary and transport subject domains
were tested. Some of the experimental results are shown in Fig.1l, where the
horizontal axis indicates variation of different t1 values, and vertical axis indicates the
corresponding ratios of recall and precision with the change of different t1 values.
The results show that the precision can be high, if t1 is set at 0.5.

The second experiment is to test the accuracy using different sets and sizes of
news articles. The test news were grouped manually into four sets, namely
CNA11:congress/politics 1996, CNA12:congress/politics 1998,
CNAZ21:judiciary/transport 1996, CNA22: judiciary/transport 1998. The results are
shown in Table 5. It can be found that the average precision rate of 73.75%

10 c\\ A —&—recall

—&— precision

0 0.1 0.2 0.3 04 0.5
tl

uorstoaxd 29 [jesal Jo onex
' 5 2

Fig.3 The ratios of recall and precision with different t1

(112.5/153.25) can be achieved. Appendix 1 and 2 show some samples of extracted

similar terms.

T DR z = ‘ 3 7 - - ( 7
e
.

"CNA1l 11.34 320 238

CNA12 3.84 153 115
CNA21 5.21 66 55

Table 5. Obtained results of the Similar Term Extraction Experiment.

7. Conclusion

In this paper an ongoing research called Live Dictionary Construction has been
introduced. Such research effort has been integrated with a number of techniques.
This paper focuses on the introduction of incremental term extraction and similar
term extraction. Preliminary experimental results show that th it is very promising

build a dynamic dictionary with IR systems.
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Appendix 1. Some Samples with Similar Terms from CNA news

@19980113 12:07:30 WE R RERIERENRA

(shRHFLERERGIET=0E) TBREREERS RRVIMERGREEENES - £2
RS E AV EENBERSRST - BRRE A A EE RE > TEREDEERNEREZ
—  BIEESRFAH - LS TIREMERS -

@19980113 11:53:44 B RAEFGHIERBE TR E RN
(PR EREREILT=0E) TBEERERSKE L.
F— - mRNERTENCMERE R  HEENTEEERL  21%... -
B EERNBRERELETREE  IMHEXRERESHMERECE... -
B= - EERNHTEERERNE S G TR IR EN TE...
ﬁgﬁéﬁ » FEEFHR A LR AR SRR P RENA 2 RSN S M S TR H]  SERFRI SR8
B -

@19980103 12:41:06 SBEREFEARRIBARKGPANGHETE

(PRI FTCEFHFCI=0E) TBREARZRES X AMBHNZATR BERECHRER
BEERN SERHRREARSERENEE ERRENARBIEE T 2EmS
ARBIREE - HEREZETK -
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@19980116 15:34:26 _YEREFAIGBIALER S RAR R A S B e
(EPH%TinE%‘@éEAihL/\ HE) KEEmIbEREERO— E+E§é§§ﬂi{’g§  BAEHATASE

L —EBIARE  BERCETIENEBRESERE T ET  BAERAEER  FHRHEEES
KEWBITIE  BERGHLE KEEHEEHEE -

@19980119 18:34:45  EEREIERTE R T HREE R A &

(EPH%]&.:E%@‘@E IEThEE) TEREABRZERG AR R R EARTM i@&
BRI e R E AR BERR I ERES AFNESRER  BREBHTE
E%’%IJ%{T' S - WRZPHEE SRS -

Appendix 2. Samples of Extracted Similar Terms

®  Correct abbreviations:

1R B R ERE=>1E [0.695652]
JERPEREAFIAERR=>1t45 [0.516129]
SR ERE=>2 P50 [0.642857] -
rhouEERE S TRE [0.647059]
R LRIk =>RIBE [0.600000]
ANETEREEG=>THEE [0.600000]
EHINBESESRIT=>REER [0.666667]

R R FEBe=>t iR [0.555556]
BRZZ2R=->EZR [0.631579]
FENERRT >R [0.692105]

B #ESE->RHER (273)[0.546000]
EEREEE [0.545455]
HEERIT=>548R [0.583333]

BT =>4 [0.577778]

it ErEl=>mtiE [0.547368]
BRYNEEEE=>BXEE [0.784615]

e  Correct description of entities
ZELERAREESREE [0.666667]
HACHTRR B E=>ME5RE [0.560000]
B AR i =>8GE [0.523077]
RIEATE SER Y—>TER ) [0.533333]
AR =R [0.500000]
BEEE R AT = AT [0.695652]
TEEEFEH=TERHE [0.590909]

B REEIKE=>ZEJKES [0.660870]
BT RREHEDSRESE [0.595745]
BSERBIFSE=>B1ES [0.732394]
BEE ERBB=>RERE [0.617143]
HitHEHKR=>BKRE [0.566038]
FEARRIS FE=>BRISFE [0.537313]
HNBERRE N =>FEX [0.676471]
B RRER=>HER [0.691814]
SHRER=SER [0.500000]
SREFIEA=>HEL [0.526316]
KEEHREE=>BIBRRE [0.777778]
BT HE fE=>{THAE [0.842105]
thIEAIR=>hJE [0.705882]

T NES=>T TN [0.666667]
Bl =, [0.674121]
BOBMERI=>Er# [0.526316]
BFETE=>HEFE [0.500000]
FEEAF=>FE [0.740741]

e #h=>F# [0.510638]
ELEB=>#E: [0.600000]
EZB=->H18 [0.666667]
FREE=>FRE [0.500000]
BREEr=>EE [0.600000]
TEERR=>1E3E [0.533333]

e  Incorrect pairs: ]
HEEHEZEE=>MHERE (0.600000]
ES=BA IE=>HIE [0.625000]
WHBGR=>1YE [0.533333]
FEE=>FH [0.640000]
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B RS PR R R RS B ARk

B=ES /I
BT HEASERTIESR

L

RACEHR B < BIRERE B R AR NER SRR RIS THEE - () &
SEARTVRF S B L - SRAENERE T SEERE (CMN) KB ERREUERER
ft3% (DFT-MN-AUTO) © (2) e BEREETE - IRAFHSEHIRE (SBR)
PR S BEIRGE (HSBR) Rifiat=NEMEE (SM) - AR SR it & e 2k
BLEeRE - - DIBIRBRE S AFHE MAT-160 ETEE  MRERIER BESIEBN T > CMN
SRR HETRETEN - BIE DFT-MN-AUTO 3R - fESMBEERE 5%
T LARNsRS B e i TR E U S U IR ER - R IR AR A

AR R EERR -

—

TR BB ERRE RS NIEER - S S a2
HORE - R o BN - EREEE AR - B B EE AR AR -
HHl > LG T R Erf B R NEIT A E T eI FeacR - THiE_EAHRY
HIER AR - (AR - HEEEZAIERRESHRRRIENT - BUAEE SRR
SHANRE RE B AR RIT LAS Se IR RER AR A B R B R R N L IR RIRE - ik
REEIAR BB S Re = - EAETHFFREEERRT1,2,3,4] -

AR SRR IR AT 0 e om0 - AR/l » SRR S EL R A -
RS EEREARIR - RTRMGEE A R RR S - ZeflEn - RUFERIAT
BER » SRIEHRERER - AR SRS - F BRI GIREARIELTE] -
T FREREER K SEYIEIES - ML EREES - EM ER% % - 7558
EREFIRRER Y - RIS R R EE -
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B SRR TR RE SR - BARERINAERE - H
KERFEEE

> Rpehhis BRIEHEEA (ambient noise )

> BEREHEESE (channel effect )

> SEHRH (bandwidth limitation )
I EEAERE SR T P ERURE E R E B (speaker variation) R » FERLEREMGEE
Wm%ﬁﬁ@ﬁ%ﬁ%ﬁ%°

R LBEREARE T RORE e RIRIRE - TR RIS F(5,6,7,8] - 1Ra% x Rl
SRR TR - X RAIER AR EE2E 0 A RIIESR T < Bl
RAIBERS SRR EE - Y RAIEBR B2 A %JHﬁ%ﬁTZ@ﬁE
TRE - @GR R TR B A R =

> RTINS EBORIGER ()

> ERRSRIET AR EREE () # Y Rt —REE - oL X B
B - DAICECA, -

> (HHBEIEEAE G, (- ) EARERSEA, -

B RSB B RO AR KRB ISR 2 B R R B R
A - IRIREHERER - ABIERAESRRIE LIERME - AR ERRE S BRI
SRR A - D—RIGEFEIEHRBN T A EmEds | SEEHE
BNGRERFRRTY - RHESFGHRIE - FRRBNBCRERKIRE - ARSI AR
FEBE - MEMCSEF RS T RE PR air i - Rz ARA -

B i B R Y fiﬁ R FE— S ESRE— RS - BERERRT
MR » (EREBMAER AN » SRS SR R -
It ATEREE AR R S E B FRORS IR - DR P AR -

= R RERGT

BRECEEEES 8 SHHEN - BN - NEHETER - BRE 228 (B
SEZERR) - BEH 08 (B THEZRELINENEE T RIRE) - BH
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B SHE - BERERETIL 0 T ZERR 412 EEEHRE - R S8 - BEAFRE
GIRLPE  EEMSNES ) HEPEETHRIVRRERE - ENRERA
ZEINEHE -

REBHHAMSRIEE - WRAA S EREERARA - Hbh 22 SR 6 38
| EEEER TR 04 B S EE  FIEZR HR ERE RE R 6 0 -
RHEFERRHETIFILL 3 (B0 4 (BRGSO » Ik 1 ERFEIRREIREL - S5 464 18
RGRE - ZENBLERNER - HERTFERABLENIIERE -

AR PRI TRERE S A RE - 55— MAT-160[2,13] » EEFERIR
THISERER  RBERIEHE FE SRR EMAT SRR - HASKBLHRR
it (ERERERFERE o P RERAVEE - RERHREACFERE - 828R MIC-
101 » {REPEETESASCHSRE » RERAES T FSEERE - NER 2 4 FivE

Faam o £ 1 KK 2 AERIAEAS -

MAT-160

ERIEE RN E e

BET A N AR N A

TR 8Kz |

AT 16bits

EE L9~ 581N

GEETERNE | 12 MBS - 30 AaTik - 10 A5G R
RRAIBY | REREE 8320 &] /5.01 /|NEf

% 1 MAT-160 B4}

MIC-101
ey STE HREEE IR
PE BRI TR T B LR AR B A\ B
itz 2B S 8kHz
HURGLTTE 16bits
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ZSIA~B50A

EREETERINA

50 )RR

RETB | RERFEL

5050 47 / 1.44 7]NER

2 : MIC-101 Bk}

AIBREERIES TEST-500 > & MAT stEFHIENC BT RTHR 7 1998 FaEH

R BITRIEEERI14] » ABATT
TEST-500
FREAE | TEREIREEEEE
SEEIE FRE AR R A B AR
AR 8kHz
HURALTTE 16bits
EA KR IS AN~ 515 A B MAT-160 EEHE

50 AJEEEE ~ 150 A)%EA)5a%5 (text dependent )
300 AJ 2 #7RA4] (text independent )

RETEL | R

500 &) (EEIFEE4736) /045 /)\FF

AT ARG T FE B R E AR

%% 3 : TEST-500 EBlEE

M~ ERGESBER

BRI T RATR - %&Fﬁﬁﬁﬁﬁ%‘ﬂ%ﬁ% MEL :

EHERE | 256 points
SHERRE | 128 points
MEL 12-order MFCC + 12-order-delta-MFCC +
B8 1-order-delta-log-energy + 1-order-delta-delta-log-energy

3 4 * MEL R 2 8E0E

moaTLLRFER

e RSB AR R > K

R R ER L ECE T ILECRFAHIREAS R - Supl bt Bl ReE R B L I
FIEE - (EERREER - FHERT  PRRRE KRR TIIGREE -
- WRRER = (RS HTAEE — SRR S EIASE0 / [EREE ERERL
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SERA S EITRARL = B B EARE -+ MRS ETRE S+ A S BT

7 MAT-160 £2 MIC-101 FIlSkeEHHEE > LA MEL RFFS 8 73 BIRIRE AR -
LA TEST-500 FSHIERGERL > PRBRRAIRS -

LA MAT-160 EFlISREER A MIC-101 B7/lIREER

JREH - BE8
4 8 16 4 8 16
FEAE (%) 3.53 3.82 3.61 4.22 3.86 3.93
TSR (%) 2.22 2.11 1.94 6.65 7.45 7.47
HftE%) | 49:30 - 47.61 45.68 78.15 77.45 76.44
PN (%) | 44.95 46.45 48.75 10.98 11.23 12.16

%5 DUMAT-160 K MIC-101 B3=mkl 2 BBt =

FIILEERER A - EWHBRR T SRR IR - IERECHREE - E
HIFBSR T ILECR; » PRERENSER TR - FERSBEMN 4 MIFR 16 IBTLT » 25k
15T 33.97%R136.59% » RHESE 75% 2\ - BAENSEIRRRERE » BEABAEI
GIRTHRRIERER - HiE T RRRHERREISERR - FE2L MAT-160 fEAREERHEIHTL
T BEH=16 TBNRE S B=4 27T 38%AIHRR > IBEAIR 8% - '

RUCEMREIERER » 230811 MEBAMFESBER DK Q) FFESHEFE
7o PP HET -

f - BREAGES R KL
5-1. BISRETI9METES{LE: (Cepstral Mean Normalization, CMN )

BIFEEIE R AR — R R E R B 7 HFEEATT {83 x(m,n)
REBEERAS m ESEAZRAYE n BEASHME » ym,n)R x(mn)iREEERIE S
fE > A x(m,n)E2 y(m,n)AIBRATFTRAT ¢

 Ymm)=x(mn)®h(mn) o

R ?’f"a‘%%‘ﬁﬁ ) — 4R ﬂ?ﬁfﬁiﬁiﬁﬁlﬁﬁ%ﬁ% » AIRSZ h(m, n)E’Ji‘JFEE' |
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5% h(n) - NEIRGEE » F hn)yEEEZSR > Fit > Dl y(m, n)nﬂlﬁtﬂjiﬁ'ﬂﬁ;é
B AR S BRI h S - BT EAETE SRRE -
PAX(mk) ~ Y(mk) & HK)73BIFE y(m,n) + x(m,n) 5z h(n)7ESFEE_FRIZREA -
Y(m,k)=X(m,k) H(k) )
B BUE % - BEREREIEYE -
log Y (m, k) = log X (m, k) +log H (k) 3)

FHRREEKTEME W

LS og 7m k) = L5 log X (m. k)= —= 5 log H(k

7 2 loe (m, )'E,,; og X (m, )'H,,Z;, og H (k) )
1 M- 1 M-1

ﬁz og Y (m, k)— Zlog X (m,k)-log H (k) )

RS SRR - BB ERN SRR -
1 M-1 1 M-1
log Y (m, k) - H'Z;]log Y(m,k)=1log X(m,k)— E’;’log X(m,k) (©)

B FSERE (Cepstrum) @ B AERLERETISE - AR ARRETISEIER L
(Cepstrum Mean Normalization, CMN) °

TEEREERATE AR MEL B8 0 2 12 B MFCC RIBLES log Yink) HIRRME:
MG I A AR EER A - KERO)GHFTHY 12 F MFCC (78 - e
Y 12 HEE R BRI 2RI 26 BRESE > £ FRSukS > hiES
B EE BB TS MEL-CMN

5-2. EFERRARBURIIER L (DFT-MN-AUTO)

EERRRBURIBIER AR B FERREM 2 (RAS) [561RV8E » IIERIER
7 RAS BTN BEEAMERET » DFT-MN-AUTO B AR EE MR
e
BT REEE » R x(m,n)RFEE EHAESE m (ESHERTREYEE n BEAGHE
Y(m,nF x(m,n)iEEERHIFE S 7 GSHE » B x(m,n)8 y(mnBIBRAIFRRAT ¢
y(m,n) = x(m,n) ® h(m,n) )
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EBRRACEE TSR BRI PEERERRE - AIEE h(,n)ATEAES [BUsR h(@)

%&‘%

y(m,n) = x(m,n) ® h(n) (8)
FEEFRRIER - AR

1, (mk) =1 (mk)®W-k)®h(k) ,0<m<M-10<k<2N-1 ()

(N-1-k
Zy(m J)y(m Jj+k) O0<k<N-1
=0
7, (m,k) =< 0 k=N (10)
| 7, (m2N k) ,N+1<k<2N-1
R m B SHE 2 B AERRREL 1, (m k)EY 2N BE{E DFT B » BB shsRAEE
S, (m,f)y=3S8, (m,f)-|H(HI an
IHEEC 1% -
log S, (m,f)=1log$, (m,[)+2log|H(f)| (12)

FHAES KT EE - W5

|-
g

M M-1
ogS (m, ) = ﬁZlogS,,,(m,f)+%ZIog|H(f)|
m=0 m=0

M- M -1
L Z og S, (m,f)=--3 log S, (m, f)+2log|H (N (3
m=0

E

SR - SEEE I -
M-l , 1 M=l
log S, (m, )= 23, l0g S, (m, f)=1log S,_(m,f)=~-3 log S, (m, f)
m=0 m=0
(14)

FRIL AT RREE PR B AHRR (R > EOREANT -

— M-1
r,,(m, k) = InverseDFT {exp(log S, (m,f)- i D logS, (m, f)]}
m=0

0<m<M-1,0<k<2N-1,0< f<2N -1 (15)
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FH(15)Z A5 HAR BRI TE R AL A S A B AR (R ﬁ*ﬁﬁﬁ%iﬁﬁa‘fﬁ%’& » BYRT N
B R ERBICTSR EH r, (mk) - —

BA 1, () BB SE S I aRER » SREN MPCC #s B2 it 3[R AR R © 8
BEENRE - BRI MEL ¥3RE MECC K » 28 o B¥ RBRESAN » KEARRHN
TSR - SRS R R LRI - (HLLEAERRBETREN oo B

CRIRETINE @ e TR ERE - BRMERE - —RARE ¢ (IURB ¢~ )
R DFT-MN-AUTO-CO ; S3—fE&:a0E MEL » % ¢, > B c;~c,, 5 MFCC » BonE
DFT-MN-AUTO-C1 - M 1 AR » REE ek B AHBRRBO SRAY » B iRA— &
B

> WS BRARER DFT SR 455, -

> FTEEEBEARRE RS -

> IHREESBURH IDFT EEIRFE - BIH15 HAHRRE - BRI RER N

B o

—_—T T T Fast Algorithm for ACS

L _ _signal (ACS) | ’ (2-side)DFT to fréqucncy domain ‘

compute energy ‘

(2-side)DFT ACS to
frequency domain ‘

11

log and mean normalize ‘

1l

(2-side)IDFT get adjusted
(1-side)ACS

Mel- 12 order auto-MFCC v
Cepstrum |—» 13 oder A-auio-MFCC. ——De———— 1 08 €NCIEy,

v
DFT-MN-AUTO

1 : DFT-MN-AUTO 452 BRI

(2-side)IDFT and get ACS |

5-3. SRS B EER
(1) HIFFER BRI SREE R R L F B B

LAMAT-160 FEa/IREERL » qE5351 LA MEL—CMN * DFT-MN-AUTO-CO % DFT-MN-
AUTO-C1 A B2 > FIRIERANE 6 AR -
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RS MEL-CMN DFT-MN-AUTO-CO DFT-MN-AUTO-C1

pET=g 4 BEaH EEH

4 8 16 4 8 16 4 g8 | 16

HAK 2.05 2.36 1.84 1.71 2.17 2.13 3.25 3.29 293
(%)

lZS 205 | 192 1.71 1.96 1.79 1.56 2.07 1.73 1.48
(%) :

N gge 4396 | 41.89 | 41.28 | 46.26 | 4445 | 44.13 | 46.18 | 44.89 | 43.77
(%)

RS 5194 | 53.82 | 55.17 | 50.06 | 51.58 | 52.17 | 48.50 | 50.08 | 51.82
(%)

% 6 NEARHBE AR

FHE BRI &L MEL-CMN RS BORIGERZRE R EE > DFT-MN-AUTO-CO HX -
DFT-MN-AUTO-C1 5K - {B8H5% 5 fHSIR » A —CREZ 1} - SRS
S8 » DFT-MN-AUTO-C1 o A ZU§i38 -5 MEL-CMN £ DFT-MN-AUTO-CO % -
Wit - FHETCBRRERYIE T3tk - JEFTREEEAYREL -

Q) EZRBEETSIREECEHEE
B T IR R SRR A B RO ARBRATIRTY - RSB FIIRR » B
AR RE I E S B A NI RESRAE » SRR RANE 2 Je i 3 Fivr - |

= =~ female(MAT-160)
—*— male(MAT-160)

ZifH
2 MAT-160 T iASR RS
1400
1200 F ~-o—- female(MIC-101)
—&— male(MIC-101)
1000
ﬁ 800
B ol
400
200
0
88888225823 85e28¢e8e

3 1 MIC-101 SR RRs

227



IRV - — BRSBTS ERERAE TN - —E 3 FrriEs
2o AR P RE S R HE R - (EPTRR MAT-160 SRR TR RStk
gt - HATRERAR - MAT (EEtEBRFER S EAE) B RHER i E R
HNEAREFETEREETHE LI - SREFERSEE RS ERE A B LR
Dialogic Card EUREEFRY » % E-RH DC fERSS RS - RIREAZRFTSBAIRE T & 321
RSB -MAT-160 FERHEFERRE MAT FHEIRTERENIES R R HBTEL 160
AR > it EE THATEREERURER - HIRE 2 - T3R MAT-160 R9EIEEREE
RS - 1GFIRFE LA EIEREL - ATLL - — BB K AR B R
RAMHEBERNEL IIER -

R T R SRR Z RETERIE IR - T TIRERIRR R S /T -
DR B - B ARERH IR E RIS 9(E » BHFTVRERL - ISR PCM-
MN - LI PCM-MN @B RE STt & - BREHSE  EEBERAT -

BEREY " MEL-CMN DFT-MN-AUTO-CO DFT-MN-AUTO-C1
Bal BAK BAK
4 8 16 4 8 16 4 8 16

| ??ﬁk$ 2.68 2.96 2.58 1.94 2.11 2.03 3.29 3.59 342
%ﬁé& 2.09 1.79 1.52 2.01 1.75 1.56 2.13 1.73 1.58
%?‘C% 4453 | 43.07 | 41.81 | 45.16 | 43.52 | 4293 | 45.02 | 4386 | 4248
%’oﬁj%&$ 50.70 | 52.17 | 54.10 | 50.89 | 52.62 | 53.48 | 49.56 | 50.82 | 52.51

% 7 REHSESE > 3RA PCM-MN %2 HIEE R

HEBTESL » PCM -MN HEE A A B R REE T B RS 8H 5% (DFT-
MN-AUTO-CO 1 DFT-MN-AUTO-C1) HIEHERZE @ TEREBEFN 4 B 16 BYFET »
DFT-MN-AUTO-CO & 0.83%E2 1.17%#J$EF » DFT-MN-AUTO-C1 & 1.06%E2 0.49%HJ+%
F - HEKFZE DC (RS EFILTGTE N B REIEEEEH - SRR E]

RS RE AR v (m,n)=y(m,n)+bias 7E EFHRHRAIS 1,,"(mk)=r,(mk)+ bias*+bias*
% [y(m,n)+y(m,n+k)] * R —EERATETE R R85 » T HREEERSE
TR » HBEA/N o BT POM-MN B » (RS EE RIS B AR R » 5]
THBERER - |

SR » ¥ MEL-CMN R 280 S - MIREETE  ERSEEFN 4 H 16 iF
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BT > BRESEETRET 1.24%52 1.07% - LTSRS RIS BERRRREE -

HERESEARZ T T MFCC REABRAK - ERSMIIE PCM-MN K » HE F54
HFFE RS HERRE - HIRE 3 X B FrIENR - ABIEFSITg
EERLIFERT > MREFHHIER—EOMEN - 1 EITRE S EREE PR
TR ERP R RENE » f PCM-MN JRERSMINEIHERASRIR - 3 MEL-CMN i » &
HMEIERTEERES MFCC RETFSS » FHIREE—E1E » S ES g T
# > &% CMN HERBER B HMEE - EMHE T BUBHZBESBIHRE -

(3) AR AR R A L E R
R BREERHEE, MIC-101 » RIS SRR S EBSR NI B T - &1
SRR S BEIFIRATT -

iCd MEL-CMN DFT-MN-AUTO-CO DFT-MN-AUTO-C1
pET=E 1 EEH ET=E 1
4 8 16 4 8 16 4 8 16

EAE | 340 | 325 | 304 | 338 | 325 | 323 | 547 | 541 | 530
(%)

TR 298 3.00 2.81 312 2.96 2.68 272 2.66 210
%)

Bf® | 6429 | 63.66 | 63.05 | 66.79 | 6691 | 6649 | 66.89 | 65.60 | 64.76
(%)

Mg | 29.33 | 30.09 | 31.10 | 2671 | 26.88 | 27.51 | 24.92 | 26.33 | 27.24
(%) .

8 NARFBSE AR

B MEL RESEERBERNTRNER T BE §5z 4 81 16 HUHERERE 10.98%
B 12. 16% » DABLEIER - (5 SR VR 28 MEL-CMN £ DFT-MN-AUTO & Al #5
E - Hop 3 A MEL-CMN FBURERAE - 7ERS B 4 82 16 AYIR4F T » MEL-CMN AJ#2
FHaER 18.35%42 18.94% » DFT-MN-AUTO-CO AT#EH 15.73%#2 15.35% > DFT-MN-
AUTO-C1 mI#27F 13.94%#2 15.08% -

() S IUEERESR
BT SEERES - AT TR © BRI R
TEST-500 FIRAEEIB MRS - BTN - BB TR

EHER (WHT) » SEBRESRATT -
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B2 MEL-CMN DFT-MN-AUTO-CO DFT-MN-AUTO-C1

BEEH BEH ‘ pIoy=t 5

4 8 16 4 8 16 4 8 16

MOLE | 5194 | 53.82 | 55.17 | 50.89 | 52.65 | 53.48 | 49.56 | 50.82 | 52.51

SNR=20 | 37.36 | 40.87 | 42.14 | 38.86 | 40.98 | 4224 | 39.07 | 4174 | 42.27
dB i

SNR=10 | 17.33 | 19.10 | 21.37 | 22770 | 25.02 | 27.47 | 2521 | 27.13 | 28.28
dB ‘ .

SNR= 0 1.44 226 4.08 4.88 6.07 6.57 8.24 7.40 8.79

K9 TRREZE > BIMIRERR CHRER

FREERAAS R AT35R > DFT-MN-AUTO HESPIFEARIRE T8 - BEREEALLA
7~ 20dB B » #RF B FEBRORBUE ISR - R AEKEN H AR (REREE+ - SR
HOSRET I A L EASR AL - B DFT-MN-AUTO-C1 B REEEF 3 DFT-MN-AUTO-CO »
FEERRTINARYIASRE DA - B MRS L B A G BEAFERE » T DFT-MN-
AUTO-C1 WysREUELF AT REBRE S s - -

A~ FRSEEREE

RS EIEEN TSRS | RS MR S A B B
£ > B ERENRT IS LSS IISEE R - 8 4 SREED] LY
RERRBESBBRFS]  WRENSREIHTSE (HSERTE) A RES
B > ) BRSNERSY -

Y — max A, Wl »,Ax) W max (Y, W, Ax)

(v', W') = argmax p(Y, Wlv,Ax)
(v,W)

4 BBBEERRETREE
6-1. FASERIEIAEY: (Signal Bias Removal, SBR)
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TR RRET R —EGHEHE R R RREREE - FHNERSRAET
BREERITTE - UARREIGEER SR FE BRI - N RET -

BERY = {y,} RERGEERAFS] > X = {x} REFSFISREEE AT W&
BRGRA0T :

y,=x,+b _ (16)
=g b LI FHIRTAbH -
‘=%z<»—ﬁw) ' | : an

t=1

H ly) REREE HESIED  ASTTIS G BRI R BT 91 -
AEAHZ R > SBR FIfGHHEEREIRAER - RS n R ERF UL ORI SRERS B
HIFFFIR |
=y, -G +b"" +.+5°) o

6-2. BRAGFFREIBZEY: (Hierarchical Signal Bias Removal, HSBR )

BRI SRR B RN — R S R T TR R R s
g1 SBR FAEME : FREEORAREMEH—ETEEREE - MENE T
NESKEUEHEMERA (frame dependent) HMREE - AR B E—EEERTETZEIWSEE
REFLRRBEY - FRSRAEEEPERSMLREY » KISH R REERA
REHHRS BBRE A E -

Bk TSRS | (frame-dependent bias) » B2 Y = {V, } BEERETER

FEl. X = &}ﬁﬁAwMFﬁmmEEM$w’B:@Jm%g@mﬂgﬁﬁﬁ
IRAFFS]  SHMRATT -

Yy, = x,+ b (19)

SR b 2B » SEICRAER S BB AN R R B - B
EEHOTRE M RS - 2 | EREFRBRERL

. 1 & . :
b = T—Z (Yo, - H;), 1<isM 0)
i =1
Hrf Y, ) MR B | e - T RPN | MEERE T A A
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B | TIE R - SRS R TR ESER SRS O R EAET -

M
_ Z bew .

j=1 @ (i)
b, = m t @1)
, 2 j=t Wi
H S W, ;) RISERTES RIS | OSBRI FEERE (Weighted
Euclidean distance ) B - i fttHICRRS R SR BRRI 51 «

X ={(»,-b)} @)
PhEEHIRT SBR —HE » AT E M B A B -

6-3. #et=\BIMELE: (Stochastic Matching, SM )

Mat A BHEER9,10,11 R — RN ABEERAEH] (ML estimation ) » ZRKEHIGAER
R SRR RS EIR A BN - REAESERIIARRBHI AR WEAR
RANFASRSIRERYE - FIRFERYRE » TN B A SRS » BT FEISSE
HIRIETISES) - tHE R RS

BaRY = {y,} BHURARFERF > X ={x} REEVIMREIETENTS > &R
FRATT

Yy, =x, + B_ 23)
g b ITRFIR T
ZT: O = Ay)
7 t=1 Zs(t)
b= r 4 04)
2—1: Zs(t)

Hp o, T Z o fRRES t [HERES - ARG BB IR NG TS
B R - [AREY » AT U /R RTRTRE T i — K » AR BRI R 2=
R -

6-4. HESHFAREER

%ﬁ*ﬁﬁﬁ%&?ﬁﬁ [t AR S R A T
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eI HEOER -

1. AR A — PR B R B R R IR TS

2. FIFZER | e Py TR S B

3. ERETSER | BSR 2 UEFNRBEEHERER -
TR BRIGHBOER -

1. AR REER DA R LE I B S AR IR S

2. FIRZBR | S Fo ETRESBERE

3 BRI ECETTES - /HRRREE

4 BERETHER | EIP8R 3 » WEANRHEEBAYRERL -
FEEE - 2B (DABGFRESEERR - DIkQ) Flikm iR sa el e
FrASBERRE - TR - Al ARYRIBREERHE R MAT-160 > LA MEL RS BRI -
ERRSE 16 RIZC B MEIRAY - ﬁ*f’ﬁﬁ@ﬁﬁﬁpﬁ%ﬁZWE SRES 48.75% » 1EFRe2:
B RAER 10 -

IEEEL
1 2 3 4 5
HiFIHIER| SBR - 53.00 53.59 53.84 53.95 54.05
B2EEH%| HSBR 52.85 53.44 53.80 53.97 54.01
SM 52.72 53.53 53.86 53.82 53.95 .
FifskumeaEl|  SBR 54.27 54.65 54.52 54.43 54.46
I {ERF|  HSBR 53.80 54.62 54.65 54.77 55.03
B2 EEE SM 53.36 54.52 54.48 54.50 54.54

K10 : FEASEERRCAHER

HEBAR AL  REAFRETRESBERE R G2 RS B -
b RS B EEE VA B - FTEBER R ET S - TEREER 5
KRR T AR S MR TR RIENIRE 5.20% ~ 530% © $eFHHUIRRATR
10.50% -

Al R A B R R 2 BRI - B AR 5 ORER 2 B
Bt ETREIRTEH o [(ERBIIRR - T3 Rl e TR 2 B
AR ERRERE 0.42% ~ 1.02%H9H5ETT © BRI PmET RS BERER - 7
PEEELEEIRRE EAURT RN T (AT REE T » M
BUE s - SERE T R AR B 2 AT R S AT B IR » AR S
Bimts B2 S RAR RS REN R -
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RRERSREAET ARSI RT - ERRSILES
M5 R T RS BIRE ERUR R - HRBERH R EEAERN - TR RIS BEIRE
MRS AR ER R T ERILN - SRR R a IR A2 -

6-5. BERTUBEFRIES SRA

1E SRR > 5 SRS R AT L R R P B E 2 IR AEIR S
B (B - AESHERRIEE SR R TEREE - RIS » BT,
SR R A S SRR A U » I AP S R
B S TR IRE S B T S M RIESE - SRRIEEREA - K
B > AL 1] BRSO R REIR S -

BEEREAR | MRS B AR R S BT - B
EORESETTE © 1 3EEIER » TR R S BRI R AR 5 28
IRAEIE A BRI 2 -

R  HEEMS RS ER - S B EN I RIEE S s
SRR, > PERFTRLIE 5 - |

B
T
BRI IR

!

i EL T b L B ]

BERE

RS BEHRE

]

iteration

6 5+ SAREAUHIRRHTE AR

HE 5 & - EARBSEERR GRS S EDER B AIRR - EEA
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TR ERAE S SEFER SRR 2SS ETRHSEERES - hkF
TR VQModel » —{EREASE 16 RIS » FraiREERIFTE IR BOMELATE 4500 18 - 4
TORAEERT o B R 256 (BB A HERBAKTFI 2] 10~40 (IR EEL - FrfsE A
BRI BREEAHES MAT-160 » DL MEL RS2 8RR, » RESE 16 ’ZBMERE -
HRFRERS MR PR 48.75% BRI RRRIRHIT BB SRR SBR

FEETEE,  ERERTTEE £ 11 R PR -

R
1 2 3 4 5
REEFHZEEl  53.00 53.59 53.84 53.9 54.05
RYERER| B |
TS EER | (FREEE| 5346 53.86 53.91 53.82 " 53.84
#(SBR) 7

11 - FRAREEI TSR

BRI E— E SRR S BERE AR TR ISR AR » S5
IS AT e R EEAR IR & S A M B SR8 » ZESH RS TR R TR
DRI - TIREROARIEE « AT > EEN S arERa R T » BRI AR,
AT RE— A SBR AT -

5T BRI E R ERE - T ERIONE - R SR
FSE AR T - PRI EEEES © B — R AR ER S BRI
TESFE(RASAE > FLRUER(E (likelihood probability ) HEATANE ; ERISL—EEAER R
B R AR H B RSP A NI RIBR A8 - SIS IHEAR I
B R E TR TE T SRS B - (0 P T OB BHESR - FEVAAIEEES WVQModel
BRI 12 -

L

: 1 2 3 4 5
HIEASH(FRF | SBR 53.12 5382 | 5414 54.16 54.22
B28ER®| HSBR 53.23 53.59 54.05 54.20 54.18

SM 52.83 53.67 53.70 53.89 54.08
7lfskmEaEl|  SBR 5422 | 5465 54.67 54.60 54.60
A ERF| HSBR 55.29 55.11 55.19 55.22 55.17
HBFE| SM 53.32 54.24 54.69 5473 | 5473

% 12 IR R BB
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EEBCE RS IR - IS RE R SR 5 ik T B L E B S T R e -

-

FEASCH » ST T IR FIRERMEIESRNG SRS B S B
& - AR =B SE RS BEEAU T © MEL-CMN S LEE B RIRE ST &
#F > DFT-MN-AUTO-C1 #HURARIRE ST Bt - 767\ RBR B IR R R R
TEULT » MEL-CMN W{§SEHEREK 55.17% - (EHRN =R S8ig vt » &
RS GFR S BERE G =B AR EEN L R R 5.25% -
ERE PR SRR S BERE - AR R 0.50%~1.00% - 534% - $RHI#
SRS R HWR TR | SRR AR 0.20% - A% LA -
DI B2 BaTs - 7EalRER IR EE SRR B2 BT » MR IR
BER - SRR 55.20%

[11 R, “BEEETHEEYRICHE - BIIHEEASER TR ISR
X BREI/\+REANA

[2] BRSRRR > “IEEFERRS R SN SRS RI L iR AL » BN EE
REEHTERZEATREL R - KRB/ \+HEHE/RHA

[B1 WMt “HEEERS TR YR REIENE - BB ARER TRR
FATELRI > RE/\HEEAR |

[4] HWEE  EEER ESEESTPEOTSHE O BESEASRERTE
WIERTRE RS » RE/\+7~EARH

| [51 You, Kuo-Hwei and Hsiao-Chuan Wang, “Robust Features Derived from Temporal
Trajectory Filtering for Speech Recognition "under the Corruption of Additive and
Convolutional Noises”, Proceedings ICASSP, 1998, pp. 577-580.

[6] You, Kuo-Hwei and Hsiao-Chﬁan Wang, “Robust features for noisy speech recognition °
based on temi)oral trajectory filtering of short-time autocorrelation sequences”, Speech
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| [71 ~ Rahim, Mazin G. and Biing-Hwang Juang, “Signal Bias Removal by Maximum Likelihood
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FHER T ZRMABEFTEILEALBTEIHRZIERA
Frame Synchronous Noise Compensation for Car Speech Recognition

fi=%  HREUR
RIRHREENRIELR

Email : jtchien@mail.ncku.edu.tw

W2 |

BB EARASR A SR A LS NEETH > aNBNEETERYLHMY R T a -
HERPPRE ARG T o TIEFSRE S E TRARE L 7 UEEA BAERE > SEE
EANEHEE AR AR Z RN AT BRESICE FHAEEE S5
LEHBER A BB BB ERAXETARDY 2 2 HAL T B 5 AL BN -
AWSUR I —HBRE SR ST AR RO R TRERA L RARFETH
HRALEAERERETEEHROEAR - AT AEREFAEAERET LHE LR
ZERREA ST AR A S -

1. B
BEAARTHMEE ROBEFR - BREHRAWAREOEE — LAAFE ) &)
BA% 0 sb B AR ASRE BTSSP AT O B ALIVE R 3 AR AT 6
EECETREHAGGMRE  BAETA LB EWRA LB LB — R A RERE
SRR B1[T] > 2 A R AP IR ST 4 30 19 68 R O o 3 5
BEBBGTH - BRI BT £ 458 M 2 52 ek 5 R AT R
T RFAE L RE AN > £ R H (training)k & 558 4 2 35 4B
FREMALR GRARRDRBMF % B —FBALEEABER HRMAT bl

S EWmpRHI RGRE  RBE - TR ETFGRET n?l’q%ﬁ%é@tﬂ%f#fﬁ FiT LA

239



R (testing) - RIBH AR & QB EIFFRE > QL4 G355 PRRHNT Lo B ¥
ﬁﬁmﬁ%f%ﬁEQﬂ%Lﬁ%M%°ﬁmﬁ%ﬁ%m%Tﬁ%ﬂﬁmﬁmfﬁ%%ﬁ
ﬁ’ﬁu?%ﬁéﬁ&ﬁ%yﬁéﬁm&$*%ﬁﬁ%%&%%&ﬁ?%Maﬁﬁﬁwﬁﬁ
FRERERLAHHBEFHER YRR BEFAHAE -

ﬁﬂﬁﬁm%ﬁ%imﬁ&ﬁiﬁ%T%ﬁ#iﬁ%%%ﬁz%%ﬁﬁﬁ%HM&
B SR A A A R £ B8 AR X AR E R t(Viterbi) 7 0 o 2ok
T EEViterbit) X B X R wBEKBEFLRTHAAEXIRXBRRE  ATHSER
BHRBRM MG K 2 RBABEEX - ARK T ERTRHERS 0 > 2 EXERT5A
MEBAEEEAMAEETRHTKEFBRTHE > TUR—EHEA M > &5 —EEiE
BRTABHAFLET > ARESCEFHREFHEAEET > SLPBTHARFAR
AR F 2 A% > £RBT BRI R % TH2bA S AR T 35T o % -

2. REHEH k%

BRGRETRMT EHRREARAREA S EHE T 2524 Carlson v Clements 7
1994553 ey “sA st A £ 2 48408 A (projection-based likelihood measure)” [3][4] 7%
ﬁ%ﬁﬁ*%’ﬁﬁﬁ”#M&TEﬁfﬁiNMMmﬁwhugM%ﬁﬁﬁ%%ﬁ’& 
1T #7835 F Q3R 0 & 2 5] & &3 A (white noise)ed T3 - L0 & A ME 45N Bia
ABRFB N A hE2ANETARAREEERELE MRS ROTF T B
Bk o R ARBAREETORE LS SBN > B LRSS A—{8% /L E F(equalization
factor) A, * HIVHRBEFCEFoREPHERERX - BREFLEFADEHHE L
APHEALE  BEIHRELEOEE  RTASGEF R AMEZAHFLESTHME
E7i12TY

2-1 #/E8F
AR A REFETAVRBERABERAETAEBEA,, =1, ,.2,,,) BAME
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FAB(APsAREDI B mhHRAHGIIHR) RABRELASHAETE
Ple A, V=Nt T,) RER] > K0 A REOTHT > sbAMEERNGTHEQE L,
HHRE A G CRBRTEY » A THESERE —ERMEEE T AT 48
EER

~Nj2
P&y A ) = N4 At o B 1) = (27) /

12 1 T -1 :
Zs,m 2 _'2'(°t — A ) s m(Cs — Abds ) 1)

HEYN ROEOEE U 2o REAXSTARAGEHEREEH -
@H%Eﬁﬁ&ﬁmﬁmmﬂﬁhﬁ&ﬂ)%ﬂ’ﬁmﬁgﬂﬁﬁgwﬂ%M%Tﬁ

T
T -1 .
C; Zs,m Hs'm
Ao = argmaxlog P(e, |4, Ag ) = —7 (2)

A Hg m Zs,m Hs m

BN ¢ Fip, EZRAE BERRET AR Sshme & X > RBREE A
RS R o BXQOAR DX A4 A E 2 g FRGHEF % -

2-2 M B B2 £ H A | |

BRAPHEAROAMEN S LR FHALX G ALRARENGE  RINRATHEAGE
WiRE b=c —Au, LE—GHE  FHEHRE2ADAIRRAF W RITHATH e i
RAXETABEA, G4 HEAME G PHERHBOFALEED - BT HBBTHHZ
AR B RISt AR B TR P 3 A MK & XD B Sy 3R | P34 E A X FRAH
B URGETARTRETHOINERE - XQALSPHEAHE R AR Z LA TR
HFik

Ple, | Ar Ay s BA)) = Nl Aty + DA, S, ) =
(27[)—N/2 ‘Zs,m |_1/2 exp(—% (ct - Z’elus,m - b(’?'e ))T Zs,m_1 (ct - lelus,m - b(’?'e ))J . (3)

AF ik X% A T34 41K 8484 E & B (Mean Compensated Likelihood Measure, MCLM) -
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BAVERAH HCRBHERXETRBEA, S EA ML 0T FHEHBEE » RN
R P AR AA-22]42 B > 50,014 — {8 & M (section) £600/@section * & & & ik
SRR BRI H A B SRR T AR K RSB EER
FRETHABRE -

3. AKX AR
ARBFHEAFBERALI RO ERHBRT[S] RMELER—Q&LFEHE 3
SEHFOHETHRE RR—ERALF AW ERARTYERRE L RO RLEHE =
BAREBETHANETHBRAKASR) » SHOEERFAATE > AARMBELAE
TS TFT-aRXREFASHELTEH SREABDAAES R BRFOFERATEEH
—EERTRES TS TEHEARIRALIR - HNFELR X 4R KM G REH
REABERBRERTFI L EPRHEE - |

3-1 pEEHE

 OARRERRTOBHERRRAEALARTETOELAH  AHRELELLRY
A B+ AEEEBARAF AL HRBALIM 5 %I 8 5 RIEAEA % (hands free far
talking) ¥ X &% > &3 ¥ 5%  MHAALETE  MHAEE - LAMIAR L £
MDWalkman(MZ-R55)4% & 23245 » £ LR % & Fisk R4 5L A A 5% 5(SONY ECM-717) » 4 %
RERSNEBLAAEME L - BHENEUALFTGSBE B4 AL10048 - 4414
18 REHOEETFRETRIVBAKTIIG - HEFELAMHKT -

BI2714 @A T R@BEREER > EREEHS 3 A RIHE & XA G433
FHE > Fo B RACRIER GO RIRIERE o B — A DMK S XM 835HE - 5 A TOYOTA
COROLLA 1853l di i B MRk KPR £AT6 T 3884 44804 - FAEH1224 ~ 2+
NEIS84) ~ A+ AE2004) - F_@RARAEHE  ARRBBRRELSHBE=F =%
FRMAEMGETOBHALEFTING - TAEF2044) ~ B+ E2636) ~ L+ 2E3I244) - £
HRHR B BRAEE —@AHR S —EREFE > GREABFIALATE—F
—k S HAEH A2 FAESG C ARG - AHA BN RIVERE
REOH S ERIREG N -
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3-2 HE B by 15 R T E

BN R G ERE F k(1] F 2 tb(Viterbi)br &2 4 BAREA X A HE &K
L REEHEERFL(Viterb) I E 4 € H R £ > EARMAEFRERHSKITHMN > B4t
HHARTHE - BT REREABRMAUMA T ERAFHE R » BRUATBRERRRES
FHRTEHERIK  RERAEHE  HFRLA—F—4EH -B— -~ ARMARLH
P34 A & XA 48 B F sk o A% soda B el F ok [ 1140k 8 0 R B 6 34 £ 7 — 18 3
SERECARIN T RAH 6933 FB A H A TRRBAM R IREAE » K ATHE 445 16 (Viterbi)
EENETRABRRET  REAFBRHELT * ’

(D&% > HARAGRNET 5 —BSEcHRAH B THREA, I EL, - F1H

FeolE R 2842 0 -
Q%R FAHEE A% > B SRALEGPHEALEC,, - A, u,,, %3t

o1 RTHBBREOGTHEET H -

Car Noise Hands-Free
alking Training Spee

-I A

S, m, Caculate Ae with all
Clean Speech models
Close Talking
HMM Mode
Calculate

ﬂ,e Chi-A o MHsmi
b

v

Nonparametric Estimation of

Relations of 4 « and

{ c;,i-ﬂ, e u-s,m,i}

!

{b(2 )}

B — - PHERAYsXERAEE

CRFCAF A BALE L, — A, 4, {4 W24 B (Scatter Diagram) ¥ - £ 4
3445745 & K b(L,) °
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WA RAREAFRAALRX T AATEHKBRECE THAR  RBAHFLEFEN
W28 42 R R HTEBHERGAR RGO TEL AN 0522 2R - LR
—BEMEE LRSS c BZARAREEARALI KO PHAREIRECETL
LPC cepstrum F—#TFoyM%hE > A+ HRWAFLCET  RWAHPHEHBOREE -

4. THmER

4.1 HEFH G977 IR R B F A |
BEMBALT > BETEARBREATLAARMIH » TR T ATH EH 65T RIL
% AH8kHz » AR A16bitE& T BEHAL > RITT AR F K BFTRE T HRAE 0938

w108 Hist
6 x 10 ' . I ogram ,
4 L
Bl
|
27 11. ]
1t \ -
0 . /., . .& ;
2 A 0 1 2 3 4
ShETF
M= FtEAF2HREFE SN
0
-05 ' i
/M
| /
o
5 ;
a5l
-2 L . -
-2 0 1 2 3 4
SHETF

=~ PHERAERXALPC cepstrun $ 1 & T4 E
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EHBE AN EEHUEBRTES S AI2FE LPC cepstrum Ful2[ delta LPC
cepstrum Fulft delta log energy Fv1f% delta delta LOG Energy[8] o 26/ - KBt % H 7k
FHH I 8 K AT 0 &SR — R I — 18 & 30 (table) RN E)HBLE BA 264 + 4712
FHERERRFBH26EENE  $AREEEAY DLAWMENE -
140575 60 BB 3, K 5 7T A0 % 3¢ (HMM) ¢4 384 3 (databaso) & 5 i SE#E 4 2R 27 X
BT WRPBH - SEBHERHS008 H50F ASI L AZBMA TS MEAETH  5—
AASRZFE - ZFALWFRR508 - £ 05T ABD S HH B8 T Bt 0 0Kk
B 6 AT AR B0 7 IR 6T 16 B — B R AU BB K R 8 S KA
ARAREHROY  BEKBES H @itk |
R B AN 0 SRR E PR TR R TR e
PRYUAER  BEABERARAFRIA A LB - B AR ERET o038 5 H0E
BT A AR R R -
(DEFEMARREHAL - & 44510 AF48 B (Viterbi Decoding)k i — #3812 - £ K

REEBEE > EhEEBARETREMMEFH L0 $ AR KT 4 516

Speech
* Input

Feature
Analysis

+ Feature
calculate
A

' Extract
‘ Adaptation
Acoustic Factors b(x,)

Model
Adaptation
1 Adapted Model

Viterbi
Decording

¢ recorgnition
resuit

—

Bew - 24E#aeR
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B-FA, -

(DOBBATUGEHEREDA)ERELYE 24 BETHAUESTR > LREREHZ
BBEBEORLBE -

ENAEF R BE LY - B —BAREE TG E -

4-2 FHRHER B

A ERZAREHEBEAOEZNELRBAA 24 ERREG B+ XEEFHAT £ 263

BRRFZE > AT 2ESHRBALAE 324 MRARES » EMNARGRAFERLLRSFY > A

ERHAERBERE 1.6 = F=LAmskTe) - RBERIFG > BIF B R VEHE B A0
Ah AR PRER > AT 90 2 ERBEH b R & 182%3 wF] 24.3% ; 50 2 2RI
BRI B R K 36.5% M B 49.4% 5 0 2 ZRRBHIM bR T0.0%3 4o 2] 87.7% ; &
T AR RPELE R REONE - BAESRAR KR AN R EPRE R LRE -

BT A RINKHE R REHEFTERA(BIRHLE— B —L)VREH  KE—F

BRETOAE RS BLWERIRAER R R h— B — ke DR EH A RPN
% ERZREARSGHURBHTUINREREOEERX - £ 5 RLI0N EHAKAS0NE
B ATAEHZEARR - HARMBRUXRESAAL S X LR BOERIF %[1]
WPFRE BRI - BARBRASAAL X T A HERAIBRAFHLBRE R B A
P e AP FIB FORBMAITA-22/42 R

100
80
o 60
# ,
3 40
20
0
90Km S0Km 0Km
- @~ HARH 18.2 %5 ... 71
el {1 - u4 | w4 &I
' RERTES

A~ BARG RN EREIRLE RS LB
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— B~ O®EH | BB Aol
P2 XN AAtb AAAb
O0km3E# | 182 243 217 31.5
RO "Sokmast | 365 | 494 57.7 63.9
7E R | 701 87.7 824 86.3
, 90km 35 # 324 336
B RS 0 s ' B 65.4 688
PE o wH 824 833

k- lkERe S FHARROYE

BAVER AP E A R AP2-350 ) RAMA128MB > 2 — A& B HWA T H
AR tbE & -

10000 DB kmsHEN

00.00 | TES T H L ¥ 5k 8 8235 8333
80.00
70.00 6540 0882
g 60.00
# 50.00
%4000 | 3241 33.64 1
30.00 1
20.00 !
10.00
0 00 S N e S
90km 50km Okm
%S
R &R N
M FS S ¥ HA Atb
#5/4) 0.41 0.67 0.74

& Z o EEROA AR R(EMa )

NS E A o B4 K 50267 » Bk fbfunction calley 55 R > KK % 44
FHAHEA L £0.74-041=033% - B 5 S K150 SCPUIR 3 8B > 714 HeA K 4
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AADOHAK TR ER S+ (8 RAr ot IS — A RS X oo REA
BT 60§50 A 2514 eraagsaﬁﬁ&fa%;%2(&5&4@&)*@0@ LB HOR6(H5
B 48 )-31200% 5 X 3 Al + 4834 2 121KBytes -

o RAMRE RS FERE I FAE T oo M A A0 R - RATEREA R
I 0B I RIS T S St AR 12 850 A B 1O A R K000, B AL MR
$)X26055 60 458 )=T800 % X 2 > 4 A30KBytes - T A HG i AR R A § -

TRERREING RMREVGEEH R RREH - DRELFAEHABRROBE - &
ZRUAZAGFIHEGLSFT XAMFHRELR - VHEHRARREH R bR o) £ T 6543
MRLEBRMESEEHERALGIRRRLSA R REOAHIREINES264) ; L FEL
ERS A8 B+ NEHTH2064) - S+ B H2024) o MIRE 1K 6 RIHKEH L4 788
G RTEXEHSA2034 > B+ DEHFH2624) 0 A+ AXEIHS5A3234 o kWA KM

A 7F FlREEF R PR -
2R 8 R AR A X MREO ~3 | ARE:-2-4
Baseline AAe AA b AAletb
90kmzER 18.2 244 324 33.6
50kmEER 36.6 49.4 62.0 68.8
Okm FEE 70.1 87.8 82.8 83.3

A= - BE R

RO ERFESR X - xei’émzo ~3 A$E:2~4

Baseline AAe Ahetb AAAb

90kmzER 26.70 33.85 40.99 41.61
50kmzEH 48.85 63.35 72510 ¢ 77.86

| Okm FEf}. 76.47 84.31 87.2 87.25

ﬁvg IEAZ: [ 53 THfié‘J;ﬁ‘&&%
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o0 RETRT RS

B T RB A Nk 62+ B 6 AR B LA S AR
BREARER EAERA | @R —BOLRH RN ARSI RSB T8
BRERGE MALBROMERAELHABRERSLAALE ké@;ﬁéﬁ%@%mﬁ%&zsﬂssg
Sz R ESGT —BREBLMEPEFE Lo - |

E&%%%ﬁﬂﬁﬁ?ﬁﬁ%ﬂT*&m%’@?%%ﬁiéﬂ%%&ﬁ?%ﬁiﬁ%
EFARFI  AAURAE LR L DS A X BB AR A P o AU Bk
TR EARHEERXGF KRB B EPERTAT FRRAR TR ERERARE
RAG - B TRAZEDE B EER HFE K% 4L (Two Pass Viterbi Decoding)yt ¥ %
X BEKEMT — & ¥ %MD RS ¥ 5 4 Background Model) i & 4 Two pass

Viterbi Decoding 4 35 & ##3% -

5-1 #R# 4

# % #.4a(Background Model)s itk X, - @ K BeskiF o0 B4 Ksa > Dokt RRIRA
1 (Mixture) s 3 F 454+ 510 6418 & 2 K32ER OB F - HIREIDIRT X RIE 1
§ § 1t (Vector Quantization) 41 £ A 16 B4 4 MR - 0354 HIE A6 36 46735 4 9140 B
ROF FBREAMGT FHRARK > AUBT ALY FRATUEE -

5-2 B 4T HE P
ARTRETATTRAR RSB ET T RIVER BEEGH LB T IS
K o AR RFE B M E RS RIS F $UT B ik 444 L (Viterbi Decoding)f2 X, » 8 — & 44
HABRHZETHRBBALERE S RB B ILBARBREENETRiTHR - AT TREHE
f@&ﬂj%&—%%&&ﬂ?%é\&ﬁﬁ—-ﬁﬁﬁfrﬁggéb’ﬁ%iﬁ\énmackgmund Model) - &4k 7T SA4E 17
FTOEREwER - Bt RHENMAEWindows 45 LHER B —FALR TN @ AEENE
EHRMTH EEE —BREL  GEIKREFRRAB AR FHEHATEX > TR EKTK
EHREREPRER - R H k4 - Baseline R iR T#E 0 ik Equalization 2 % 1t
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B F##ES F % MCLM& A /6B F R FE#HE R X 9Pk bk - KMEUpris
R0 RBER R R T R PR R -

ﬁﬁﬂﬁmm&%i%mé _
- BTIOLHEmER SRR

I'Na8) score= 35.607266 Bejily & ALV TuUS [[Vancin] 4
%gaz({ scores 34.65390;; “‘Bg f':ét; % )(r_lL .
{3.Nad3 score= 34.33033 [ &7 - o S
4/Na63 score= 34117092 Ho [ I AL s — ri— | PR
5.Na52 score= 33.829586 WE FrAxs PN 4 BaseLine !
O Nadd seores 3 S0t FEm WAV R
: a score= =1 -V - ali H :
|8 Na04 score= 33.274376 gz?ﬂﬂ LAY T AL Mﬁ'
| 19.Na22 score= 33.182896 M= At/ PAL —
110.Na56 score= 32.907673 Bkt r Ak s —~ 1 Mo |

B+t -~ Demo # %/~ &

6. &

RKEBMAFEREEHEELAT ﬁﬁﬁ*ﬁ&&ﬁﬁ]ﬁ?ﬂﬁ@@%%&ﬂ%%ﬁ% » 7]
KNSR ERET BEMBER S © ANAXF R AT TIRT D LI 011 0
EHX > RTUARIFOBEERDBERER -

KRBT A R TR A RA > mATUMRRRBOERE  HR
PREXETMAS S > RERAAARRE BB NS A RIBRAL  EA—ART
 ReREE - BAKSEE BRI ACPUS M ERE FA, 0 RAD BRI E A
WELX AR THRMEN SVRER - TR e T RIEF AR -

BH
EE R R S T A Y L A
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