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Abstract

We propose a way to detect the unknown words from the corpus. We call such unknown words
Chinese frequent strings(CFS). The strings could be the combinations of some common Chinese
words that are defined in a traditional dictionary. Such Chinese frequent strings appear more than once
in some Chinese texts. The method we proposed can automatically detect such strings without using
any lexicon, and no word segmentation is needed.

We retrieve 55,518 Chinese frequent strings (reached for 13-gram in character) from a corpus
consisting of 536,171 characters. To show that the strings we got are useful, we use these strings in
Chinese phoneme-to-character and character-to-phoneme tasks. The test corpus contains manually-
tagged phonetic symbols for each character. The correctness of the phoneme-to-character test is 96.5% v
and the correctness of the character-to-phoneme test is 99.7%. We make an MOS test about the‘
determination of prosodic segments. The MOS score is 4.66 relative to the prosodic segments in
spontaneous speech. This shows that the strings we retrieved are helpful in this aspect.

Keywords: unknown words, phoneme-to-character, character-to-phoneme, prosodic segment

1. Introduction

An intact Chinese electric dictionary is required in the processing of Chinese natural
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language (Chang 1997). Such dictionary plays an important role in machine translation, text-
to-speech system, speech recognition system, and intelligent Chinese input methods. Yet there
are many unknown words or new words coming into being in the world. The unknown words
are various and diversified. Such as nominal compounds, verbal compounds, personal names,
organization names and their abbreviations (Chang 1997, Chen 1997). There are many works
focus on this problem recently (Chang 1994, Chang 1997, Chang etc. 1994, Chen and Bai
1997, Chen and Bian 1997, Chen 1994, Chien 1995, Sun 1994, Wu 1994).

We will propose a method to extract unknown words from corpus in Sect. 2. In Sect. 2,
we also try to find some unknown wbrds in a Chinese corpus with phonetic symbol for each
character by our proposed method. And we applied the words we extracted to three
applications in Sect. 3 to show that the words we get are reasonable and useful. We will

discuss about our method in Sect. 4. We make some conclusions in Sect. 5.
2. The Proposed Method

Let’s give definition to a Chinese unknown word at the beginning of this section. A
Chinese unknown word is a Chinese string that is used frequently by the people. There are
about 13000 Chinese characters. The number of combinations of several characters is very
large. But there could be very few combinations meaningful. Such meaningful combinations
are Chinese words in the lexicon or unknown words if they do not appear in the lexicon. It is
more appropriate to use Chinese frequent strings (CFS) instead of Chinese unknown words.
For example, “F 53R ZEZHE" (can not help but study) is a Chinese frequent string since we
find such Chinese pattern in many Chinese texts. It is not a word but a combination of some
words that presents some meaningful idea. |
2.1 Extracting Chinese Frequent Strings from Corpus

If a combination of some characters is a meaningful pattern, such combination will very
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likely appear more than once in a large corpus. We make a Chinese string pattern be a Chinese
frequent string if it appears twice or more in the corpus. Since not all the strings are
meaningful. It is very important to let a computer make a decision that which pattern is
meaningful.

Our method is divided into two steps. The first step is searching for all characters in the
corpus to determine which patterns appear more than one time. Such patterns will be gathered
into a database that is so called “may bé a word” database. The entries in the “may be a word”
database are the strings and their number of occurrences. The second step is to find the raw
frequency for each entry in the database mentioned just now. The raw frequency of a entry is
the frequency of self appearance of the entry. And we can decide which patterns are
meaningful patterns according to the raw frequency.

2.2 Constructing the Database of “may be a word”

The first step is to construct the database “may be a word” from corpus. In this step we
collect each pattern that the number of characters of the pattern is less than or equal to 15. The
number of characters of every entry in the database is not greater than 15. This is because that
a breath group contains no more than 13 characters according to the experiments in our group
(Pan 1998, Jen 1997). We need to find the strings of length two or more than 13. The reason
will be explained later. | “

The frequency of each entry in the database is greater than or equal to two. Yet hot all
the entries are the patterns we want. Some of them are nonsense. For instance, consider the

following fragment: _
“RRAEE  BRRENEE TR EATMET - RPEAFEERRE -1
FEREERRE T FTENTAR , WEE  EFSREHATANENRERTT
9 - EEEEMEEE - AARENATEE—RR - AREARERGE R
BES ATRLIE B ARBLE A F R RAE8 Y E EsCH - TR SRR S A
1% - BRI REERRERRE - DI AEEE MEBEMAITIR - FragiamisCi -
s NEEENE SR ARSIRT S - BICEIOBE - BEEIE - R
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SCBRBAPIIT » EARMERGES » AURMELR BTSSR F S RS A
RINWE  BR TOEIERC ) TAME WS TR AR S SRR
I -

There are 36 patterns that appear more then once. They are listed in the first column of
Table 1. There are some patterns that we may not wish to treat them as the unknown word.
Such as “4REP”, “SREIEE” . and “SRE}EEH]”, etc. However, The computer has no idea to get
rid of such items. They can work well by computing. The rest task of our method for
extracting unknown words is to identify the patterns automaﬁcally using a computer. This the
second step in our proposal.
2.3 Extracting Unknown Words form Database “may be a word”

We have constructed a database that each entry may be a new word in the previous
subsection. The main idea of this subsection is to make sure which pattern we indeed need.
We will exclude a pattern whose appearance is due to the appearance of a longer pattern. For
‘instance, all the occurrences of “4AE}” are caused by the occurrences of BHREP. So “ARL”
will not be an unknown word. Again since “E$RE}HE” are brought in by “HAR}EHT” and
“Z2EH 4 SRBLES” The frequency of “ [ #REIER” appear by itself is only 1. The frequency that
a possible word appear by itself is shown in the third column of Table 1.

We could extract the entry which frequency of self appearance is more than once to be

as our unknown words according to the third column of Table 1.
2.4 Implementation

We use a fraction of the Academia Sinica Balance Corpus as our training data (Chen
1996). The cofpus we used is raw text. There is no information of segmentation. The total
number of characters is 536,171. And the number of entries in “may be a word” database is
115,140. We applied the method mentioned in subsection 2.3 to decide which entry in the

database is a real word that appears twice or more truly in the training corpus. We get 55,518
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words. Appendix shows some high frequency words we extracted which can not be found in

an ordinary dictionary.

Table 1. The listing of string patterns.

String Pattern Occurrences Frequency of self
appearance

A
NI
8

X
EAA
HiE

EES
BHRF
HARRIE

H AR
®’E

fHilE

T

A

FIE
FIEERY
EH
ZHA
EEARE
EEARRE
[
3
RE
REIERRY
Fegine
KL
Faifis A
i

FEH
TEER
FEEARE
FEERFE
2489

Y

3. System Applications

DWW VWLV W] W AN WVILIRN[[N] WAV AN NN NN W
Olo|ln|o|lo|lo|=lw| o|o|lo|o|o|Q|O|o||O|O[~INIDINININIWIRIOC|ION NN -

In order to make sure that the words we retrieved are useful, we applied the words we
retrieved to three tasks, namely Chinese character-to-phoneme(CTP) conversion, Chinese

phoneme-to-character(PTC) conversion, and the determination of breath groups in an input
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Chinese sentence.
3.1 The Chinese Character-to-Phoneme Task

The Mandarin text-to-speech system needs a character-to-phoneme system to get the
correct syllables (Lin 1998, Ouh-Young 1985, Pan 1998). To have high performance of
Chinese character-to-phoneme, we applied the words we retrieved in this aspect. The lexicon
we used is the combination of Academia Sinica dictionary and the words we retrieved from
the training corpus. |

There are four principles in our CTP task. They are (1) the number of words should be
minimized. (2) The number of characters in a word should be as many as possible. (3) The ‘
number of mono-character word should be minimized. (4) The probability of the combination
of words should be high.

We performed an outside test for the Chinese character-to-phoneme task. The test
corpus consists 82,610 characters with corresponding phonetic symbols for each character. To
ensure the correctness, we check the phonetic symbols manually. The correctness of outside
test is 99.7%.

3.2 The Chinese Phoneme-to-Character Task

The second work is the reverse of the work mention in subsection 3.1. That is Chinese
phoneme;to-character task. This task is more difﬁcult. There are some studies in thls problem
(Hsu 1995, Ho 1997). As we know, the best performance is 96% that is done by Hsu in "
Academic Sinica (Hsu 1995). Two possible applications of Chinese phoneme-to-character are
Chinese speech-recognition system and Chinese input system. There are many methods to
solve the problem. Three approaches have been proposed for this problem, (1) is the statistical
approach, (2) is the grammatical approach, and (3) is the éemantic template.

We applied the lexicon mentioned in subsection 3.1 to finish the task. We also use the

same four principles in CTP to the task of PTC.
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The test of Chinese phoneme-to-character is inside test. The test corpus contains
536,171 characters with corresponding phdnetic symbols. The correctness of this test is
96.5%. Some errors like “’E27, “fh”, “fily”, “$t” are not identified by our system. Such an
identification is generaliy considered an difficult problem. However, the proper names we
have trained could be identified by our strategies. |
3.3 The Determination of Prosodic Segments

The third task we do is the determination of prosodic segments‘.or breath groups
(Lopez-Gonzalo 1997, Pan 1998, Jen 1997) in a sentence. The prosodic segments are
important for a Mandarin text-to-speech system. To show the words we extracted are useful in
this aspect, we try to decide the prosodic segments in input Chinese sentence. We have
analyzed the real speech to get the prosodic segments. We found that a prosodic segment is
about 7 to 10 characters. And a prosodic segment contains one or more words. No word will
be divided to belong to different prosodic segmerits. N

The evaluation we take is objective MOS evaluation (Wei 1997). The evaluation data
are two paragraphs, say paragraph A and paragraph B. Two versions of the prosodic segments
of these two paragraphs are provided. One version is obtained by analyzing the real speech
and the other is got by our system. There are forty-two undergraduate students in the
Department of Chinese Lecture in our university making the evaluation. The students are
divided into two groups. One group takes the evaluation in paragraph A with prosodic
segments determined according to real speech and paragraph B with prosodic segments
determined by our system. The other group takes the evaluation in paragraph A with prosodic
segments determined by our system and paragraph B with prosodic segments determined
according to real speech. There are totally 50 sentences for every student.

The results are 3.834 for the prosodic segments of real speech and 3.572 for the prosodic

segments of our system. The relative score is 3.572/3.834*5=4.66. This means that the words
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we retrieved make good help in determining the prosodic segments. Since some meaningful
patterns or proper names can be identified by our system. The characters in such a pattern
should belong to the same prosodic segment.
4. Discussion
The features of our extraction of unknown words can be summarized in the followings
(1) Our méthod can extract any unknowns for corpus. Such unknowns could be people
names, origination names, verbal compounds, foreign translated nouns, and so no.
(2) We need no dictionary while extracting unknoWn words. And no Chinese word
segmentation is needed in preprocessing.
(3) We could find long word patterns in one pass.
- (4) There is not any rule applied in our system. The generation of rules very often
requires many humén works.
(5) The computation of frequency for each word is very accurate in our system. We have
proposed a method to compute the frequency of occurrence for each word.
(6) There is no part-of-speech information needed. The use of part-of-speech information
generally requires a large amount of human iﬁvolvement.
5. Conclusions
We have proposed a robust way to extract unknown words fbrm corpus. We alsé show
that the words we retrieved are very useful. Such words make good help in Chinese phoneme-
to-character, Chinese character-to-phoneme, and the generation of prosodic segments in a
Mandarin TTS system.
Some future works we want to do are in the following three aspects.
(1) To extract more unknown words in a large corpus.
(2) Developing a robust system for Chinese phoneme-to-character task.

(3) Developing a high performance Mandarin text-to-speech system.
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Appendix: Some unknown words we extracted from corpus

Unknown Words Frequency Unknown Words Frequency
A 11417F H# A vE 17
fitiEs 74| PR ZERERY 8
e T AR 8
ity 7014 vEEE TERY 7

iER 65| \ISTETH SR b 6
iEAE | 62 R TR 6
B - SOVEFE AET AT A 6
wH a . S3EAEREAZERT 6
BT ' ad (SR QVATTRVAN 4
HIRF iR TIANSEFRRIBASE 8
HIfEIE 68| 5 IATEFTHER 6
FELE S EHENBESE 5
BT SHMR—ERAA 5
HITIE 48\ A B b+ 4
HYAETE AHEEIEETEH 4
IEARRY LA EBENT 4
T 39| BE T ERIDRL 4
BT 39T A L AR 3
HIBRER 39| ABRA 2 FEIRIRRAR 5
—hh= 24| | B RR IR 5
BT LA 20T A 5
LPERA 19 ASHYMHRER 4
X 18/ K TN BRI R 4
HILEEE AN IR R— B HHE 3
LA . 17} ABe /R 5 5 S BT SR AT 4
—fEARY 1SR]SRV BB SR A 3
TETE 15| RIS R 3
HIRAH 15| —ET 2RI 2
iEE—1E ‘ 15| —ERHER ORI 2
SERE 13| SR S At A 4
AN Z 12} — RS E R L RRRTR T 2
HERERE I AERANAREERK 2
BT LR IARER LHIANT TR 2
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