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Abstract

A level-synchronous probabilistic scoring function, which takes advantage of the wide-scope
contextual information in the same phrase-level, is proposed in this paper to detect and recover the
errors in ill-formed inputs. Traditionally, partial parsing is used in dealing with ill-formed inputs
without fixing the errors. However, such an approach oﬂly provides coarse and limited information,
which prevents the sentence from being processed further (such as translation). To fix the errors in ill-
formed inputs, a recovery mechanism using the probabilistic scoring function is proposed in this
paper. Experimental results show that 35% of the ill-formed ipputs can be recovered to well-formed
parses. The recall of constituent brackets is also significantly improved from 68.49% to 76.60%,

while the precision of brackets is slightly improved from 79.49% to 80.69%.

1. Introduction

In real world applications, ill-formed inputs are inevitable in a natural language processing
system. It is infeasible to limit users to speak or write with only a limited vocabulary or a
predefined grammar. In many systems, ill-formed inputs are handled by a partial parsing
mechanism. In these systems, an ill-formed input is. first partitioned (or parsed) into
recognizable pieces of phrases (i.e., partial parses). Then, by consulting the forest (Tomita,
1987) of the partial parses, the system takes some application-specific actions to deal with the
ill-formed input. However, many errors in the inputs are not isolated from their neighbors;

they may disguise their neighbors not to be recognized by the system. As a result, only coarse
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and limited information is provided by partially parsing an ill-formed input if its errors are not
fixed.

To recover the errors, some systems had tried to fix the errors during or after parsing. In
1981, Kwasny and Sondheimer (1981) proposed to parse ill-formed inputs with an

" Augmented Transition Network (ATN) parser. In their approach, the types of errors are
carefully identified and the corresponding transition arcs, called relaxed arcs, are manually
created in the network to recover those errors. These relaxed arcs are blocked in normal cases.
Once all the grammatical paths fail, these relaxed arcs are attempted. Weischedel and
Sondheimer (1983) also used a similar approach. They used meta-rules to associate certain ill-
formed inputs with pafticular well-formed structures by modifying the violated grammar rules.
In 1989, Mellish proposed to find the full parse by running a modified top-down parser over
the partial parses generated by a bottom-up chart parser. The modified top-down parser
attempts to find a full parse tree by considering one wOrd error. On the other hand, in 1990,
Abney (1990; 1991) proposed to parse natural language by segmenting the parts-of-speech
into chunks and then assembling the chunks into a complete parse tree. In his work, the
chunks were repaired and assembled by predefined heuristic rules. Recently, Lee et al. (1995)
generalized the least-error recognition algorithm (Lyon, 1974) to find the full parses of
minimum error with a small grammar of only 192 grammar rules. Since exhaustively finding
the full parses with minimum error is very time-consuming, they used heuristic rules and
heuristic scores to cut down the search space.

All the above mentioned approaches involve some ad hoc heuristic rules to fix the errors
or restrict the search space. Those heuristic rules are usually system-specific and hard to be
reused by other systems. Besides, although those approaches may work well in small tasks on
specific domains, they lack extensibility and are hard to be scaled-up. Therefore, a generalized .
approach, independent of any parﬁcular system and domain, is highly demanded.

In this paper, we propose an error recovery mechanism using a generalized probabilistic
scoring function to identify and recover the errors. Since the errors could occur at any places
in the inputs, exhaustively searching all possibilities is infeasible. Thus, a two-stage strategy
is proposed to limit the search space. In the first stage, the most possible forest of partial
parses is tried to fit into the S-productions, whose left-hand side symbols are the “S” symbol
(i.e., the start symbol). If the forest cannot be well fitted by applying one or two modification

actions, the part-of-speech errors are considered in the second stage. Experimental results
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Figure 1. (a) Parsing by building phrase-levels. (b) The corresponding partial parses.

show that 35% of the ill-formed inputs are recovered to their correct well-formed full parses.
The recall of constituent brackets is increased from 68.49% to 76.60%, while the precision of

brackets is slightly improved from 79.49% to 80.69%.

2. Robust Parsing by Building Phrase-levels

In natural language processing, contextual information is helpful for resolving ambiguity
problems. One obvious example is the trigram part-;)f-speech tagger (Church, 1989). In order
to incorporate wide-scope contextual information into the parsing process, we (Lin, 1995; Lin
and Su, 1997) proposed to parse a sentence in a levelrsynchronoué manner, in which parsing a
sentence is treated as building a set of phrase-levels.

Figure 1 is an example of the building process. Initially, the first (i.e., the lowest) phrase-

level, L,, consists of the input words. Then, according to the dictionary, L, is built-up to the

second phrase-level, L, , which consists of parts-of-speech. After then, phrase-levels are built-
up according to the grammar rules. This process repeats until no more rules can be applied. If
the input is well-formed, we can get the “S” symbbl in the topmost phrase-level; otherwise,
the topmost phrase-level will contain- the roots of the partial parses derived from the input. As

a result, a parse tree, either a full parse or a forest of partial parses, can be represented as

T={L,,R,,L,,~R,,L,}, where N is the number of phrase-levels, L, indicates the i-th

phrase-level, and R; denotes the set of actions (i.e., reduce actions) used to build L,,, from
L,.
We also proposed the following scoring function to evaluate the likelihood of a parse tree:
N-1
Se=[1PU4;1 4.4 )< TTPC142), (1)

Ajely i=l p;=<ri>eR;
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where 4; is the j-th symbol in L, r is the production rule applied by the j-th action p; in
R,, A" is the short-hand for “4,,4,,4,,” in L,,. Intuitively, the first term

HP(A ;14,,,4;,) accounts for the prior probability of the topmost phrase-level; the

djely
N-1

second term H H P(r| A") ascribes to the likelihood of applying the grammar rules.
i=l p=<ri>eR,

The proposed level-synchronous approach is tested on 200 ill-formed English sentences
collected from an English-to-Chinese machine translation system. Compared with the
approach of using the stochastic context-free grammar and the heuristics of preferring the
longest phrase (Mellish, 1989; Seneff, 1992), the level-synchronous approach improves the
precision and recall of brackets from 69.37% to 79.49% and from 78.73% to 81.39%,

respectively (Lin, 1995; Lin and Su, 1997).

3. Error Recovery with Modification Actions

The above level-synchronous approach does not fix any errors. However, many errors of ill-
formed inputs are not isolated from their neighbors. They may affect their neighbors and
prevent them from being recognized by the parser. In order to reduce the effects of errors, a
recovery mechanism should be incorporated. For this purpose, the building process is further
generalized to fix the errors of ill-formed inputs as follows.

To fix the errors in a phrase-level, the modification actions of insertion, deletion and sub-
stitution are incorporated into the parsing process. These actions are realized by three
modification productions: X— ¢ (inserting a symbol X), € —X (deleting a symbol X) and ¥

—X (replacing the symbol X with the symbol ¥). A modification action consists of a rule -
argument and two position arguments, like 5=<F;u,v>, where 7 stands for the applied

modification production rule,  and v indicate that this modification action is applied between
the u-th and the v-th symbols in the modified phrase-level.
For example, the input “Printer Buffers are by DRAM’ missed a verb after the auxiliary

“gre”. To correct such an error, a verb should be inserted so that L,={n n be p n} could
be modified to f2={n n be v p n}.In this case, the corresponding modification action

set lle will consist of one modification action p= (? =v—ogu=3v= 5> . In that
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modification action, the rule argument 7 =v — ¢ indicates to insert a verb; the position
arguments =3 and v=5 indicate the inserted verb is placed between the third and the fifth
symbols of the modified phrase-level iz

Incorporated with modification actions, the parsing process can be considered as
.applying modification actions and normal actions in turn. Therefore, a modiﬁed parse tree

Tof N phrase-levels can be represented as T={L,.R,, L Nl ,R N PV

--,Lz,R],El,ﬁl,Ll}, where L,is the i-th phrase-level; R,

I

is the set of modification
actions to modify L;; fi is the result of applying l~(, to modify L,; R, is the set of

normal actions applied to build L, from L.. After some derivations like those deriving

Equation (1) (Lin and Su, 1997), the score of a modified parse tree is defined as

HP(A |A12,AJ,)><H HP(r|A'+‘

A;eLy i=l p;=<ryi>eR,;

xHP(R )xH [1PFE14),

R, 2 pj=<Fuy>eR;

()

where the notation ﬁi =¢ indicates that ﬁi is an empty set (i.e., no modifications are
applied to modify L,); ﬁi # ¢ denotes that it is not an empty set, Z,)' is the short-hand for

symbols from the u-th to the v-th in L .. The first two product terms, which are related to the

normal productlons are the same as those in Equation (1). The third product term HP(R )
R;=¢

is related to the phrase-levels which need not be modified. The last product term

T [TI7¢ A’) accounts for the modification actions. Currently, the probabilities in
R;%¢ p;=<Fur>eR;

Equation (2) are estimated from an annotated corpus by using Good-Turing estimation

method (Good, 1953).

4. TWo-stage Strategy to Find Potential Modification Actions

Theoretically, any modification actions can be applied to modify any phrase-levels of an ill-
formed input. However, since the number of possible modifications is very large, it is

infeasible to blindly try every one. Therefore, a two-stage strategy is proposed to find the
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potential modifications. In the first stage, the forest of partial parses is first fitted into the S-
productions, whose left-hand-side symbols are the “S” symbol (i.e., the start symbol). If the
forest of partial parses cannot be well fitted into those S-productions, they are passed to the
second stage to recover the part-of-speech errors. The details of these two stages are described

in the following sections.

4.1 Fitting the partial parses

The errors of ill-formed inputs are two kinds: the isolated errors and the clingy errors. The
isolated errors are those that do not hinder the parser from correctly parsing other phrases.
Take the sentence “Printer buffers are made by DRAM” as an example. If the noun phrase
“Printer buffers” is missed, the other words still can be parsed into a verb phrase. Therefore,
such an error is an isolated error. On the contrary, missing the word “made” will hinder a -
parser from parsing the other three words “are by DRAM into a verb phrase. Thus, it is. a
clingy error (clings to other words) in this example.

Isolated errors could be recovered by fitting the partial parses (Jensen, Miller, and Ravin,
1983). In the past, the fitting procedure is usually guided by heuristic rules, such as preferring
some head phrases and preferring the widest phrase. Since acquiring those heuristic rules is
expensive and maintaining the consistency of a large number of rules is difficult, the heuristic
approach is hard to be scaled up. Besides, the heuristic rules are usually system-specific and
hard to be reused by other systems. Therefore, we attempt to recover the isolated errors by
fitting the partial parses according to probabilistic scores.

The forest of partial parses is fitted into the S-productions because most of the partial
parses are constituents of S-productions. At most two modification actions are allowed to fit
the forest of partial parses to the right-hand sides of the S-prbductions. Different modification -

actions can fit the forest into different S-productions and construct different full parse trees.
These full trees are then ranked by the scoring function S; in Equation (2). If the forest of

partial parses cannot be fitted into a full tree with one or two modification actions, it is
assumed that the errors of this ill-formed input are not isolated. Then, the partial parses are

passed to the second stage to fix the clingy errors.

4.2 Recovering errors of parts-of-speech

It is noticed that many clingy errors come from the second phrase-level (i.e., the phrase-
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level of parts-of-speech). Therefore, in the second stage, attempts are made to recover the
errors originated from the second phrase-level. Since enormous modifications can be applied
to modify parts-of-speech, it is infeasible to try all of them. To be practical, currently, only the
modifications with one insertion, deletion or substitution are permitted. Furthermore, since
our training set of ill-formed inputs is rather limited, it cannot offer reliable statistical
information to find the potential actions to modify the parts-of-speech. Therefore, the
statistical information is acquired from well-formed training data via three scoring functions
as described below.

Using the trigram formulation, the likelihood of a part-of-speech sequence,
¢ =¢,,¢,,"*",C,;, can be approximated to be fIP(c ilejasc j_,), where ¢; denotes the j-th

J=l :

part;of-speech. Therefore, the ‘score for inserting a part-of-speech “x” before the i-th part-of-

speech is defined as:

SINS<i’x;cln)EP(xlci—Z’ci—I)xP(ci Ici—px)xp(cm Ix’ci)x HP(C'; lcj—2=cj—1)
j=1

Jeii+l

With this scoring function, we can find the most probable modifications of one insertion
action. Currently, only the top 5 insertion actions are applied to modify parts-of-speech. In the
same way, the scores for deleting the i-th part-of-speech and substituting the i-th part-of-

speech with “x” are respectively defined as:

n X
SDEL(i;cln)EP(ciH Ici—2’ci—])x P(ci+2 |€im5Ci )X HP(cj |cj—2’cj—l)
1 /

Jeilielie2

n
‘S'sue.(iaxxln)E P(xlci—Z’ci—l)x P(cm |ci—1’x)x P(ci+2 |x’ci+1)x HP(CJ' |Cj—2>cj—1)
i=1

J#ii+li+2

Again, only the top.5 deletion actions and the top 5 substitution actions are applied to modify
the parts-of-speech. These 15 modified phrase-levels of parts-of-speech are then parsed by
building the modified phrase-levels and finally the full barse trees are ranked by the scoring
function S; defined in Equation (2).
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5. Experimental Results and Discussions

In our experiments, 8,727 well-formed sentences collected from computer manuals-and their
correct parse trees are used as the training data to estimate the parameters corresponding to the
normal production actions. The average length of these sentences is about 13 words. A
context-free grammar of 29 terminals, 140 nonterminals and 1,013 productions is used to
parse input sentences. To estimate the parameters corresponding to the modification actions in
Equation (2), another training set of 300 ill-formed sentences is collected and carefully parsed
to full parse trees annotated with the required modification actions. Besides, the 200 ill-
formed sentences in the testing set are also parsed to full parse trees with correct modification
actions so that they can be used to test the performance of the proposed error recovery
mechanism.

Table 1 lists the experimental results of parsing the 200 ill-formed testing sentences. The |
first row (PLB) corresponds to the performance of parsing without error recovery. The second
row (ER1) gives the results of error recovery up to the first stage (i.e., fitting the partial
parses). The last row (ER2) shows the results of error recovery up to the second stage (ie.,
both fitting the partial parses and recovering errors of parts-of-speech).

The second row in Table 1 shows that, by fitting the partial parses into the S-productions,
25% of the ill-formed inputs can be correctly parsed and fitted to full parse trees. The last
column indicates that 43% of the ill-formed inputs can be parsed to full parse trees by fitting
their partial parses with one or two modification actions. In other words, 18% (resulted from
subtracting 25% from 43%) of the ill-formed inputs are parsed to incorrect full parse trees.

The last row of Table 1 shows that, using. the two-stage error recovery mechanism, 35%
of the ill-formed inputs can be correctly parsed to the Ifull parse trees. That is, 10% (resulted
from subtracting 25% from 35%) of the ill-formed sentences are correctly parsed by

recovering the errors of parts-of-speech. An ill-formed sentence correctly recovered in the

Bracket and its label Parse tree

Precision | Recall | Accuracy |Fitting rate
PLB | 79.49% | 68.49% 0.0% 0.0%

ER1 | 80.02% 70.59% 25.0% 43.0%
ER2 | 80.69% 76.60% 35.0% 76.0%

Table 1. Performances of parsing without and with error recovery
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NLM* AUX Vl
PN

quan a n modl @v comp v
Any suitable enclosure will sufflce to reduce unwanted noise plck-up

r\NLM* N1

Figure 2. An ill-formed sentence correctly recovered in the second stage. “@V” indicates
to replace the part-of-speech of the word “sufflce” with “v”

second stage is shown in Figure 2. Ih this example, the word “sufflce”, whi.ch is a typo of the
word “suffice”, is regarded as én unknown word and, thus, is considered as a noun by default.
After the second stage, 76% of the ill-formed sentences can be fitted into a well-formed
syntactic structure.

By carefully inspecting the results, we find that, at the first stage, the improvement on the
accuracy rate of parse trees is significant but the improvement on the bracket recall rate is
little. The bracket recall rate is significantly improvéd in the second stage. This phenomenon
is due to the fact that the errors recovered at the first stagé are isolated errors. These errors do
not hinder the parser from correctly parsing other words. On the contrary, the errors recovered
at the second stage are not isolated. They seriously affect the partial parses of other words.
Therefore, recovering such errors can significantly improve the bracket recall rate.

At both the first stage and the second stage, some ill-formed sentences are parsed to the
incorrect full parse trees. Therefore, the numbers of incorrect brackets are increased at both
stages. While computing the precision rate for brackets, these increased incorrect brackets
compensate the increased correct brackets, which come from correctly parsing the ill-formed
sentences. As a result, there are almost no improvement on the bracket precision rate at both

the first stage and the second stage.

6. Error Analysis and Future Works

Although 35% of the ill-formed sentences can be recovered and correctly parsed to full parse

trees, there are still many errors unresolved. By inspecting the remaining 65% unrecovered
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sentences, three different types of errors are identified.

About 35% of the overall errors are caused by syntactic ambiguity. Most of these
syntactic errors come from the problem of prepositional phrase .attachment. To resolve such
type of errors, purely syntactic information is not enough; higher level language knowledge,
such as semantic knowledge, should be incorporated.

On the other hand, about 29% of the overall errors are due to incorrectly applying
modification actions. Most of these errors occur at the second stage, where modiﬁcation
actions are applied to modify the parts-of-speech. About half of these errors are introduced
because the correct modification actions are not included in those top 15 modification actions.
To attack this problem, the discrimination power of the scoring function, which is used to
select the potential modification actions, should be enhanced. Another half of the errors come
from selecting the full parse tree derived from the undesired modification action. For example,
the correct modification action for the ill—formbed sentence “An may appear in the display” is
to insert a noun after the word “An”. However, the output tree is derived from the undesired
modification actién which replaces the part-of-speech of the word “An"’ with pronoun. This is
because the incorrectly modified full tree is better than the correctly parsed full tree from the
syntactic point of view. Therefore, such errors can be regarded as coming from “syntactic
ambiguity” and the semantic knowledge should be incorporated to resolve them.

The last part of the unrecovered errors is caused by multiple errors in an ill-formed input.
The portion of this part is 36%. For example, the sentence “The tutofial explains how and why
fo use the tool” is not covered by our grammar. Our grammar just covers the noun clause of
only one question word .(i.e., “why”) followed by a infinitive (i.e., “/o use the tool”). The
desired modifications for this sentence is to delete the parts-of-speech of the words “how and”.
To recover such errors, multiple modification actions should be allowed to modify the parts-
of-speech in the second stage. Sihce the number of different ways to modify a phrase-level of
parts-of-speech with multiple modification actions is very large, a fast search method is
necessary to find the likely combinations of modification actions. Besides, applying multiple
modification actions will cause the numbers of parts-of-speech of the modified phrase-levels
to be very different. However, a full parse tree with fewer parts-of-speech is usually more
likely to have a higher score than a full tree with more parts-of-speech. Therefore, the
normalization issue must be considered to fairly score the full parse trees with different

numbers of parts-of-speech.
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In summary, further improvements should be made in the following directions. First,
semantic knowledge should be incorporated to resolve the errors coming from syntactic
ambiguity and some of the errors caused by incorrectly applied modification actions. Second,
the discrimination power and speed of the scoring function for searching potential
modification actions should be enhanced. Third, the normalization issue should be considered

to deal with the ill-formed sentences of multiple errors.

7. Conclusion

By incorporating wide-scope contextual information, the level-synchronous parsing
mechanism (Lin and Su, 1997) showed its superiority in efficiency and accuracy for parsing
ill-formed inputs. However, the proposed mechanism does not try to recover the errors. It only
provides a forest of partial parses for an ill-formed input. In this paper, we generalize the
level-synchronous parsing mechanism such that the errors can be fixed and a full parse can be
provided. Besides, a two-stage strategy is also used to efficiently find the most probable
modification actions to recover the errors in an ill-formed input. The experimental results
show that the enhanced parser can correctly fecover the errors ih 35% ill-formed inputs. The
recall of brackets is significantly improved from 68.49% to 76.60%, while the precision of
brackets is slightly improved from 79.49% to 80.69%.
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96, Smajda 96] W] LAFHEHAHBRIESIRAVRARE « BT =005 HITE B R ERTE 96% » AT
- H TR IR A 76% - REAR LA SRR » TABR S ERNFIER
HIFIRIRAR > (R FTREIRA BEIERR AR TRERIFTAR « ARIRBHERRAE U
£ RAFRRAREARES Z A SR ERIRIR « FIA0 bR FI TR R AT BRI R AN
77 90%LL EERRA L (N 3 ) » (i R AT B A AR 85% LA E#E M (Ne $H) -
BRI P8 7T 12 [ T R ATRA) 99% LA HENE R (Nd ) » BB R
2 %—ﬂtﬂ%&%{ﬁﬂ? o HRAFAREAIRTR GBI < M S R BR (% - IKIEE R DAFIH
rESEAUE, » TERAGEANY T RE figeaApEh M a AT RERYEER - T E R R
%@%EB’\J%—%VE%?E%DEEB’Jaﬂiﬂﬁ%ﬁﬁﬂ o PRAGESEAIE— D RN 7% - KA
R - 55— [EREERANTHA R RIRRSTRA] - RFRESTISARIE - RRIHIARAN
FNIREEE L A R KR RETRRR - AE SN GRY TR ELARA] - 28 (8N
R R BRI SRR R SR AT RS - DU IR ARG - AGhsrieH—
{EEFERHE F B B HEGERE AR AR U7 - i H A F3E SeaB s AR R 2 7 Bh P e R ARRHY

A -

BSECRAEATNE  BEHBUEE R

A > (Na) 12 0.916667
Bz > (Na) 14 0.928571
F{E > (Nb) 144 0.993056
& > (Nb) 130 0.953846
RIFA -> (Nc) 84 0.916667
RE -> (Nd) 594 1.000000
FETT -> (Nd) 149 1.000000
(A) <- FifsE 16 0.937500
(Na) <- fiF% 106 0.990566
(Na)<- 1/ 37 ' 0.972973
(Nb) <- /]NgH. 87 0.977011
(Nb) <- & 54 0.981481
(Nb) <- #i% 155 0.851613

FK— ~ FRBLEERARARAAE < PRI R

2. FEPIESRIREGS
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AP TE SRR PR B I AR - FISRE R R
F SRR RS 2.0 B 0 HLrR LA T 350 53 - BRI — A FE AR
ESFIERE > DIZEE TR B 3 RS RN R A R o B
W R LR S R RIS HLrfi 300 EATE (EAHIRIZIREDR) - A1 S0 EEHIE (R
W - |
2.1 SRR

SRS RINEGST T — (BRI E RSB BREENS Y RARRRIR - BUATARED
FrE->Nb > SR8 TZEERRIET » R — SR E TR ATFIRESL 2 Nb J8 - AR EERH
EFESEAR I 15 AR Brill 95, Chen 97715 A §53R B B H 7 (error-driven
learning method ) » ZRIEIF Brill JTHEMHISER » —WHSe R PR AR BREY T F 5 R
B - FEREBURALS T AR IR AAIEE « AT BRI T AR
fE o SEAERIBEAT R ¢

a. word,, -> category, B4 : *AT&E->Nb’ » *{E->VH’ »

b. word,, -> category, Fla0 : *HeA>ND » "EEF->NG -

c. category,, , category., -> category, FIa0 : *A,Caa->A’ » "Nb,Caa->Nb’ e
d. category,, , category,, -> category, B4 : *Caa,A->A’ > *Caa,Nb->Nb’ °
e. category, , category,, -> category, 4l : *VI,VI->Na’ » *A,D->Na’ °

f. word, , category,, -> category, ¥4l : "2 Na->Nb’ » *#{T,Na->Nb’ -
g. category,, , word,, -> category, @Il : ’Cab,ﬂ->Nb’ » °D,#ERC->Na” e
h. word, -> category, B4 : "HZ->Na’ » "(IfA->NC

i. word,, -> category, B4 @ *#RE->Nb’ > > A/N->Na’

Horf word FRARFIFIRIETES i {El7A > word, ZRTRATRAIRIRER i 7R » [RIERHY category
FRAHFARIRTE i EFRAVRARE - category,, TR ARMFARE | (HRHIEAE -
TEECRAIR i E - (A EAIRRCAFRIRERHEE RS » SR AT

MRHEREST -
1. HERMRRIFAIIPREERIE R —E - ARARHE P AR
L1 RISEZRARIATR 3 > LANGEZRARTIRRCHIFAE - B4 9 JRRIARA
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AR ERY AR A
fi(Na) {E(VH) HJ(DE) D) B(VI) FHENa) > (COMMACATEGORY)

FIRIE(Na) — 72 B W SR AT BRI  FTDURIRE AR S0 b HLGAE - EE A4
a. H->Na ‘
b. > ->Na
c.D,VI->Na
d. --

e. VI, COMMACATEGORY->Na
f. N, VI->Na

g -
h.~->Na

i --
Hrpd, g i, FAVHAMEGRE - RNEEMA] -
2.2 BHIRGFS

WA R R ERE R i kORI AR PIERE )y - FESER A AES
i — (R HAREE SRR SRS T TTRERZRE - BT W — AL TR AR 4T
93.33%;& Nb 2 » {55 6.66% 1] RER HAMATRIE - Rl » B TR —BERIFES - B
WIHEHHRR AT — 545 SRS B AR AR L R VLR S R A5
(RESELS B URETH L EREPIETES KB - FFMARAT TR -

Score-of-Rule(r,cate) = #iH| r 7EFEHHEE - IEREILHT cate HIRE 1 AR r AERERHER
HULTCAY RS

B RSB R AR R RER A 8 RERERE—FERZ T BRE—%
KGRI FARHA SRR -

3. RAGEFHERIFI]

FEARIRAGANEF £ > TEORAEESE  B—EFREGIE T, 5708) K
BT R BIRERREAS SRR IR WA =2 E B R 552
P25 BRE B FRE SR BER AR R ARAOAR A AR B LB T SR« AR
KE’J%%IEE?&%‘%:{ﬁ*E% » B BEEE 2% [Chen 97] - —EIRANGIAEICHIEE
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BRBRFIFIFER (AR AR - —iRAEE—EARHRAIT > FE RIS EARA] -
TEE— I8 - f£757% b TFIRUESS B SHRFERARAENGE - €£F
Barh o TeM—IHE A T AR = ArFIRY 9 FESERIARRRY AT DA —(E R AIEHE 2155 9
B8 BN —E5 Bm IR R S8 BI—325 10 @5 8GE - AR KRATA
HRESIHES— BB SIE R BRSO BEE) - BRE B BRRIE —(F
SERAEUFTFOMEREARR] - I H. 9 TR RIS ATRES BRI RE D A SERE - FrLAfEhnfas
IR - (A BEE — AR - AR E DR R RS - 2ERT
HY—IHEERE -
3.1 HEERVFH%E
— (B AR AR C IR — R B A - R ICRCR] R - AT
DA ARFNFARTRARE cate 1S - fERBEEMEERY j tp G ULECE]— I HIEES 55 Rule, -
RIRESEH AR j A care BUFF D AT LASRRAR
Score-of-Rule-Typej(cate) = Score-of-Rule(Rule, , cate)
» WNERRHE— {57 Bk E—EEE AR - Bl —ERAFESHETE AR RN

D .
g

9
score( cate) = MI( cate)+ Z W] -Score- of - Rule- Type (cate)

=1
Ht cate FORARHFARMEETVE - MI FRLLGTE 7 7088) KGR 7. A EMA S &

MR T R care Y5788 W, SRINER J FRBURIHIIHIMERE - Score-of-Rule-Type (cate) Rnsi g
cate 1E57 j FRR R FTILECEAR AR > 80 - AEREERREE I LIS K (greedy method)
HEGFRAEE - B - e —(EHEE —Ee0iaiE - RNRAEIIEERIE A, - 52—
(B G al ErERE - A - % W, EEIERRIGN - B2 B EIEMEE A e
MISIE - BELFRRIRER 7 L8 W, W, » SH852 W, 2 IS TR TR — K » 3%t
QR AR IEMEREA HEEATIEIN - BUFHEEERRE - A EE AR - BRI EEEERR
AR L -
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3.2 PIBIREEE |

FEAENFIECASRW T HRIRAFANERZSE > B B - REF
BUARFFREE RS —EERE - SR PR T ARG S RE SRR L A2
HIBRERTS - TR —(EARATRHRESE - B S R AR BT -

S(Nes) HEE(VE) HI(P) BUEEE(Ne,0.482;Na,0.223;VA,0.162) HIEERI(ND,0.427;N¢,0.259;Na,0.148) &

H(VL) #BI(VC) /MH(Na) RIZ(VC)[+nom] ZFEH(Na)

75 I S SR R AR TR 2 SRR » S RIS ORI - R
F 2 PSSR ARt RS

RS — AR AT B ERER TR - LA S
BISHRFE dynamic programming H 5 - (RAVE A% RS » BB
SRR 5 - FE RN local maxima) B - T RIIEAURIREE
4 (global maximal) - EHREEFERTh » S5 ISR B A TR - AL
TERREENS - ATLUERR— S 5 e -

word_;(cate_,) word_,(cate_,Juword(cate ,,..cate ,;)word. (cate ,..cate.,) word ,(cate ,,..cate. )

2% uword BEERRIEAYARHIE - HHFNEREEAR AR T Ml R B HIe — (8 —
fErARRE » FTLA word , word , CARERELE - RILABR ELAIRA © 1M word ., , word , &\
BHREE - BHFEBEA (ER/ EEEFNERE - t—%K - HREXAENS » H
RS 1 > BRRENGI S HABERER R 3 - RERMFTLUEREE
R — (B R R (SRR - R score,, (cate) 7 A AR SR 1> ZERB word |
HIRAEFS cate, © word ,HUFAEFS cate, IFf » FTHEFHY 8 > R cate, R{E S BRI LA
(=
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(cate))}

n,n

score,,, (cate;) = MAX {score

n.n

B TE B BB B B B R O R R R S AR AR
-
BB TR > SRR BRI R

HEE(VE) H(P) BUEZE(Nc,0.482;Na,0.223;VA,0.162) REIZERFI(ND,0.427;Nc,0.259;Na,0.148) &&E (VL)
S5 BUR S BRI Ne TS » 4938 IS 315 Nb, Ne, Na SHERRE(H
I -

OBAS L CE(VE) HP) Ne RIEHNb) EE(VLY 8% score, (No)

BAA 2 EEF(VE) HH(P) Ne MIER(Ne) ‘EE(VL) 13| score, (No)

BRR3CE(VE) HI(P) Ne [EER(Na) AFE(VL) 15%] score; (Nc)

L O A Ne HOR S
score,,(Nc) = MAX{score, (Nc), score, (Nc), score; (Nc)}
B 7 T LA B2 B304 Na B2 VA BIS38H score,, (Na) Bt score,,(VA) = B
PLE# No, Na, VA =(EBEFHAEIIREES « (92 No 1R BURTS - BIER No 5
B S A -
4. EERIEE
R BRI UL PR SRR B IR 2.0 A 350 53 -

oty 300 EIERAISREBENEE » S34h SO MR ORI ERNRE - L HBIE CKIP
Bt e S S - AT CKIP B — sk T A%\ B E » 5—E5EE e
SRR SO, - —( A IREE CKIP gitries A A R
B AT Gl S A ST NS » BB R — BRI - fEheiiseheah
Rk © 3 52 R FIOTERRD - TS PV 14 TRV IO ) » 2
A R T R A IR - DL TR EERR IS 14 Rl T
S © ZEREERIRE » 3 135896 (HSRANE » TEHIEERRIRE-PEIAT 21588 A

il
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Kge] - FRTHUH 14 IERERRE > DUSCRAEHESERASERVSER D IR -

Category Training Testing Meaning of the Categories

A 1911 285 /*non-predictive adjective*/

Na 37646 5641 /*common noun*/

Nb 42853 6619 /*proper noun*/

Nc 16346 2242 /*location noun*/

Nd 11845 2037 /*time noun*/

VA 3985 656 /*active intransitive verb*/

vC 8757 1663 /*active transitive verb*/

VCL 1484 . 307 /*active transitive verb with locative object*/
VD 642 134 /*ditransitive verb*/

VE 991 257 '/*active transitive verb with sentential object*/
VG 1675 295 /*classificatory verb*/

VH 5437 1073 /*stative intransitive verb*/

VHC 683 88 /*stative causative verb*/

V] 1641 291 /*stative transitive verb*/

R RFNGEHE 14 EERA FEEFRI M

4.1 FHBHEUIRSR

BAMERERLE R BB T 9 TN [E B RERTRE S — R AR (RE R I H
st ERRERERE P ILECE AR AFRERAVSAR » LUK IEMEVL BORYSER - B0 word
-> category ZERIRHHAIH » "BeR->Nb’—FRILEC T 45 2% > HrAg 42 U2 IERERJILED » IR
AHEFIBREERE T - PR —FAHR AR RIRA — LB T 45 K > H e 42 KFTHAOR
IR Nb 28 - FERTE— P AT Y2 —EARRIREA - 75 300 E%ﬂﬂ’ﬁllfrﬁ%ﬂlﬁqj R
BRUCEC B INGA 3 REGFRRNZ 2% » —SeddnG 113327 R - S2ERIRORIRI S & A0

KPR
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FHRIEETY

a. word,, -> category

b. word,, -> category

C. category., category.,.-> category
d. category,, category,, -> category
e. category., category,, -> category
f. word, category., -> category

g. category,, word,, -> category

h. word, -> category

1. word,, -> category

AAIRERL

ARAEE
13450
13572
7238
6802
8513
15943
15027
16125
16657
113327

R~ BAER RS SR ARl R BR (R AU B B o £

4.2 FXEAIBIRIASR

AR AR EE R EE

HITIEE « WHEKL R %

BEE = KGR cat HAREREFRIEZAE / KRGS cat AOREFAE

FotER = REFEFLER cat EAUEREMHIREIE / SO HIREME cat FIKEEIEL

B n ZEER = REAGFFMES cat | FHAEEAERANET n 47 / RAFFIER cat MY

F YLD 300 EAE

HBIESER R R 5 R R T PR A AR - I —
ZEARAFAEBIEE » 55/ MAOB AR
HIFGAE 5 -

PREEEHER A PIER IR (inside test)HIAER - HoApsh =M MI(1)

A T AR I RA A A B (AR R i 47

R MIGVEERE Y . BEE REE
A 1911 89.80% 34.74% 98.90% 78.23% 73.83%
Na 37646 69.77% 89.62% 97.20% 90.62% 87.87%
Nb 42853 85.59% 91.83% 91.51% 93.83% 92.06%
Nc 16346 85.05% 79.90% 91.92% 81.23% 92.43%
Nd 11845 97.89% 91.48% 99.21% 97.89% 96.65%
N 108690 90.45% 98.98% 99.21% 98.06% 97.91%
VA 3985 65.04% 43.718% 94.93% 60.43% 76.91%
vC 8757 67.08% 80.48% 98.16% 86.64% 85.91%
VCL 1484 95.89% 44.99% 99.53% 93.19% 68.94%
VD 642 95.17% 56.37% 99.69% 94.39% 84.17%
VE 991 92.23% 44.30% 98.99% 84.66% 67.28%
VG 1675 98.99% 82.24% 99.82% 98.69% 88.40%
VH 5437 71.20% 63.56% 94.74% 71.11% 87.51%
VHC 683 98.24% 57.84% 99.71% 96.78% 75.80%
\Al 1641 88.42% 50.50% 98.54% 85.74% 73.55%
\ 25295 94.84% 75.75% 99.68% 91.73% 92.78%
HEET 135896 80.37% 97.61% 89.11%

R ~ PESHIEARIAS SR




feRIMEE EMERAE » fE— MG — R R I A IEMER
80.37% » ARIBEEBTAHIIL AT =2 P e S ] EREREE] 89.11% » BEIIEMESE
BT 8~9 {HE 58 - Mt Na 8 - Nb $F VC N BEREF T » EEHAEY
FEEERA TR T o B EFEREE &SR MR - MR AE RS
RN LLRE SR BIPIBTARSTERINR S - AR - FIFESER RIS e T &

SRR - i FHA T SO EIFEREE -

i

TR
oo

—
SR

A 285 81.75% 27.714% 91.93% 63.16% 52.33%
Na 5641 65.48% 85.55% 96.10% 86.23% 82.52%
Nb 6619 82.14% 91.64% 96.90% 90.06% 90.46%
Nc 2242 83.99% 71.52% 96.16% 75.69% 86.54%
Nd 2037 96.02% 86.51% 97.89% 95.19% 92.55%
N 16539 88.87% 98.37% 98.85% 96.77% 96.76%
VA 656 53.96% 38.52% 89.94% 47.71% 64.94%
vC 1663 60.61% 76.60% 96.39% 79.49% 80.46%
VCL 307 92.83% 47.42% 98.37% ~ 83.06% 63.43%
VD 134 94.03% 56.00% 96.27% 90.30% 79.61%
VE 257 86.77% 49.78% 97.28% 78.21% 67.91%
VG 295 95.59% 73.63% 99.32% 95.59% 79.21%
VH 1073 66.73% 59.42% 92.17% 62.44% 77.19%
VHC 88 89.77% 41.58% 94.32% 84.09% 51.39%
V] 291 84.19% 47.12% 96.22% 75.26% 60.66%
A 4764 93.70% 76.87% 99.71% 89.67% 90.82%
HEET 21588 76.53% 96.19% 83.83%

RIL ~ HHBHIBRIRE R

FHEANDHEFER » DS — A N R R R B R R
76.53% » #&EFRSEARIRERT = eyl h P ETE BIEERRIRT ] 83.83% » $27t
THI T~8 (EE 5B o FAWERHFEB RN EBEIGEEDEIASR » Na 25, Nb 31, & VC 21T
BEREAT - MHEMAFAENEERR TR T - BZAER TRGE - LR
FEH BIENTRTT -

4.3 S 5EE (bigram) S EREC BRI LK
fEE SR BB 585 (bigram)RYEE R Church 1993, Su 1996] -
SRR TR AIFIRIRIRE o SRR AT -
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cat',=argmax P(cat, | cat,_|)* P(word, | cat,)
Cﬂ’i ‘

B Pleatcar,)

P(catcat, )R P(catiword) IR ST FEISE A AT U 300 EESAHTIS - i
G BR ARG P(wordicat) Sk (A TR HEF A5 + IR Pcatiword)
R Pcatiword A L1 A T3 A B S MR 43 T 5 - BUALSA ST AR 1 Dice
BURERT = £ BIEKTF5 Nb « Na » BUE: VC 1 SURRAHES HISS

FERIEN) = 8.48

HRIE(Na) = 7327

FHEIE(VC) = 2.956
B APEIR -

 PNbBRE) = FEBIEND)/ 5 = 0452

P(NalBAES) = FHBIENa) / 85 =0.390

P(VCIBRAER:) = FHHIEVC) / 45 = 0.158

PSR+ FFUELL ¥ og(P(catiword) AT KT word
log(P(wordlcat) - 7 FSEREHOMETE - BFAKAIFATIS + H Pcatjeat, )R P(catiword)
B ATR ]  ZE & B0 1L 17 S R R O L LU B O R -
e e
76 S3%RFE] 79.97% » PO FUTEFIFFR 3 -

5. KERUTRAHTHI |

TR B A SRR + B MR A » B
AT » T LA A DR 2 25 M - DUk AR AT 2
AR ST S R RO + LR AR A LRI - Y
SESE A AR AT DL WS T B FIE TERER - BHE MR SR - B
B AR + 32 ATAEA & — B AR + LR E e R R -
BEAAEIER - LA SRR AT R AR ST » T 7~
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BB B AEIERER - PEAERT= 2R RREE —BUEN  JERERIRAHIET 2
[ o FRATERZR PR RSB, - A S0%AH HITERE R R HERASER D -HK > It
BAEFRaER AR ER S AR AR RS Na 5 Nb 8 > HAGERIRAFRAK
2 FRESRATRAIFT AR B - BRPIEIEREEE RS - st
SR FREET - R TTRERIMIZE - BE L AFFHREIAE - T
FARARANEE » WERAMMETEA 2 BB CARIRFRESIE £ - Jit > "TLUERTE
FAEARCRYLIE B o Hb—75ER0 Brill AR 5 ScRRORRIE Brill RURIERAERRSD
KR ORI T TIASCERIRY T - 5 TRAVE ARV - i EE—ARRE A
HIFGIT °

tml
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B BB — RN R R — B T

a. word,, -> category

F{E->Nb 144 0.993056
fIfA->Nc 84  0.916667
f&#E->VC 10 1.000000

b. word,, -> category

F#5->Na 106 0.990566
%->Na 24 0.916667
Zz+->Nb 64 1.000000

c. category, , category., -> category

Nb, PAUSECATEGORY->Nb 1267 0.930545
Nd, Caa->Nd 253 0.964427

Nh, Caa->Nb 84  0.916667

d. category,, , category,, -> category

Caa, Nb->Nb 732 0.939891

Caa, Nd->Nd 313 0.913738
DASHCATEGORY, Nb->Na 191 0.989529
Nc, VE->Nb 583 0.914237

e. category., , category,, -> category
A,D->Na 82 0.975610

Neu, VG->Na 63 (.888889
A,P->Na 21 0.952381

Nb, VI->Na 13 0.923077

f. word,, , category., -> category
T4, Nd->Nd 72 0972222
7z, Na->Nb 32  0.937500

gl Na->Nb 37 0.945946
BT, Caa->A 4 1.000000

g. category,, , word,, -> category
B->Nb 16 0.937500
=rEL->Nb 13 0.923077
For->Na 55 0.963636

h. word,, -> category

fi7fA>Ne 59 0915254
BifE>Nb 14  0.928571
FT->Nd 21 0.952381

1. word,, -> category

FatE - >Ne 20 0.950000
BE>ND 13 0.923077
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gk — ~ FREFTRAOBIT

5T A A B BRSNS VIR RS R - TR
B —ER R R RS R SRR E R - SRR
BETEEE—(EE  RRRATEIA - S =T RS RE— i%ﬂﬂﬂﬁiﬁﬁm—%%E'J#—’Jxaﬂ’ﬁﬂfﬁzﬂﬁff*%
LE(VH) BI(DE) #(VH) W) 1D) #(P) BUS(VG) HEiK(Na) HI(DE) HZ(V) Z(DE)
E(Na)
LH(VH) EI(DE) $H(VH) MgaE(Na0.421;Nb,0215V10.159) (D) #(P) MEB(VG) HiENa)
(DE) (V) Z(DE) EH(Na) |
BHOVH) HIOB) HVH) WEND $H0) #E) B(VG) HEiE(Na) HIDE) (V) Z(DE)
(Na)
(N ZES(Ne) RN KI(DE) BE(?) HNa) FHFCHD) H(Nep) iBEENa) Z(DE) 7T
FI(VH)
HL(Nd) ZEE(Nc) FHI(Nd) B9(DE) f%:E(VCLO363 VC0287 VA,0207) F(Na) HF(Cbb) H
(Nep) FHEENa) Z(DE) FE(VH)
(NG ZBE(Ne) FHIND) BI(DE) BE(VC) E(Na) FIACHb) JtNep) FEIND) Z(DE)
FI(VH)
S(Nes) BEE(VE) H(P) BAZE(Y) RIZER() SBEVL) HE(VO) MINa) IZ(VO)[+nom]
H(Na) |
5H(Nes) EZH(VE) H(P) BUEZE(NC,0.482;Na,0.223;VA,0.162) BIZERE(ND,0.427;Nc,0.259;Na,0.148) &
B(VL) HENVO) /MHENa) RIZ(VO)[+nom] HEENe)
Si(Nes) HEZI(VE) HI(P) BURE(Nc) RIZER(Nb) &E(VL) #BI(VC) /ME(Na) RIZ(VO)[+nom]
HE (Na)
(D) BEEE?) ED) ZEAVH) KI(DE) {EHNa)
H(D) BE&#E(V],0.325,VC,0293;VA,0.193) FE(D) ZEKXK(VH) FJ(DE) {E#5(Na)
#(D) BEMNVC) ED) EAVH) MDE) FHNa) -

st ok sk ok sk ok e s ok ok ok sk ot ok o sk o sk sk o ok sk sk sk ok ok ok s ok ok ok s ok ok ok skok ok ke sk ok ok R
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/e

b XHAL RUL—BERREAGTE B TAREERATXHRE
AXAETAFABLARAGRA  BREXRBOF L AREFORTLHELRE
AGBRAEIRE T  MAHBARAN TR ANAET EERGRE F AL
TR R I Z B TSR 0% 3t  RITSUEERAEAS) R T AR
o TH KR E LR GEEAR BB THEREHEA LW R ARG
ﬁﬂ%ﬁ&ﬁzﬁﬁﬁ%%ﬁ#’ﬁﬁﬁﬁT'ﬁiﬁﬁﬁﬁ%ﬁﬂ%ﬁ’ﬁﬁﬁ%$
R RERRERABLOERER -RTARBMOMAE > BMELERELFLY
—EEATEFE T EGNS RS TAABKAGRY AR MRET AR E Y EW
TAFHE o

1. %

BRI A ZRRSE » S A LA ANRALT] > R 3FHiE8(Chuang
1995, Huang 1997)~ 4 F FE#A(ZE 1997)- BIRETEZ H(Wang 1997) A Gl 1992)
&, Hrh DAY HIARASET  EERSWERE  (BEN AR RUEER
LAY TR A RIS ENET - B~ T FARENER - K5) - SUEEW
e 2o REISERRBTAEEEMS - A5G ENEIETRRAZES) -
B ~ $EFE Y HEE(RAETES TSR EE T EIE) - B - ARREF
K2 %5E » RIVEELHRNERIE PO L —EEEHEE RN TR EEEE
B - I » BE —EREATCE S PSR A RIBER A — A TR
IR - SR (AR R A RO T BOR R - BRI BUR SR A

o
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H#2R  BNIE—EE RIS ANUCERIE TS AT g » S hE T8I
TS o |

AR PO A I AT HFMRIBRE A SR - RRRERBELIF TR
BT 2 AR R TS B ARG R AR A,  ER AT R A R R RN 1%
THEHR - hBEARFA SRR AN RETLR | B AR ERRA
B0 13) - BRUV B R A BN EREE - FRAL AR - BRI EEE]
DS RmA - REBEFAOETRARE  ARETEFIME  MEU—F
A S AT S R EARER - FEFARNEERMRS T 0 KL BITEEE—
SER_FLEZ SFRNEE RS AR R BRI > DR P22 A
BEFIETER I HE < BRI R B ARTES  RIDMEEEMmA LG
SR T2 B (Chen 1987 FAREZE - RBA SRR EEFH - ERAK
BEFHEER > Py S SRR FE LRSS — [R5 ST
FAIE B A - FIEA B P R IR AR - BR T AR R R & 57 7 28R
| Y R HE T ARER— LA A S R BUE O\ B R B (Fan 1991) ©

RS LTS B\ S B 3 FLS BB A B E R AR
B AR EIER - (B2 IR EARA R ESNET - A mEE S
Ty » — BRI T - 75— RS ESRE  IsE A~
Db S S R AR B T R R B B A S E A
SRR AR BRI E AR AR T OB R T A & T
B B RN LA AR N RS N SRR - N
AT LAY N=1 (ISR A » SSTHMAR N=23, .., BOASRE R R
KfE) | BT BRI Y S (I AR — AR S AT - A
R TR » TR S AT o AL B I063 e F 6t
PR - TR BB T -

% [ DA BT SRR EE o FH S O B AR > B ASCRTR YR S 3 T (A LAY
FRUEAL - FAL R FRA SR SR TR IR - MR HadE
HITHRE » T LLTIREAIAT AR EI — B SR SR FRE A - E|A0RHL > RFHEITEEXK
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FIFE - AKIBIES a2 S A SRR AR A BN - SER—ETRS AT 1Y -
DS — i 8 FRRRERYZAER - AS30HB . B HERR Hi(static dictionary) « 75 ({5 R RERRISL
RS IR A TTRE I ERIREE - IS EERA T AERAIREE » ST - HR
P HEEE R IR FR - RS - A AR REAZERRE  AIER AR —
RISTRAEIRIF S F AR A ? SHEEAEEE T ERE ARk
—RBHHIES RIS EEREAENNME - —FERENA  “EREFEERE

- RS ERIE TR R R B B EREER - — R R A SRR

B & R FNTIRE - B —ERAN RN REER - A6 C A AR
R TREFAR > BEGRFBWABRRK” R 727> “SEMREE A
FE(EAARBRIERBRITIZR) - M AREEECRAREERRIEFRMELRE 0 Fall
IRGRR © LR 9 FRNZER AR SR  HERMRGETZE R ARG
—BREET > A RLREG R ARIRFA(FERRN 3 F)FERET -

BRI EEE AP AL T S E R 3T Z FRE(Lin 1987, Gu 1991, Hsu
1994, Kuo 1995, Ho 1997) » {ELZ $HHARTEHRE I M ERH A FF AR HLIOERES - RIMAREE!
B NIRH BN B AR ST o R BAME RS R - TERE (B REEH
(dynamic dictionary)#i:4 > W FHAFEBIRERRBDIRERI BT /57 - DAE BN BRI E
BRESR{E B B A SRS R SBHE - AR 2 T B E R BT R
B MAEA—EFARTNEERESRIERARENREN) » REHRTAE—
R > gREEE SRS SESIE] AL ERRAZH IR - BT E R ES T
ZHEHRAT - B AE—R AR - DR EE A G LT E R
2R - FRTERHRAE 6 TRl LR -

FHRTRIIEREA AT 4 » R SUEREF AN F R BRI AL b FHRRSTR AR
BRI A SR FEER T ER A R B S TR A BN g A =T
ZEA  ERAEERATERAEFSREAEY - FMEREFERETIREN HIORAK
b BERA SRR I S R R A BRI T+ (ESERR A B A B A -

EEEEDIGAS BACE A A BRI B R SR RERN » FTLMESE it
SR B PI FABIE B  FRZERR | RS T R I REt e S H Rk
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FIEFRARREHR T — A ERRELATTIREE | (A - BPE R
(BRI AR RN + 25 AL AR IR AR AR B P & T
HORTRE > RBRFHREGI RS § Bk —EReE -

2. &R
2.1 &R HA

[EIRESEZ » TAIBIHESH A R R R R R AEUZR AT HE F (Bell 1990) - RIIZHE
#(adaptive) SHRARAE s © M4 » BEMET AR E A R A N SEIY T AT A -
BhRE SR  B A I B R AR Rl —(EHT 1 (queue): BRHE IR FTF BOI MR BRI B
Bl T — R TE S BRERGE SR - REEATS IR - TTEZH A
B > BRI — S RS U ZDRIRS Y - SNBSS FRLIE BB IR IS » —F
BB R TR o » B B O H SRR B AE - SRS R R T B
fezE R B RE RO EL R ER A © SIS AR B RMRIROR T B TR EHY

R o

BRI B) 2 R BT A B By BRI AT A
HBeR e S B (co-occurrence) iR » BIA— KU TE ~ — &) » — S EF AR
AL IR - Wt > EEAEERGASHEE 2 XV /R B
SRt e K > BhREERH AT A A STARER AE AL R IR B 3~ 9IRE - AR
MR -~ “(RENEE” - “BRREED > Mt B AEEERBA T A BN EA &k
ST E R RS AN S A, ot - SEATF BRI ACE TR S
REAC R - BAESAER REER - B ERAERER AR KRR
DIk AT L B E 2 AR R R H A s b AFD R F7 38 - FRRTTE YRR AT - 31
PR T — B FNBIETE - I B R TREARCE SR I BarE AR/ NERK
AT > i - HREEAZIE S SR RMBE T e RS - I BRI ERHERR
AR TR B TR - BT R TR EARME T -
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2.2 B EFMZ &M

E AT PSR F B RE SR AR R B (2 B S R BRI 2 Thee - 3 B - 5EMEh
BERR T STB LS B BRI AR RS S » 1B 48 D 5 B i A
B H] ok AT RS HE 1T A T M R R 1995, 1 1997) > BRI - FURFRE
BB R SR B e R R R I HG » SRR M ke rh » — (B e
SR 10 EEE S 8 5 ST A S A ZERA 100,000 &> K6 -
T RESFHRAT » BN ERFF ZEE AR AT - QT S L e KT
RS AT AETIAN0 - BRI BRAPTRPEELAHRFE % (hash table)iE ST IR S5
W ACHEIRBNREN » DU P SR DIRE AR IS - T AT S IR Bk f2es 2
R A SRS - |

BT B AT RIRE - EF_ A EH— T3 TR R T ABCDE) » #f
AR A e B =237 BE5 | (40: AB, BC, CD, DE) » SRIBHHE 7SS EENEA
FiFER » TR R A A - B — AR R R e S T M
HERT « BAE AR > GUAIERRER A/ e T A Y (B SAE B R A 2o
B » AHATATLE B —EREBEAN « REAZAIEAR - DUE AR R AR
SEFE N F BB » FRAPHR A — BT E HE F S8R (time stamp) 984 > BIMEK
B — RN REE RS RATE AN - U1 B R R st
B — R A B - SR R B — - B A S B A RE RS
% [EERGATRAES “—E 2R B ER LI B EEF - LEAL”  DHEAD
RESTSIE > B A “— SR A AR TR - SRR — S B
SERER — BB 8 ¥ T R SR W EECT e
FEMMMKEEEERTERE R RTREE N - T8 ERMETRTT
i BIEERA “— B 2R % 25 % HEREHEER B “BITHRE
R —B > RNE“ER NBBEESE - RHEN SR FES - SHSER
B RO AR R I — @ - S E D AT = TR =F
& BN R sCA)F ABCDE 72 ABHEESHE » BUAHE /A AB,BC,CD,DE &+ 37
ANEE—fEfF3 » Wil ABC, BCD, CDE & =FaE AL @72 - 11t > HEAS
—EFE WXYZ FEREAERBIRES NS - RIS —EHFRES WXXY,YZ
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BEHRELLE R » AiEEEERZ LY - BRI ERNETMREL/ 7 7~ U—
B\ R T B R Ak BEIBEMTFREE WXY B XYZ
BERIRLE « MIRALLER D) - FERAFERENRERTME - Wk - s — &R
R EE AN eSS T - ER S ~ 6 . FEFFRIME ATRIENE -

3. ImEEMAEE
3.1 RRIE G %

RITEBRMTEHEE] - BETS AR ES AR - BEERBEERREIZ TEF BB
SRS —ERALE R ERMRAES BT TR MERCR R A 5
RIFAR  B— R AR EE RS SR - TP ARER - BERIERA - &
PR BT REET T B2 TR BT BRI » BRI
DIES A E] > SRR S i sE s Ret - RIS RN - Ak
R ET L AT FE B ZARE R S AR - REGTEEN ST Rassifl] -

e M AGIN S AR R AR - BB E T R EAEE R IEE
FAREEFSRERIR,  — B A ERE BRI R e R Rl BT
TR DB S TR R RIS - IR SRR EREFEEGE 1992)  FFRE
F R EERIERT s « B L SRRSO EY 5 2 RIRA R B S A R A AH
g » il » FEgy | A E B AR S BTSRRI - REARGTREAN
MBS > KT AR AT SRR — AR TN g A 2475 (ambiguous)
HIET » (EREEBERSTAMAZ LR  RERRESPREOELE
£ > TN T a0 ABRES B E_ EROBRERT - N3N T R ERI SR REABN (RIS - X
It > FEA A A B SRR TSN F R G - TR EE A EL G R BEAIZK
BARBUSHEEE A - LA TR BEPRA T —EHIH R -

FAA A FTERTRR AL R A S FRIBAINY - FRLIERGT S TR B I - 26—
EZREERITR S HE BER AN RETRRS T K T HIGEHE A -
BATRAETE LD TR
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(R1) ZFRARNEGSIAE - 0] EIRF R -

RS A—E RSN > Bk — E S A —EEEeE - TE R AR —
R FEERs  FRATRAIR DI EE BN RERMA S TR - ERARAIL AT EAE
FAMEE AL > BINEEER A S ER A —EE TR RE —ERRE TR EHgE -

BEHE S BT AN ETRES TR  BERMER > EHETMAZST
FARRE TTRENE 2 BMEE] 13 - FRPEER A SRS AE B Rivdn AL 2 FanvER 7 A
B — AR B — ERAIEFR TR ERE ? AR R EE IS
AR - E R IR RS A A L S TENER » B RS TRl
S _F > ATRER R BRI R S A —ER R R AR ERARAMEG IR ILaty
RE > TEMARE RS - IR ERMEAENAE  RRETESRA—
BN RARAEGEE (TR A TR AH) - KA CRIRRE CRRRRNRE -
Kt > BTG T2 FRARRERRR - REEF LATRGRA TMEES R E AT
> B L RMHELR - WS FAKEROH =S BI2FR - =57 > BUFLLE
2 TR RIEE RIERET S IERNIREHR - DB IR R Fl R R fdZ
GEAR > HERFTGETHERARE - WA EWER . RR=FF AR ENT
AR R E KRB P A AR —Fald e — T L2 - Bl
TR IR RN - BRI —ER AR AR - BfiEre  FANRER
RN FLA B2 5) - B RS NG (R R BERR < LLR)BRES AL AHE ST
DEFGEFAIHIR - T —Faaf AR EEE - TRBE FRIRFANRGIRA S it
BFHENER E2 SFARS—H - WATIREHBARERN > BNERERET
FAZSEARE A Z FARER - BBt R R BRI B RS T -

3.2 % FAwmeEMA

FEAHERERE - BATRRE TRV RS AE:
(R2) ARSI AR XY e 5ot X WSHR RIS AY FHE Y IR RS/ -

BiaE s A\ A B R 5 Y « FNEE - TSR EER R P (Enter) Y —FI
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# > RS RS SRR LU Enter) B HE - DARINSE - BAFTLCEME - B
TRFEE ~ P Emes  RRBHEHE - B%  PREESTEANEEIRRAE S
RENE— A VEEERRE » NMEREETH - P - BE AR AR R RSB E
H 12 flz% > MBEEREOREENEZEN - BUR)ZEGEAN] - AT HEFR
PO AR » DA ST - 8% BMIR=FRIRRGTEESNE

(R3) FEA=FRE - RFHEEFRATCIETR > RERE) & -

BINEMA =T "EEHE AR A—n) ZHg# - SESHE—EEFFLSN )

§t > BE BRI - DIVAk ambiguous Z & - RIEAEAINE—ME ) 8 > BLF6E
FEEMAEREMART - —Fe - =7 BRNTE > AEERYIAERHAE
B AT AR BRI RE R EN RS - SUANIXIRERRSL - PR
i & R SACE TR R ER - BN RnoEse sl - BAMIHIRaT

2

- (R4) BRI APITRTF - RFHEE FRATZIE BRI ©

BIANEEE AR —IURIE RiE —C T 7 ErugE - AR AL > BAERTER
=FRARR R AT E R TR R R R —ERE G - BESt > FERET R L SIAI(RAEEA
RIR2)ZAEZEFAERT » RIFE B A— 8 — AR EiZeis - mTREERARIRA)EK
A FERIVE TR - BIADARER A BERE I - H2 U U ) — g - MR R) S HIE
FEERET” - B LA EEERIIBRER/)  FREHREN ZFRRSHMT AR

Z 15 AEgHEEEE » FHIERFUARRFAELFEIIREESIRNELR)B AR

EMfE - BIEE AR T ORESRFHEER - £REERSRIRY) - RFHFREE
FREHERERE - BREHAAIRY) - ARFRTERNRHEFRESNERME > HE
{5 &R AR AT RE R A 2RI E — i B EE SR EERE AT L ST
FlZEA KB TEEERASRIROEIHER - BRI —EEERFARBRMI IR
AR LT A T — B ECER T R AVFRE - LLRAE B ESEE B
SRI(Esc)8E » LI HERS MR AR =55 RRIUREEAFAIR) -
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BARZU LB+ =52 SFRiasiil] » JFmEETE
R5) HEATFU LS ST - RFHEFRATZ TR -

BT A A A R B (@ H A B BElE &9 PNy 4 -
HL R B(RA) SRS T4 » B9 RREIG AR » BB T RIPHERTE e -
Bk B AT B R AT - (BRI ARG R (R E TR
S A BT R R A R R — A - TR RA L
e e | = REIELL 2 - B A IR EBIEAE IR
S (RS AT L e AR T 7 » BB P A T A - BJEER
SFEHIRY) - R E SRS - B EEHEFRIIR?) - HHEHHES
e D3]+ SRS A | - RS T — B - 55 18
SRR A B R R Esod - Al Mg AR T R B
A AR R S Y e BT - SR AT
R - FREBEIRS) » HE SR B ERFRE - SIEZ IHEIR
e IR - SRS RS - S RE TR L RS
e P T — (B 25 SRR R B ARG A SR AR
A (] » 7EREE AR b FRAERA B 1,2,5,8 9/ R AT
s T £ P 5 SR A R R T - SEARRO M TR AR S
HI(R2) SR EZEAE R AR AR S TEE R A BRI SLHE - TISCHRE
i ER B IS RSN » SRR AR R R BT
Gt » R — KBTS | B AR AR S IERTIRE - UG
g AR | o SRS I T — RS » RO AT Eso B » DI
R R R — R ARG -

4. FISEANH

Bi—EHERIR R T — B A S ZAHRERA F15 BRET 2R 5 - A
FEE— R T AR B R e BB F A RIS IR - BRI SR
A — (B » AV S SRR AN AT SR AT AR - TR SR IR S
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SRS > BN RA RSN RS TR TR - PIAEA TR
B 4 BN N\ LI FEHSRY” > 7RI "fEEHERE o B T ARTRIAI SRR
M R BEER - BRMOBURZRERTH R IEBACRIT AT - A
33275250 ~ 8,083 (H=%5 ~ 10,448 {EIUFE FRENIKERSF T HfbiRE (P
Pk 1994) - BIUFE - AT > RIVGEIR | B3R 3 B > EE=ERE -

£1 “FEHAZEREFIN

Fl4tde B 1 2 3 4 5 6 7 8|9 |10]|11]12]|13]14
254 B 14,185 | 8,646 | 4,644 |2,472(1,425|864 | 406 | 192| 81 | 70 | 66 | 36|13 |28
% 426 | 260 | 140 | 74|43 |26 12(06[02}02(02(0.1{0.0(0.0

%2 =FREZARANN

[ 4 46 B 1 2 3 4 5 6 7 8 9
ek (EE ;4 3,418 | 2,188 {1,314| 616 [ 280| 114| 70 | 40 | 18
e &% 423 | 2711163| 76 [35]|14]09]05]|02

3 MNFFEZFRRFIT

Fl4tfE | 1 2 3 4
W | 9481 | 848 | 81 | 12
vt %% 9.7 | 8.1 | 08 | 01

] i 5 iy A — (BRI S B BRI ES, - FEBEON IR
% /) (EEARE B S A A R R BN RER S P B ISR N 5 ™ Y HY
—rEE > RESREIERE SR M RILERERNF R E SRR 2 - HA
S F RS 2 OEES SR - B3R 1 WA RERRIIEE 42.6% 2 5
WFREEEES 1 - URRWERER  Ta/ESAEE SRR e LR g
5> S 56. 7% Fi(FIEEEEER 2 £ 9)FESE—ERTFRACEIATAImAL
> ERFSREEERE 10 DERTFEAA 213 {8 - 855 0 BR 2 WA 42.3%H
= E AR TR A ER R IR R 5 HERR S — 8
SEACEEVFT AR A2 57 © B 3 WAL - 90. 7% RN H FEEE - EMLRILE
# 1 8a%k 2 EEEH S - RERMTH#HHA T L2 SFRANRRRREE R - A
> BT E2 SRR - AV A R g R R — R - AR R I
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— (AT RACEIA I A5 DS A B R R — BT AR R B (RS E R EE P
R EAERAERNT RMERIE—ERFRORERLT PO R AR

R 125 #ET -

EIAE 1~ 2 BT A S FARS T » S FRTERIHER( - 42.3%)
R T e 26T 2 2V PRV A A B » FRAPE B RO 77 % -
AR — TR AO(FRR - USRI - SRR ey —(HR  BIAERA
TR B P (Enter) W A VUG FERBRE EEHEL R WL R
RS - IR — R AT R W - B GRS
Ear . TEEHE LT  EIETA IR 4 B3 B > REREEET 9
s e TR T R 2 IR - SRR TR 5% =25 (TR AL ALs » T
B SRR S 25 FRIVEET LR - AR R R 13
Ry — e - SEREAT - E S A B TR A
S 4 51 5 B TR R RS | ORIERET - TR
e B IR (L 1 LR R R R SR AR
e B R B B TR R SOER T  H1% 4 TN - G
gt » 08 A =R 82, 1% TR AR - 1 B R FI A e 14
Wl 6 7 » ST ISR B | 4R S tTEEIEONECE | BN
B B SR 85. TR AR - 3 RS
9 B S -

# 4 EFET —FAFEEFAST

Flst4 1 2 3 4 | 5
AER | 27329 | 4,882 | 804 | 188 | 65
Y 821 | 147 | 24 | 06 | 02 ] 00

%5 IEFEET =FAREFRINT

RseseE | 1 2 3 4 5
wME# | 6,924 | 982 | 135 | 24 5
e &% 857 | 121 | 1.7 | 03 | 01
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5. RE R sk

BT BB AR S TR A AR R AT  BTR EER R E—E L
SRS BT AR SRR R AR - FERFSEE R L L TR RE R TR AT B
A > BB E S RAE TR R A - EUUR ARG S AR TR
s RO AR VEERE - REINDURTE B ERESIBREE S TR L LAt «

HIES 3 EREAIREERRITIA > SRl AL R T HERE EIEa ES A
SRR A SR T BE TS EA - WL - BFREAE S TAR AL
SHRERTIER: YT AR R L B O s — IR 2 B R R
EIFFEE(EN ASCIL 75 32)ZEAARIET AR » ARAZE QR AT E B /AL
SR - IhAY - AR R S ARG BB R R RE AT RY - BRI YRGS
BB 1E 4 FURESIRIEAAIR?) « (R3) - (RY)  FALIER—EUFRANEE
A REEINZARE - 1 L RAE A LSRN « RS HRITRS | 0  BIEFse
IBRRGEREIR T (R2) ~ (R3) ~ (RAZAL - SBIEINT RS) » BEEZ ARG RE T H 2
#LEN 13 > 36 B AT DA ST SRMABNEA 2 - EAFEET T BRI
T) - SEAERUER - BIRERELAODIRE A R > BREAEF AR AERIFE R - TR
PR EIR R ~ AR T -

BB RE A — R R T - RERIANIIAR - SRR G IR - Bl
011 » {5 B 2% B A B BT B AT AR R A 2 3 - SRR (Enter)
DRSNS CEAZIBIREAIE B TR A ERIEEHAIRRE 77 AN F
DUy - i ASKEE RS BIRETIR T B R - R R B AR
(kSRR - RITERGEAMAREFAIERE » SRR =FHEnE S QR 7
3 A)EE AR EEIREMLLY - DB TREAEHEN =5 UnVaWn, n = 1,
2N > FEE% ST GIRTERAG 3 A M)EIES ALY - DIZE T TRERERY
=53 X YiZio k=1,2, .. K - REBFTATREN n, k FE THY VpnWn 82 X Yy (LRSS
DASRHYES VWi FEEIR Xy Yy REFTRE & HIRYPS7RE UpnVnWnZk ©

HEA > B P BRI RIRS) R A A FAARNE T ZEE P1PoP3 P4PsPe > Hi
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EAAE] Py B BRSELL P1PoP3P4 KEE AP RAEL FIRERERINFA Ay By Cn

o * TIE AR AZ] Ps I » FELL P3P4Ps KA HATRER FERY =757 ExFxGk > RIREIFT
HEIRERY 0, k #HE THY CyDp €2 ExFy fELLE > DA E W AH IR AR SR AL 55
Aq By Cp Dy, Gy S A FFAESHEE TE%EL A’ B C D G, i71.2,...], &
TR BEEEWIA Pe % 0 BALL P4PsPe FEFTTRERIERI =575 QR;S; » RBHATE
RERY), | MG TR D) Gy 82 QR FRELSD DA BB AR AT S LA TR A5 B';
C; D’} G S » WRHEFBONNAFNS FRiEe - R HEnte FREE FE5
B o i - IRATREEETT B > I A R AN R AR e & AR G AR
SRR > G FIE QA I T S R T A AMRIZERIRIE T P P &%
PSR - SR BRI TR 25 - ATIEREHAR SRS TR
HY °

6. &3F

RSB - @8 E — RS AT A TR  MARSUERETIN
eI A rhare /v BE  (DABEMZBATR - QFFFHLERA - G)iE
YT AR R SN T B RE T TRl BhRERHR S THAR - AN SRAEHHE R B IR AP R L
AL EETHRORERSN AL — R B R

BT LGS B AR ELA » AR T WEE AR | BRI SRERY
S TR ARG - BRI » A BRI NMEESIR DA R B A 2
Az Fi2 > ER T B EATAR AR SR B - KRRt — S RiE
WP FRFI— BRI ARG DI R 2 A SRR R S TR #sifl
HE - BFILOEERMALSS) > #5T —EWE S - BRSNS TN - M
AR BT 4 FA AR R H B A h SO A B A T 2 et I - (IR FTaa THOTL R
HIEBFPREREEN — = - NFFAERGROT - RIS H 42.6%, 42.3%, 90.7%
HIEREIR A FIEEAA T AR P DU kA — - =537 R & AR 82.1%5] 85.7%
HIEER A RIS TIRD T B RRESE - 4 BT RESh AR —(E
BETEEEFEAEN - RS TREERANRIRR - TUERE TR A T
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Abstract

The construction of a standard reference lexicon for Chinese NLP involves
two fundamental issues in computational linguistics: the definition of a word
and the principled delimitation of the lexicon. We argued that such reference
lexicons must- be judged by their cross-domain portability, expressive
adequacy, and reusability. Thus principles for lexical selection must also be
driven these criteria.

This paper reports the approach and result of our construction of a standard
reference lexicon for Chinese NLP, which also serves as the empirical basis
for a segmentation standard. Our approach-uses a mixture if stochastic and
heuristic steps. First, a reference corpus is selected and lexical entries are
automatically extracted from it based on statistically significant threshold.
Second, the coverage of the automatically extracted lexicon is enhanced by
conceptual primes as well as by comparative studies of MRD’s from different
Chinese speaking communities. We show the satisfactory coverage of the
resultant lexicon by testing it with randomly accessed texts from the web.

1 Introduction

Since words are not conventionally marked in Chinese texts, segmentation is a pre-
requisite step for Chinese NLP and setting a standard to define and measure
segmentation results becomes necessary both for evaluation and for resource-sharing.
However, as noted by standard-setters both in Mainland China (Liu et al. 1994) and in
Taiwan (Huang et al. 1996), no segmentation standard can be successfully

implemented and evaluated until it is accompanied by a wide-coverage reference
lexicon. Huang et al. (1996) argued that segmentation standards must include a
sharable and adaptable lexicon in order to apply across variations such as domain,
genre, and time. On the other hand, for data-sharing, a standard lexicon is essential
to ensure that texts from different sources can be uniformly tokenized. Thus, there is
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a consensﬁs that an empirically compiled reference lexicon is an indispensable part of -
a Chinese segmentation standard (e.g. Lin and Miao 1997, Sun and Zhang 1997).
An additional benefit of such a lexicon is that it can be shared without much
additional cost and thus saves NLP researchers the time and cost in building this
essential infrastructure. To serve the above dual purposes, this standard lexicon must
be selected in a principled way in order to best test validity and usefulness.

However, even though computational lexicography offers a rich literature on
the structure and content of a lexical entry, there is hardly any discussion of a
principled way of lexical entry selection (Armstrong-Warwick 1995). We only see
discussion in the content of a terminology lexicon .(Nagao 1994) or a reference
segmentation iexicon (Liu et al. 1992). Both assume that the lexicon is built from
scratch. We suggest that there are three criteria to judge the merit of a lexicon:
reusability, expressive adequacy, and domain-portability. Based on these three
criteria, we propose a principled way to construct a standard reference lexicon for

Chinese NLP.

2 Criteria for Selection of Lexical Entries

2.1 Word, Segmentation Unit and Lexical Entry

Determining whether a string is a (new) word is trivial in many languages such as
English. However, it is not easy in Chinese because of the lack of conventional
demarcation and of native speakers’ consensus of what is a word. Once a string is
identified as a unit, a further decision needs to be made as to whether it should be
listed in the lexicon (e.g. Wang et al. 1994).

In this study, we stipulate that all entries must be segmentation units defined in
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Huang et al. (1997a & b). Notice that even though Huang et al. Propose to take the
notion of linguistic word as the theoretical foundation of the definition of
segmentation unit, it is obvious that ce;tain non-words, such as (derivational) affixes,
must also be treated as segmentation units. Thus they must be listed in the reference
lexicon for segmentation.

The motivation of such a stipulate is two fold. First, it ensures uniformity of
the segmentation criteria and the reference database within the segmentation standard.
Second, this allows the reference lexicon to list non-words such as derivational affixes,
and thus will provide crucial information to account for the productive morpho-lexical

Pprocesses.

2.2 Reusability: Corpus Base of Lexical Selection

That the corpus is the best soufce of lexicél entries has been the cornerstone of recent
developments of corpus linguistics (e.g. Sinclair 1987). Making a balanced corpus
as the basis of a standard reference lexicon also makes it possible to automatically
update the lexicon for different domain or for language changes. Either a monitor
corpus will be maintained to indicate any change in the language, or comparable
corpus from separate domains can be maintained, any new entries can be extracted by
the same automatic procedure to augment and revise the standard set. Our current
lexicon is based on the Sinica Corpus (Chen et al. 1996), a tagged balanced corpus of
Taiwan Mandarin Chinese containihg 5 million words. 146,876 different words
appear in the corpus. The number of lexical entries defined by frequency threshold

of 1 to 10 are as follows:
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(1) Number of Lexical Entries as Defined by Sinica Corpus Frequency
frequency threshold number of word types

1 146,876

84,309

63,421

52,571

45,443

40,395

36,392

33,301

30,701

10 28,564

O Co N O L AW

Our data shows that the frequency thresholds of 10 and 4 correspond to sharp
increase in the number of lexical entries. Thus these are the two thresholds that will

be adopted later in this work.

2.3 Expressive Adequacy: Conceptual Primes and Lexical Selection
Selecting lexical entries by frequency threshold based on corpus calculation is a
dependable way to ensure relatively high coverage of the lexicon. However, since
lexical information is nit available in NLP unless it is encoded in the lexicon, high
coverage does not necessarily translate into successful application if conceptually
cfucial items are missing. Thus, we propose that a standard reference lexicon must
achieve expressive adequacy. Our hypothesis is that such adequacy can bé ensured
when entries representing conceptual primes are exhaustively included.

The conceptual primes that we adopt are the 3,922 covering terms of Tongyici
Cilin (Mei et al. 1983, CILIN hereafter), the most widely used thesaurus in Chinese
NLP. We treat them as if they are covering terms in semantic fields, assuming these
terms alone will be adequate to express concepts represented by embedded terms in

their fields. Thus a lexicon containing all these terms will be expressively adequate.
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A possible objective to adopting such an heuristic method independent of corpus —
based stochastic approaches is that thé same goal could be achieved without the
heuristic. In the other words, is there any evidence to prove that these conceptual
primes cannot satisfactorily extracted from corpora.

Diagram 1 shows the frequency/rank correlation of the CILIN conceptual
primes based on their occurrences in Sinica Corpus. If conceptual primes were to be
reliably extracted from corpora, they must fall (almost) exclusively in mid to high
frequency rank. However, diagram 1 follows Zipf’s law. In the other words, these
conceptual primes areas widely distributed as other lexemes. Any‘ corpus-based
frequency threshold will unfortunately exclude the lower frequency conceptual
primes.

One possible explanation for the Zipf’s Law like distribution of the semantic
primes is that a complete conceptual system needs to express all concepts regardless
of their frequencies. The Ies; frequently used semantic primes are those involving
surprises or rarity, both are fundamental concepts. In the other words, a complete set
of semantic primes necessarily contain less frequent words and their distribution
should reflect the distribution should reflect the distribution of all meaning
expressible by the language (i.e. the lexicon).

In fact, only 3,501 of the CILIN covering terms occur in Sinica Corpus,
meaning that 421 terms are missing. These missing terms cannot be attributed solely
to the lexical difference between Mainland China and Taiwan. Two authoritative
dictionaries that consulted corpus extensively also do not enter all the CILIN (primes.
The 57,624 entry Xiandaihanyu Cidian (XHCD hereafter) lacks 241 of them while the
39,025 entry Segmentation Standard Lexical List (Liu et al. 1994, GB hereafter)
misses 546 of them. There does not seem to be a correlation between the degree of

human intervention with the completeness of conceptual primes though. XHCD is
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compiled by linguists who consulted corpora, while GB is extracted from a corpus
and augmented with thought-up lexical items.

In diagram 2, an addition test is conducted on the distribution of these
conceptual primes. The diagram shows the number of conceptual primes every
1,000 words in Sinica Corpus ordered according to frequency rank. As suspected, a
high proportion of the most frequent words are conceptual primes (382 of the first
1,000), while the proportion descends dramatically. The diagram shows the slope
smoothes at around rank 1,500 and levels well before rank 10,000.

Two important pieces of information can be inferred from diagram 2. First, it
offers an intuitive support of the reliability of the’ CILIN primes. Since conceptual
primes are the most economic (and often necessary) way to express ideas, they are
more likely to be frequently used. Thus, we expect a valid set conceptual primes to
be dominated by high frequency words. The CILIN distribution confirms such
prediction.

Second, the steep descend and quick leveling suggests that it will be impractical
to discover conceptual primes with pure stochastic approach.  Since these
conceptually primary terms are sparsely distributed in mid to lower frequency range,
it would be quite impossible to achieve any reasonable recall and precision at the
same time. In other words, for the moment at léast, conceptual primes must be

acquired independent of a corpus.

2.4 Portability: Bootstrapping with Existing Lexicons

It is impossible for a corpus, with finite total words, to cover all possible topics, genre
etc. Hence it is most likely that some significant lexemes are not represented in a
corpus. In other words, how can a standard lexicon be portable among all domains

given the fact the corpus it based on does not contain texts from all possible domain?
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This problem could be aggravated if a corpus is relatively small and geographically
restricted.

The case is even worse for a Chinese lexicon because of the facvt that there exist
substantial lexical differences between Mainland and Taiwan Mandarin. Thus it
would be futile to construct a corpus thbat could represent both dialects. However, it
is also well-known that mutual lexical borrowings are easy and frequent contacts.
Thus any purely Taiwan or Mainland corpus faces the dilemma of under-representing
a critical segment of lexemes.

To solve this dilemma, we propose to bootstrap with lexicons. We consult the
entries of five lexicons, including two each from PRC and Taiwan, as well as one
from the U.S. The two Mainland lexicons:. List of Frequently Used Modemn
Mandarin Words for information Processing (Appeared in Liu et al. 1994, referred to
as GB hereafter), and Xiandai Hanyu Cidian (Chinéée Académy of Social Sciences
1996, referred to as XH hereafter). The two Taiwan lexicons are: the Chinese
Knowledge Information Processing Electronic Lexicon of Academia Sinica (last
updated 1996, referred to as CKIP hereafter), and the on-line version Revised
Revision of Mandarin Chinese Dictionary by the Council on Mandarin Chinese of the
Ministry of Education (1997 version, referred to as RMCD hereafter). Lastly; the
ABC Chinese-English Dictionary (DeFrancis 1997, referred to as ABC hereafter) not
only represents the perspective of a language learner but also offers a perspective not

dictated solely by linguistics experience in one single area.

(2) Number of Lexical Entries in the Five Dictionaries

Dictionaries (year of compilation) Number of Entries

CKIP 1996 78,323

RMCD 1997 156,710
XH 1996 56,162
GB 1993 39,459
ABC 1997 70,325
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Our claim is that comparing entries from compiled lexicons allows us to tap
existing knowledge and labor-intensive resources. The decision to include a lexical
entry in a lexicon reflects the collective knowledge of (at least a good number of)

native speakers and is at least as valuable as un-processed raw corpus data.

2.4.1 Towards a Formal Definition of Lexicon Similarity

In this section, we will try to set a principled way of comparison of lexicon as Well as
to interpret the important of repeated occurrenée of an entry in different lexicons.
As shown by (2), the sizes of the five lexicons vary greatly, from just under 40
thousand entries to over 156 thousand entries. Since these lexicons are describing
the same language, they should in principle have very similar entries. Thus the two
questions that one must ask ate 1) roughly speaking, are the smaller lexicons subsets
of the larger lexicoﬁs? 2) are the lexicons compiled in the same geogréphic area more
similar to each other? To answer the two questions, We start by finding out the
coverage rate of each dictionary pairs. The coverage of dictionary A over dictionary
B is defined as

(3) Coverage of Dictionary A over Dictionary B

def
Cov,z = Number of entries in the intersection of A and B/Total number of

entries in B
Based on the above definition, the coverage rate among the five dictionaries are
calculated as below:
(4) Coverage Among the Five Dictionaries
B\A CKIP RMCD  XH GB ABC
CKIP 100% 68.89% 45.85% 35.94% 50.34%

RMCD 3442% - 100% 29.42% 19.72% 30.76%
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XH 63.94%  82.10% 100% 50.92% 75.36%
GB 71.33%  78.30%  72.48% 100% 79.44%
ABC . 56.07% 68.58% 60.18%  44.58%  100%

Take note that the above definition of coverage is dependent on the size of the
lexicon. . That is, mathematics speaking, a similar lexicon cannot have a good
coverage of a bigger lexicon since it cannot cover of a larger lexicon over a smaller
one is not especially high. For instance, although RMCD is almost four times as big
as GB, it only covers 78.30% ‘of the later. This and the wide range coverage
numbers suggests that we need a better criterion for dictionary similarity. We cannot
ignore the fact that number of entries is a very important feature of any lexicon.
However, to make sure that ¢xtreme difference in sizes do not skew the similarity
between lexicons, we propose that mutual coverage as a good measure of lexicon
similarity. |

(5) Mutual Coverage of Two Lexicons A and B

def
Mcov,y = Cov,p + Covg,/2

Based on the above definition, mutual coverage among the five lexicons are
given below from the highest mutual coverage rate to the lowest.

(6) Mutual Coverage among Five Lexicons (descending order)

MCoV, z5c xu 67.77%
MCoV,yccn 62.07%
MCovyycs 61.70%
MCoVgpncpxu 55.76%
MCoVckipxu 54.90%
MCovVcp s 53.64%
MCOVxpasc 53.21%
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MCovVgyicp.ckip 61.65%
MCoVgycp.asc 49.67%
MCoVryicpcs 49.01%

The above result confirmed our suspicion that ABC, XH, and GB are more
similar to one another. This is because these follow the PRC usages predominantly,
including ABC, although it is compiled in the States. However, RMCD and CKIP
do not show the same degree of similarity. As a matter of fact, all the other three
lexicons are more similar to CKIP than RMCD according to this measure. In other
words, it is more than simply geo-political influence that determines the similarity of
the lexicons. The criteria of lexical selection as well as the topic areas covered will
'play a crucial role too. RMCD has a selection criterion that is quite different from
the other lexicons, that is it tries to be exhaustive without being sensitive whether an
entry is commonly used by the speaking community. This may contribute to the
reason why it appears to be the most different from the other four lexicons in our
calculation. Another way to check the similarities of these five lexicons is to find
out how many entries are shared by them. We found that all together there are
206,802 different word types (i.e. entries) recorded, and among them only 21,655
entries are entered in all five lexicons.

(7) Number of shared entries
a. shared by all five lexicons 21,655
b. shared by (at least) four lexicons 35,924
c. shared by (at least) three lexicons 54,111
d. shared by (at least) two lexicons _ 82,332

We believe the above data points to a definition of a standard core lexicon that
is used most by most Chinese in most‘ contexts. As we see, any two lexicons are

only 50% to 60% similar. We further see that the number of entries that all lexicon
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compilers agree upon is only 21,655. This is only a small fraction of all number of

entries in each lexicon.

2.4.2 'Why Lexicons Differ: the emergence of a core lexicon

The above study of different lexicons as well as earlier computational lexicography
studies based on corpus suggest that lexicographers as well as corpora are biased.
That the core lexicon entries ténd to be covered by different corpora and different
lexicographers. But there will be a lot of disagreement among corpora as well as
lexicographers when more peripheral entries are being chosen. Thus, we can see a
core lexicon emerging when we compare different authoritative lexicons as well as
consult reliable large corpus. In the next secﬁon, we will propose a principled way
to construct standard lexicons based both on dictionary and corpus knowledge so that
the bias of each methodology can be canceled and valuable information from each

approach can be utilized.

3 Principle and Methodology Towards a Standard

Reference Lexicon

To meet the criteria of reusability, expressive adequacy, and cross-domain portability,
we combine a three step algorithm for constructing a standard reference lexicon for
Chinese NLP. First, lexical entries are automatically extracted from a balanced
tagged corpus if their frequencies are higher than a stochastically determined
threshold. The corpus-based generation allows automatic updating and adaptation to
specific domains. Second, the automatically generated lexicon is augmented with a
small set of conceptual primes to ensure expressive adequacy. Last, it is further

augmented with entries obtained form intersection of 5 lexicons form different
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sources to ensure cross-domain portability.

First, we define three levels of standard lexicons. The Core Lexicon is the
most stable part of the language. It will be used regardless of geographic area, topic,
media, style, genre, etc. In other words, it is the core of the segmentation standard
that will be portable through different uses and through a reasonable duration of time.
Second, the General Lexicon is a superset of the core lexicon. The extension over
the core lexicon allows it to give better comprehensive coverage of text in general
domains (such as newspapers or general textbooks). Last, the Reference Lexicon is
an open set that is also t.he superset of the general lexicon. We want to included all
lexical entries that are arrested words currently being .used in the language (and are
also segmentation units) to be listed in the reference lexicon. Ideally, the reference
lexicon will have attribute attached so that special sub-lexicons can be automatically
extracted for the special uses. But such annotation and expansion of the reference
lexicon will involve voluntary cooperation of users from all different backgrounds.
Right now, we envision the reférence lexicon as an open set maintained virtually by
R.O.C. Computational Linguistics Society. ~Any new lexical items nit covered by the
current version of the reference lexicon will be reported on-lined. A team of experts
will double-check that the reported new entries meet the required criterion of being a
segmentation unit, and admit the entry to the reference lexicon.

On the other, the core and general lexicons will be maintained and updated
periodically, perhaps every 3 to 5 years. The update will be based on corpus data as
well as revisions on the dictionaries consulted. The update will allow the two

lexicons to keep with linguistics changes, which is most evident in the area of lexicon.

3.1 Extraction of the Standard Lexicon: a hybrid approach

Our current algorithm for extracting the three levels of standard lexicons are:
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(8) Core Lexicon
Entries must be listed in all five lexicons (ABC, CKIP, GB, RMCD, and XH), as

well as occur for at least 10 times in the Sinica Corpus.

(9) General Lexicon
Entries must be listed in at least three of the five lexicons (ABC, CKIP, GB, RMCD,

and XH), as well as occur for at least 4 times in the Sinica Corpus.

(10) Reference Lexicon: Entries must either
a. be listed in at least three of the five lexicons (ABC, CKIP, GB, RMCD, and
XH); or
b. be listed in at least one of the five lexicons (ABC, CKIP, GB, RMCD, and
XH) and occur at least once in the Sinica Corpus; or

c. be listed as one of the semantic primes in Tongyici Cilin.

Please note that the heuristic for the reference lexicon above attempts to extract
the largest list possible of legitimate entries without human intervention. The three
disjunction conditions are three different ways to make sure that an entries is indeed a
lexical entry and segmentation unit in the language and not just a careless mistake of a
lexicographer or an accidental error in a corpus. As mentioned above, it will then
require continuing human intervention in the future to maintain the growth of the

reference lexicon. The number of entries thus collected are listed in (11).

(11) Number of Entries of
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a. Core Lexicon: 13,049’
b. General Lexicon: 26,443

c. Reference Lexicon: 81,787

4 Verification and Expendability

To verify that our standard reference does not meet the requirements set out‘by the
three criteria, we will do both internal and external tests. Tests are performed with
an automatic segmentation procedure to determine coverage of the lexicon of all
words appearing in their language. Internal tests will be performed in texts extracted
from Sinica Corpus, which are marked with topic, genre, style, media etc. ~Our aim
will be to ensure that consistently high coverage is achieved across all possible
variations. External tests will be performed with texts not included in Sinica Corpus,

especially texts from Mainland China as well as texts extracted from WWW.

4.1 Verification of the Versatility of the Core Lexicon

~ We have mentioned above that the most important attributed of the core lexicon is its
versatility, i.e. that it will be least sensitive to the change of texts and will still offer
the same coverage. To test this requirement, we use all the texts in Sinica Corpus to
as internal test set. As described in Chen et al. (1996), the over 500 texts in the
Sinica Corpus are given textual mark-up in five different dimensions: Spoken/Written,
Topic, Media, Genre, and Style. = In each dimension, there are further divisions. For
instance, Topic attributed included: Philosophy, Psychology, Chemistry, Society
Culture, International Relationship etc. And Media attributed included Newspapers,
Academic Journals, Audio-Visual etc. Thus we will be able to check the covefage of

the core lexicon with regard to the dimensions of variations. The baseline lexicon

' The number of Core Lexicon is comparable to the theory of “FaAl{E+-F" (Cheng, 1998).
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we use to compare in this case is the 13,049 most frequent words in the Sinica corpus.
In other words that are known to have the highest coverage of the‘collective texfs.
Thus the fact that the core lexicons has more stable coverage than this set of words
will be one of the strongest possible evidence to show the versatility of the core
lexicon. First, we adapt the definition of coverage given in (3) define the lexical

coverage of a text.

(12) Lexical Coverage of a Text by a Lexicon L

def
LexCov, = Number of L’s entries that appear in the text/Total number of word

types in the text

Sine the baseline set contains the most frequent words of the corpus, it is
mathematically impossible for the core lexicon to have higher coverage. So what we
need to show crucially is that coré lexicon will have a more stable coverage regardless
of the nature of texts, given that its coverage is not too much lower than the most
frequent word list. The statistical method we choose is the standard deviation of the

coverage among all texts.

(13) Core Lexicon vs. Most Frequent Words
Lexical Coverage Standard Deviation

a) Spoken  Core 62.728% 6.05422%
HiFre 76.7088% 6.69072%
b) Written  Core 57.434% 6.63843%
HiFre 69.1228% 8.40772%
c¢) Topic Core 53.1445% 2.47149%
HiFre 64.5383% 2.71369%
d) Media Core 58.1081% 3.39812%
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‘ HiFre 69.6637% 3.93821%
e) Genre Core 58.2538% 3.26635%

HiFre 69.2185% 3.68371%
f) Style Core 56.8369% 0.958196%
HiFre 68.0522% 0.796978%

Take note that the above average is calculated based on the parameters within
each dimension. For inétance, the average and standard deviation under Topic is
calculated based on the average coverage of the 56 topic divisions. The coverage of
each topic division is in term calculated based on the coverage of all the texts
assigned to that topic division. Thus what the test shows us is the performance of
the core lexicon when confronted with variations in 5 different dimensions. The
result is very reassuring in that although the lexical coverage of the core lexicon is
slightly lower than the most frequent word list, as expected; its standard deviation is
almost always lower than that of the most frequent .words. And in the four
dimensions where the core lexicon has a lower standard deviation, the difference is
statically significant. The only case where the most frequent words have a lower
standard deviation is in the Style dimension. However, in this case both standard
deviation are very low and the difference even lower (only about 0.16%). This
actually suggest that lexical coverage does not differ when the style (e.g. descriptive
vs. expository etc.) changes.

In addition to internal tests on texts in the Sinica Corpus, we also did external
tests with texts extracted from WWW.  Since the Sinica Corpus is based in Taiwan,
we tried to extract texts from the PRC. One caution with the external test is that the
texts are automatically segmented, and were not manually checked like the Sinica
Corpus. Thus the segmentation result may not only be 90%-95% correct. The test

size is about 100,000 words.
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(14) Lexical Coverage: external test
Lexical Coverage Standard Deviation
Core 59.1798% 3.68189%
HiFre 64.7171% 4.34954%

As expected, the standard deviation of lexical coverage by the cox;e lexical is
still significantly lower than that of the most frequent words from the Sinica Corpus.
What is also reassuring is that the lexical coverage remain reliable at around 60% for
the external texts. Since these are more frequent words, the textual coverage (i.e.
coverage of tokens) is actually around 80%.

To sum up, both the internal and external tests attested to the versatility and
stability of the proposed core lexicon. We expect this result to be applicable to
future uses. The core lexicon should prove to be stable regardless of all sorts of

textual variations.

4.2 Verification of the Applicability of the General Lexicon

As mentioned above, the general lexicon is constiucted such that it will have
comprehensive coverage of general texts not in a special domain. Thus, its goal is
similar to that of the GB lexicon. Although, there are only 26,443 entries in our
general lexicon, only 2/3 of the size of the GB lexicon (39,459 entries). However,
our test will show that the disadvantage in size does not prevent the general lexicon

form out-performing out-performing the GB lexicon.

(15) Textual Coverage of a Text by a Lexicon L

def
TextCov, = Number of tokens in the texts that are also L’2 entries /Total token

number in the text
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According to the above definition we can calculated the average textual
coverage of all Sinica Corpus texts by our general lexicon to be 86.7619%; while the
average textual coverage of the mush larger GB lexicon is only 83.3796%. The
standard deviation of the coverage by the general lexicon is also almost 1% lowef
than that of the GB lexicon (3.9655% vs. 4.82408%). The lexicon coverage test also
show similar results. In sum, we have attested that the general lexicon serves its
purpose and our hybrid approach constructs a lexicon that out-performs one that is

mainly corpus-based.

5. Conclusion

In this paper, we have proposed an approach to construct standard reference lexicons
for NLP. This approach crucially depends on both corpora and lexical knowledge
represented in human-compiled lexicons. In the process, we have also proposed
formal principles to measure similarities between lexicons, as well as measures of
coverage of a text by a lexicon. We use these formal measures to obtain data in
support of our approach. We have also proposed a three level structure of standard
lexicon, where the Core Lexicoh will be the most versatile and most portable; the
General Lexicon is less portable will be efficient and give comprehensive coverage
for general applications; last, the reference lexicon is the open set reference that will
contain as many words in the language as possible and will ideally allow users to
extract their own special domain lexicons from; as well as to contribute their special
domain entries to®>. It is our hope that this first step towards a formal study of lexical

selection principles as well as measurements for lexical coverage will point to a fertile

? The Lexicons are available under the following website:

http://rocling.iis sinica.edu.tv
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ground in computational lexicography, in. addition to fulfilling its original goal of

offering reliable data support for Chinese segmentation standard.
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Abstract

‘This paper presents a study on speaker-independent continuous Mandarin
speech recognition over the telephone. A comparison of several cepstral bias
removal techniques such as cepstral mean subtraction (CMS), signal bias removal
(SBR) and stochastic matching (SM) for telephone channel compensation was first
investigated. Then some modifications and combinations of these techniques were
developed for further improvement of the environmental robustness under
telephone environments. To better estimate the contextual acoustics and co-
articulation in spontaneous telephone speech,' the between-syllable context-
dependent phone-like units (;uch as triphones, biphones and demiphones) were
used to train the speech models. In addition, the discriminative capabilities of the
speech models were further enhanced using the minimum classification error (MCE)
algorithms. Experimental results showed that the achieved recognition rates for
Mandarin syllables were as high as 59.53%, which indicated a 27.81% of error rate

reduction.
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1. Introduction

During the past few years, interest has increased in ‘dev_‘éloping spoken dialogue systems over
the telephone [1]. Apparently, the recognition performance under telephone environments
becomes crucial for a successful spoken dialogue system [2-3]. However, many problems
arise from high-quality microphone to telephone networks such that the telephony based
speech recognition is still very challenging. F irsf, the speaker independence is highly desired
in telephone environments. Secondly, the environmental variabilities become much more
serious due to the channel distortions and the fairly high ambient background noise levels.
Thirdly, the spontaneous speech over the telephone is very often ill;structured and co--
articulated [4-5]. In this paper, some methods for ovércorhing these problems were developed
and investigated.

As we know, the channel noise is usually convoluted with the speech signal in time
domain, which becomes an additive term in the logarithmic spectral domain or cepstral
domain. Therefore the channel noise can be compensated by subtracting a bias term from the
noisy speech signal in cepstral dorﬁain (called cepstral bias removal). A comparative study of
some widely used cepstral bias removal techniques such as cepstral mean subtraction
(CMS)[6], signal bias removal (SBR)[7] and stochastic matching (SM)[8] were first
investigated. Then some modifications and combinations were applied based on these
techniques for further improvement of the environmental robustness under telephone
environments. In order to better estimate the contextual acoustics and co-articulation in
spontaneous telephone speech, the between-syllable context-dependent phone-like units (such
as triphones, biphones and demiphones) are modeled. Moreover, the minimum classification
error (MCE) algorithms are further used to enhance the discriminating ability of the speech
models [9].

The baseline system is based on the context-dependent phone-like units (PLU)
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considering the within-syllable parts only and without any compensation, in' which the
average recognition rates for Mandarin syllables were 43.94%. The recognitioh accuracies can
be immediately increased to 49.24% using the cepstral bias removal techniqueé for channel
noise compensation and further improved to 58.56% when the between-syllable context-
dependent phone models are used. Furthermore, the achieved recognition rates wefe improved
to as high as 59.53% using the minimum classification error algorithms as the post processing,
which indicated a 27.81% of error rate reduction as compared to the baseline system.

This paper is organized into 5 sections. Section 2 describes the baseline recognition
system and the speech database used in the experiments. The cepstral bias removal techniques
are described in section 3. In section 4, the experiments based on different types of between-
syllable context-dependent phone models are performed and discussed. Section 5 finally gives

the concluding remarks.
2. Baseline Recognition System

2.1 Speech Database

The speech database was produced by 59 male and 54 female speakers over the telephone
provided by Telecommunication Laboratories, Taiwan, Republic of China. Each speaker
produced 120 Mandarin sentences such that a total of 13,560 Mandarin sentences (5.87 hrs)
are included in the speech database. The signal-to-noise ratios (SNR) of this database are
distributed from 10 to 40 dB, in which 9.09%, 56.36% and 34.55% of this database locate in
10~20 dB, 20~30 dB and 30~40 dB, respectively. In the following experiments, 51 male and
49 female speakers were used to train the gender-dependent, speaker-independent models and

the rest 8 male and 5 female speakers were used as the testing speakers.
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2.2 Front-end Processing

The télephone speech, which has a band of 150 Hz ~ 3.8 kHz, was sampled at an 8k Hz rate.
After end-point detection is performed, 32 ms hamming window is applied every 10 ms with a
pre-emphasis factor of 0.95. 14-order mel-frequéncy cepstral coefficients (MFCC) were
derived from the power spectrum filtered by a set of 30 triangular band-pass filters. In
addition, the first order derivatives of the 14 mel-frequency cepstral coefficients as well as the
first and second order derivatives of the log short-time energy were also calculated to result in

a feature vector of 30 dimensions for each frame [10].

2.3 Acoustic Modeling

The basic speech units used for recognitioh in this study are phone-like units (PLU) [11-12],
in which a total of 34 context-independent (CI) PLU’s are included. In fact, the most widely
used units in the Mandarin speech recognition are the 22 Initial’s and 40 Final’s, where Initial
means the initial consonant and Final means the vowel part but including possible media and
nasal ending [10]. This is because of the mono-syllabic structure of the Mandarin Chinese, in
which each Mandarin syllable can be decomposed into an Initial/Final format. One can note
that each Initial is represented by one phoneme while each Final contains one to several
phonemés. Accordingly, the numbers for the context-independent (CI) Initial/Final and PLU
are 34 and 62, respectively. Also, when the right context dependency is considered, i.e., the ’
speech units are regarded as different ones with respect to the beginning phonemes of the
following units, the numbers for the right context dependent (RCD) Initial/Final and PLU can
be expanded into 149 and 145, respectively. However, when the inter-syllable transitions are
considered, the numbers for the RCD Initial/Final and PLU are immediately increased to 1269
and 480, respectively. Furthermore, if both the right and the left context dependencies are

included, the numbers for Initial/Final and PLU will be further increased to 13,336 and 4605,
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respectively. One can find that the amount of Initial/Final units is nearly 3 times of that of
phone-like units considering both the left and the right contextual effects. Because it is highly
necessary to model the contextual acoustics and co-articulation in spontaneous telephone
speech, we choose the PLU as the basic speech unit. The 3-state left-to-right continuous
hidden Markov model (CHMM) [13] was trained for each PLU and the number of mixtures
per state is dynamically determined by the amount of available training data with a maximum
of 8 mixture components.

The block diagram of the training phase is shown in Fig. 1. The context-independent (CI)
PLU based models are first obtained using the forward-backward algorithm, in which the
initial model parameters were derived from uniform segmentation. Then the CI-PLU models
were used as the initial seed models to derive the within-syllable CD-PLU models using the
forward-backward algorithm. Furthermore, the between-syllable CD-PLU models can be
trained using the within-syllable CD-PLU models as the initial models. Finally, the minimum
classification error (MCE) algorithms are used for further enhancement of the discriminative

capability of the between-syllable CD-PLU models.

2.4 Performance Baseline

This recognition process is based on the Viterbi search algorithm for obtaining the optimal
Mandarin syllable sequence. Also, the recognition rates are evaluated as one minus
substitution rates, insertion rates as well as deletion rates. In the baseline experiments, the
within-syllable right-context-dependent (RCD) PLU’s were used as the speech units. The
average recognition rates for male and female testing speakers were 45.30% and 42.57%

respectively as shown in the Table 1.
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male female average

Recognition
rates(%)

45.30 42.57 43.94

. Table 1 : The baseline experimental results using 145 within-syllable right-

context-dependent phone-like units.

Speech data Uniform segmentation

v

Forward-backward
g algorithm

Context-independent
models

Forward-backward
algorithm

within-syllable context-
dependent models

Forward-backward
algorithm

between-syllable context-
dependent models

> Minimum classification
error training

l

Figure 1 : The block diagram of the training procedure.
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3. Cepstral Bias Removal

As mentioned previously, the channel noise is convoluted with the clean speech signal in time
domain and becomes additive in logarithmic spectral domain or cepstral domain. Therefore,
the corrupted speech signal y can be represented by the bias transformation y = x + h, where y,
x and A denote the cepstral representations for noisy speech, cleaﬁ speech and channel noise,
respectively. The cepstral bias removal techniques are thus developed to estimate the cepstral
bias % and then subtract the bias from the noisy speech cepstral vectors. Three kinds of widely
used cepstral bias removal techniques are discussed and improved in the following, including

cepstral mean subtraction (CMS), signal bias removal (SBR) and stochastic matching (SM).

3.1 Cepstral Mean Subtraction (CMS)
In CMS [6], we make the assumptions that the cepstral mean of speech signal over a long time
equals to zero such that the cepstral bias of channel noise can be estimated by long-time

average of the noisy speech cepstral vectors.

h =‘ l—iy,, (1)

where y, means the noisy feature vector at frame ¢ with a total of T frames. A few methods are
investigated here for the estimation of the cepstral bias # in CMS, depending on the amount T
of the speech data.

1. Global bias : A single bias vector is estimated with all of the available training speech
data and shared by all of the training speakers.

2. Speaker-dependent bias : The bias vectors are estimated for each speaker separately
such that a total of 100 bias vectors are obtained for all the 100 training speakers,
respectively.

3. Sentence-dependent bias : Each sentence can obtain its individual biés vector for the

compensation of the channel noise.
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4. Sequential sentence-dependent bias : It is very often that the estimation of the cepstral
bias is coarse on a sentence-by-sentence basis due to the insufficient length for an
individual sentence. Therefore, the cepstral bias is sequentially obtained by the
interpolation of the current estimate with the previous estimates.

The experimental results are shown in Table 2. One can find that the performance was
even degraded using the global bias in CMS (43.03% vs. 43.94%). This is probably because
the channel effects in telephone environments are almost constant for a given call but vary
with calls such that a single bias can not represent the channel effept very well and even
smears the speech signal characteristics. However, when the speaker-dependent cepstral
biases are used, the average recognition rates can be improved from 43.94% to 48.86%; wﬁich
indicates a 8.78% of error rate reduction. Also, the sentence-dependent bias estimation
provides an average recognition rate of as high as 46.01%. It is apparent that the
compensation due to the speaker-dependent bias outperforms that using the sentence-
dependent bias. However, the sentence-dependent bias estimation is much more practical and
feasible in real-world applications. Therefore, the sequential sentence-depehdent bias
estimation approach is developed to incrementally update the cepstral bias. It can be noted
that comparable recognition rates with that using the speaker-dependent cepstral bias were

achieved based on the sequential sentence-dependent bias estimation (48.74% vs. 48.86%).

male female average
Global 44.53 41.52 43.03
Speaker-dependent 50.86 46.86 48.86
Sentence-dependent 48.78 43.23 46.01
Sequential sentence- 51.01 46.46 48.74
dependent

Table 2. The experimental results using different cepstral bias estimation
methods in cepstral mean subtraction (CMS).
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3.2 Signal Bias Removal (SBR)
In SBR [7], a codebook € is first trained using all the available training data and the cepstral
bias is obtained by maximizing the likelihood function p(Y] A, €2), where Y means a set of

noisy speech vectors Y ={'y, y,, ..., yr}.

v, =argmax p(y, | h,Q;), (2)
; ,

h=Lls 3
—?E(Yr_vr) ( )

where v, designates the encoded codeword for the observation vector y, at frame f.
Apparently, CMS is a special case of SBR with the codebook size set to 1. In this study, three
kinds of codebooks are developed, including ad hoc codebook, hierarchy codebook and
phone-dependent codebook. In the ad hoc codebook, the codebook size is fixed and the
codewords are trained using all the training speech based on the LBG algorithm, while in the
hierarchy codebook, the codebook size is gradually increaséd such that the cpestral bias can
be hierarchically updated using the codebook from smaller size to larger size. Instead of the
data-driven codebook by vector quantization methods, the phone-dependent codebook is used,.
i.e., the training data corresponding to same context-independent PLU is clustered such that a

total of 34 codéwords cab be obtained.

On the other hand, in the encoding process, the soft decision is used for the estimation of
the cepstral bias such that eq. (3) is expressed as below.
12 m k k moo 4
h=—Z[ZW, (yt—vr )/Zwl] ( )
T =1 k=1 k=1 _
where v, means the k-th nearest codeword for the observation vector y, and
wk =1/]|y, —v," ||* is the corresponding weighting factor.

Table 3 shows the experimental results using different types of codebook in SBR. It can
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be found that competitive recognition accuracies can be obtained using the ad hoc codebook
with different sizes (46.79%, 46.48% and 46.26% for codebook size of 16, 32 and 64,
respéctively). In addition, when the hierarchy codebook is used where the codebook size is
gradually increased from 16, 32 to 64, the recognition rates can be further improvéd to
47.35%. As shown in the last row of Table 3, the phone-dependent codebook can further
provide slight improvement in recognition rates up to 47.50%. In Table 4, the encoding
processes based on soft decision and hard decisionvare compared, in which the recognition

rates can be further improved by 0.3%~0.5% using the soft decision for different types of

codebook.
codebook | codebook ‘
t . male female average
ype size
16 48.68 44.89 46.79
ad hoc 32 48.73 4422 46.48
64 48.41 44.11 46.26
hierarchy | 16,32,64 48.80 45.90 47.35
phone- s | 4933 45.67 47.50
dependent

Table 3. The experimental results using different types of codebook in signal

bias removal (SBR).
codebook | decision
t male female average
ype type
hard 48.41 44.11 46.26
ad hoc(64)™ " g 4921 4431 46.76
hierarchy hard 48.80 45.90 4735
soft 4941 45.96 47.69
phone- hard 49.33 45.67 47.50
dependent soft 49.81 46.04 47.93

- Table 4. The comparative experimental results using hard decision and soft
decision in encoding process in signal bias removal (SBR).
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3.3 Stochastic Matching (SM)

In SM [8], the bias transformation function (y = x + k) is used to map the input corrupted
speech onté the acoustic space of speech models such that the recognition process can be
performed in matched conditions. The cepstral bias / can then be estimated in a.méximum
likelihood manner.

S = argmsaxp(Y,S(") |h™,A )

5)
h* =argmax p(¥,5* | K™, A ) p(S™™) (

where S™ denotes the state sequence at the n-th iteration while A, means the speech models.
Suppose A, is modeled by Gaussian distributions, the cepstral bias can be estimated in the
following.

ST Ty (nmE (2 = M)

/] m T (6)
Y Yy, (n,mz,,

t=1 n m

h =

where (4, ,,Z,,) denotes the mean vector and covariance matrix of the speech models at

state # and mixture m while 7,(n,m) means the corresponding posterior probability observing
the feature vector y, at frame ¢. In comparison with tfle formulations of the cepstral bias
estimation in eés. (3) and (6) basded on SBR and SM separately, we found that similar forms
can be obtained, i.e., the weighting average of the difference between the noisy feature vectors
and the corresponding centroids in the acoustic space of training data. However, the
corresponding centroid for each observation vector comes from the speech models by Viterbi
decoding in SM while in SBR it is obtained by the vector quantization process of a training
codebook. In addition, because the cepstral bias is iteratively updated in the recognition
process in the SM method, better initial estimate of the bias can provide better improvement

of the performance. In other words, the SM method can be applied as the post processing after

the CMS or SBR compensation is used. The block diagrams of the three kinds of cepstral bias
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removal techniques discussed in this section are shown in Fig. 2.

speech

— —P —>
speech

— —» —>
speech -

— > —>

Table 5 shows the experimental results based on SM approach. Note that although the
recognition rates can be increased from 43.94% to 45.56%, the improvements are indeed the
least as compared to the CMS and SBR methods. This is probably due to the mis-classified
labeling of the observation vectors in the model matching process. That is, the corresponding
distribution (u, ,,,%,,) in eq. (6) for the feature vector y, is probably incorrect. Therefore,
better speech models can provide more correct labelling results and thus better estimation of

the cepstral bias can be obtained. As shown in the last two rows of Table 5, when the SM is
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used as the post-processing after the CMS or SBR is performed, the performance can be
further improved. The recognition accuracy using the combination of SBR and SM

outperforms that using SBR only (47.93% vs. 47.48%) and so does CMS (49.24% vs.

48.86%).
male female average origin
SM 46.35 44.77 45.56 -
SBR+SM 49.62 46.23 47.93 47.48
CMS+SM 51.46 47.02 49.24 48.86

Table 5. The experimental results using different initial process in stochastic matching (SM).

4. Between-syllable Context-dependent Phone Models

4.1 Between-syllable Context-dependent Phone-like Units
In order | to deal with the inter-syllable context variations for further improvement of
continuous Mandarin speech recognition, the between-syllable triphone models are used. In
other words, each speech model represents a phone with specific left and right contexts [14-
15]. As mentioned previously, the number of triphones is 4605 for the 34-phone set, which is
more than 30 times of that for the 145 within-syllable RCD phones used in the baseline
system.. Apparently, the trainability will become poor due to the insufficient amount of
training data. In this study, we adopt two ways to increase the trainability using the triphone
models.
1. Back-off : When the occurrence of a triphone unit in the training database is less than
a pre-defined threshold, this triphone is replaced by its corresponding context-
independent phone unit or context-dependent biphone unit considering left or right

context dependency only.
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'2. Sharing : The triphone units are tied together by the linguistic constraints.:

e Biphone : Unlike the triphone units that depend on both the right and the left context,
the biphone units only depend on isingle context. Therefore, the right context-dependent
(RCD) and left context-dependent (LCD) biphone units are used instead.

e Demiphone : Each demiphone unit can be divided into two sections wﬁere the right
part is dependent on the right context while the left part depends on the left context,
separately. In this way, the needed number of mixture componeﬁts will not be increased
if the number of state per phone model is unchanged [16].

The structures of the between-syllable context-dependent phone based hidden Markov
models are shown in Fig. 3, including triphone, biphone and demiphone units. To further
improve the discriminative capability of the speech models, the minimum classification error
(MCE) algorithm can be used as the post-processing in the training procedure [9]. During the
MCE training, the model parameters are iteratively adjusted in a maximum discriminability

manner such that the recognition errors can be minimized for the training speech database.

model male female average

Intra-LCD phone 48.21 38.65 43.43
Intra-RCD phone 51.53 46.75 49.19
Triphone 58.92 54.68 56.80
Inter-RCD phone 60.52 56.59 58.56
Inter-demiphone 59.20 54.88 57.04
Intra-RCD Initial/Final 52.92 48.55 50.74
Inter-RCD Initial/Final 59.41 51.51 55.46

Table 6. The experimental results based on different types of context-
dependent speech units (intra- denotes within-syllable while inter- denotes
between-syllable). | ’
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4.2 Experiments

In this subsection, we investigate the recognition performance based on different types of
context-dependent phone-like speech units. Here the cepstral mean subtraction (CMS)
technique based on speaker-dependent cepstral bias estimation discussed previously is used as
the front-end robust processing. Also, an extra silence model is added for the improvement of
the speech end-point detection. As shown in first two rows of Table 6, the recognition results
using within-syllable left context-dependent (LCD) and right context-dependent (RCD) are
compared. It can be found that the right contextual effects are more influential on the
recognition acéuracy than that of left contexts (49.19% vs. 43.43%). Also, slight improvement
can be obtained with the addition of the silence model as compared to the result shown in the
second row of Table 2 ( 48.86% vs. 49.19%). Then, when the triphone based models are used,
the recognition rates can be immediately improved to 56.80%, in which the error rates are
reduced by 14.98% with the expense of more than 30 times of mixture components as shown
in Fig. 4. It is noted that there exist around 2600 unseen triphones out of 4605. Here the back-
off method is applied using between- syllable RCD PLU’s to predict the unseen triphones.
When the biphone and demiphone units are further used to tie the states of the triphone based
models, the needed mixture components can be reduced from 55,272 to 7,701 and 10,480
respectively as also shown in Fig. 4. The recognition accuracies are also improved from
56.80% to 58.56% and 57.04% respectively as liéted in Table 6. In other words, the
trainability as well as the sensitivity can be increased by sharing the parameters of the
triphone models. As a comparison, the within-syllable and between-syllable RCD Initial/Final
based models are trained and the results are also shown in Table 6. One can find that although
‘the recognition rates using Initial/Final units outperform that using PLU’s considering within-
syllable right context variations only (50.74% vs. 49.19%), the error rates and needed mixture

components are greatly increased when the between-syllable context dependency is included
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‘as also shown in Table 6 and Fig. 4. It is indicated that the error rates are reduced by 6.96%
using less than one half of mixture components cofnpared with between-syllable RCD PLU
and Initial/Final based models. Finally, when the minimum classification error (MCE) training
algorithm is applied to the most successful betweeﬁ-syllable RCD PLU based models, the
recognition rates can be further improved from 58.56% to 59.53% as shown in Table 7. In
comparison with the baseline system listed in Table 1, the recognition rates are increased from

43.94% to 59.53%, which indicates a 27.81% of error rate reduction.

Inter-RCD phone male female average
ML 59.41 51.51 58.56
MCE 61.78 '57.28 59.53

Table 7. The comparative results using ML and MCE training based on between-syllable
RCD phone models.

3. Conclusion

This paper presents a study on speaker-independent continuous Mandarin speech recognition
under telephone environments. The widely used cepstral bias removal techniques (CMS, SBR
and SM) were first compared and improved. Then the between-syllable context-dependent
phone models (triphones, biphones and demiphones) were trained. The minimum
classification error (MCE) training algorithm was further applied. Experimental results
showed that the achieved recognition rates can be improved from 43.94% to 59.53% as

compared to the baseline system using within-syllable RCD phone models.
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Figure 3. The structures of the between-syllable context-dependent phone based
hidden Markov models (HMM) : (a). triphone, (b). biphone and (c). demiphone.
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Figure 4. The total number of mixture components for the acoustic models
based on different types of speech units.
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Abstract
In this paper some preliminary work about Taiwanese (Min-nan) speech recognition research has
been done and described. Also, we report some pioneer experimental results on an initial study about a
large-vocabulary (with 20 thousand words) Taiwanese multi-syllabic word recognition system. For the
speaker dependent case, 9.4% word error rate is achieved. A real-time prototype system implemented
on a Pentium-II personal computer running MS-Windows95/NT is also shown to validate the

approaches proposed in this paper.

1. Introduction

Taiwanese, one of the major Chinese dialects, is the mother tongue of more than 75% of
the population in Taiwan. It belongs to a larger Chinese dialectical family called Min-nan ( or
Southern-Min, Southern-Hokkian), which is also used'by many overseas Chinese living in
Singapore, Malaysia, Philippine, and other areas of Southern-East Asia. It was estimated that
this language has more than 49 millions speakers and is ranked in the 21th place in the world,
according to the 1996 Ethnology. In the past few decades, scientists in Taiwan do speech
recognition research on Mandarin speech. Some achievements have been achieved in recent
years.[Lyu95] Since Taiwanese is another major language spoken in this land, and Taiwan is
basically a multilingual society, we decided to develop a similar large-vocabulary speech
recognition system for Taiwanese speech.

In this paper, some preliminary work has been done, including the study of Taiwanese

phonetics, setting up a Taiwanese lexicon and a set of phonetic alphabet to symbolize
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Taiwanese speech, selecting several sets of phonetically balanced words to be used in speech
data collection, and recording a Taiwanese speech database.

The basic technology adopted here is the conﬁnuous Hidden Markov Model (CHMM)
because of its success in speech recognition in the past decades. We adopt CHMM to model
the Taiwanese Initial/Final phonetic units, considering both the inside- and inter-syllabic
coarticulation. A promising result, with the error rate being 9.4%, for the speaker dependent
case was obtained.

Additionally, a real-time prototype system in a Pentium-II personal computer running
MS-Windows95/NT was implemented for further study and to validate the approaches we
proposed here.

This paper is organized as follows: First, the Taiwanese Phonetics was summarized in
section 2.>The scripts, lexicon, and database were described in section 3. The front-end signal
processing was then described in section 4. Section 5 was about the selection of the speech
units. Section 6 was about the search in the lexicon tree. In section 7, we reported the results
of the experiments and some discussions. A prototype system was shown and several

concluding remarks were finally given in section 8.
2. Taiwanese Phonetics

Taiwanese, like Mandarin as a member of Sino-Tibetan language family, is a tonal,
monosyllabic language. Traditionally, a Taiwanese syllable is decomposed into three parts,
namely an Initial, a Final and a tone. Take the syllable "dan4" (to wait) as an example, where
/d/ is an Initial, /an/ is a Final, and /4/ represents a high-falling tone. There are 18 Initials
(including one null Initial), 47 Finals, and 7 lexical tones in Taiwanese. [Wang54] [Cheng97]
An Initial is equivalent to a consonant, but a Final can be further decompbsed into 1 to 3
vowels plus possible consonants. In particular, for each Final, there is a corresponding
“entering-tone” Final, which is ended with an unreleased /p/, /t/, /k/ or /b/. All the phonemes
are listed in <table.1>, each of which has a corresponding Chinese character with that
phoneme as part of its pronunciation. The phonemes are represented by 3 alternative symbolic
systems, including the International Phonetic Alphabet (IPA), the Mandarin Phonetic
Alphabet (MPA), and a set of specially designed phonetic alphabet called Daiim, where
Daiim is especially convenient to encode Taiwanese speech, and is adopted in the following

parts of this paper.[Chiang94] All the Initials and Finals are thus listed in <table.2> and
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<table.3> with their corresponding Chinese characters and Daiim representations. (Note that:
Some Taiwanese syllables used in daily conversation have no widely accepted Chinese

characters, and we use “(O” to represent such syllables).

Furthermore, Taiwanese is also a tonal language with more complex tonal structures than
that of Mandarin. It has 7 lexical tones, two of which are carried in syllables ending with final
/p, t, k, h/ (called entering-tone) and the other five are carried in those not ending with final /p,
t, k, b/ (called non-entering tone). An example of these 7 tones with one corresponding
Chinese character for each tone is shown in <table.4>. [Chinag97] Some acoustic
characteristics, including the waveform, the contour of fundamental frequency, the
description of _relative frequency level, and the traditional phonological order
[Zhou97][Cheng97] are also shown in <table.4>. The tone sandhi issue is even more complex
and beyond the discussion of this paper.

Since the task we are considering here is the recognition of multi-syllabic words, which
have relatively few homonyms even when the tones are disregarded. In this initial study, we
decided not to deal with the issues of tones and then reduce the 1683 phonologically allowed
tonal syllables to 714 base syllables. That is, each word in the lexicon is represented as a
concatenation of base syllables. The word recognition task becomes the recogniﬁon of base

syllable strings.
3. Training Script, Lexicon, Testing Script and Database

To initiate the study of the large-vocabulary speech recognition of a new language, like
Taiwanese we are studying here, one of the most important preliminary jobs is to construct a
pronunciation lexicon. For this, we have set up a Taiwanese pronunciation lexicon of about 20
thousand words, each of them has a corresponding string of phonetic symbols encoded in
Daiim phonetic alphabet. [Chiang94] In this lexicon, there are 19152 ordinarily used
Taiwanese words, composed of 48318 syllables, i.e., each word contains 2.52 syllables in
average.

Another important preliminary task is to select a training script which contains as few
words but as much phonetic variety as possible. To achieve this, a word selective procedure is
set to choose appropriate words as follows:

1) Determine the phonetic unit to be used in the recognition system;

2) Each new word selected contains the maximal number of possible new phonetic units;
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3) Include all distinct speech units which appear in the lexicon.

As a result, a minimal set of 472 words containing all the 1029 distinct Right-Context-
Dependent (RCD) phonemes found in the lexicon were selected. In addition, several extended
sets of words, which contain as many distinct RCD phonemes as possible, were also selected
to enhance the phonetic variety. Furthermore, a set of single-syllabic words, containing all
2874 phonologically possible syllables, was picked out, too. The statistics of all the sets of
words used in the training session is listed in <table.5>.

For evaluation of the recognition system, we select several sets of words with different
features:

1) R1000: 1000 randomly selected words, each of which contains 2.55 syllables;

2) H500: 500 highest frequently used words, each of which contains 2.12 syllables;
3) N407: 407 place names, each of which contains 2.08 syllables;

4) P396: 396 phonetically rich words, each of which contains 3.24 syllables.
The statistics of the evaluation set is listed in <table.6>.

The speech database used for training and evaluation were recorded by two adult
speakers, including one male and one female, over a period of one month. A close-talk head-
set microphone plugging in a SoundBlaster card in a Pentium-II personal computer was used.
The speech waveform was sampled at 16 KHz. The statistics of the speech database is also

listed in <table.5> and <table.6>.
4. Front-end Signal Processing

The speech waveform was multiplied by a 16-ms Hamming window first. A set of 12-
dimensional mel-cepstral coefficients and 1-dimentional log energy was extracted to form a
13-dimentional feature vector for each frame which shifts forward every 8 ms. A time
window of 5 frames of feature vectors were used to compute the corresponding 13-
dimentional delta coefficients. These 2 sequences of feature vectors and delta feature vectors
were treated as statistically independent and modeled by separate Gaussian mixture densities

in CHMM.
5. Selection of Speech Units

In this paper, we adopted Initial-Final’s, considering the context dependency both inside
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a syllable and inter syllables, as the basic speech units to be modeled as CHMM. It is believed
that the coarticulation effect inside a syllable is more severe than that between 2 syllables for
the monosyllabic language, such as Mandarin or Taiwanese. So, it is natural for researchers to
consider the inside-syllable coarticulation in the previous literatures. [Lyu95] In such a case,
only Initials can be right context dependent and all Finals are right context independent. There
are thus 147 RCD Initial models and 77 CI Final models.(Note that there seem to be 47%2=94
Finals by observing <table.3>. But since some of them do not exist in the lexicon, they are not
chosen in our training script and not used as the basic speech units.) However, when the speed
of utterance increases the coarticulation across 2 syllables becomes severe. In addition, for the
vowel-vowel concatenation between 2 neighboring syllables, the coarticulation effect may be
very severe evén when the speed of utterance is slow. To alleviate such a difficulty, the inter-
syllabic modeling was considered. However, the number of general RCD Finals is so large
that we chose not to use it directly. Instead, we added the inter-syllabic RCD bounded phones

explicitly to model the coarticulation effect. For examples, the bi-syllabic word “pue-e” (&
#t), will be looked upon as the concatenation of /p+w/, /ue/, /ete/, and /e/, where the unit

/e+e/ is what we called the inter-syllabic RCD bounded phone. By this approach, 105
additional units were obtained. As we will see in the following experiments, such an explicit
consideration about the inter-syllabic coarticulation does decrease the word error rate at a

little cost of additional computation.
6. Lexicon Tree Search

The 20K-word lexicon is organized in terms of the chosen speech units as a tree data
structure to be used as the search space. There are about 58K nodes in the lexicon tree, with
each node containing one chosen speech unit. Compared with a plain linear lexicon, which
contains about 124K nodes, the tree lexicon saves more than a half storage space. In addition,
the searching speed is much faster in the tree lexicon. A roughly estimate of speed
improvement is more than 10 times! A sub-tree is shown in <fig.1>. A widely used Viterbi
beam search is then used to find N best paths and then the N candidates of the recognized
words. [Lee89]
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7. Experiments and Discussions

The experimental results for the testing corpus are listed in <table 7>. The word error
rates we achieved in this initial study in average for 2 speakers are 11.4% for inside-syllable
modeling and 9.4% for inter-syllable modeling. The speed for each case is approximately the
same.

From <table.7>, it is observed that the word error rate is lower when the average length
of each word is longer. Also one can observe that the average length of words in the 4 testing
sets is very close to the average length of words in the whole 20K-lexicon, as shown in
<table.6>, where 2.49 and 2.52 syllables per word for the 4 testing sets and the whole lexicon
respectively. It is thus safe to claim the recognition rate for the testing sets can represent well
the recognition rate for the whole 20K-lexicon. '

It is so surprising to observe that there is almost no increase in computation when we
added 105 additional inter-syllabic RCD units! The reason is because the width of the beam
of the Viterbi search was set to be constant, and thus there was almost the same number of

states active in each forward calculation.
8. A Prototype System and Concluding Remarks

To validate the approaches proposed in this paper, a prototype system was implemented
on a Pentium-II personal computer running MS-Windows95/NT. The block diagram of the
system is shown as in <fig 2>, and the graphic user interface (GUI) is shown as in <ﬁg.3>.

Compared with the speech recognition systems for the major languages in the world,
such as English or Mandarin, the Taiwanese speech recognition research is still in the baby
stage. However, since Taiwan is famous with her computer industry, and Taiwanese is so
popular in Taiwan, we hope there are more and more researchers in Taiwan devote
themselves in the study of this language. I hope in some day my old grandmother can talk to

the computer in Taiwanese, which is the only one language for her to communicate.
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10. Tables and Figures

<table.1> A List of Phonemes in Taiwanese

Consonant Consonant Vowel
Chinese Chinese Chinese

IPA | Character |MPA |Daiim IPA | Character |MPA | Daiim | {IPA|Character | MPA | Daiim
P £ 2 b ts 7 T z a T Y a
P’ ¥k x| p ts’ # - | ¢ i il — i
m g ] m s 28 N s u o) X u

b g v z 4o r € 3 - e

t 71 77 d X +F J | h 0 5 < 0
t’ G +* t 2 x 9 3 & or
n % ¥/ n a #4 ann
1 % V] 1 1 B:A inn
k F K g i ¥ unn
Kk’ #} 5] k € 3 ehn
| i3 ya ng 3 3 onn
g # q

IPA: the International Phonetic Alphabet

MPA: the Mandarin Phonetic Alphabet widely used in Taiwan

Daiim: A specially designed Taiwanese Phonetic Alphabet used throughout this paper

<table.2> 18 Initials of Taiwanese syllables.
Chinese | Daiim Chinese | Daiim
Character Character
1. R b 10. # k
2. i p 11. e nq
3. E m 12. & q
4. g v 13. # z
5. d 14. # c
6. # t 15. = s
7. % n 16. Eied r
8. ¥ 1 17. *F h
- . null
9. # g 18. * ir(litial
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<table.3> 47 finals and their counterparts for entering-tone in Taiwanese

Chinese Chinese Dai-im Chinese | Dai-im | Chinese Dai-im
Character | Dai-im | Character (entering- Character Character| (Sntering:
tone) tone)

1. FeT a % ah 25. % iunn O ijunnh
2. 8 e % eh 26. 4 iaunn O iaunnh
3. 1 i & ih 27. B uann O uannh
4. -4 0 @) oh 28. % uenn @) uennh
5. 3] or % orh 29. 53 uinn O uinnh
6. H u O uh 30. ® uainn O uainnh
7. 5 ai O aih 31. 3 m O mh
8. % au O auh 32. e ng O ngh
9. kg ia R iah 33. 2y am & ap
10 i3 - ior # iorh 34, s an il at
11 1% iu O iuh 35. 4 ang 7S ak
12| & iau O iauh 36. 3 om O op
13 & ua & uah 37. pE 3 ong 3 ok
14| % ue "B ueh 38.| & im L ip
15 JX ui % uih 39. 3} in - it
16| = uai O uaih 40. k3 ing # ik
17| % ann O annh 41. -] iam ¥ iap
18| & enn i3 ennh 42. & en i* et
19 % inn L] innh 43. * iang O “iak
20 3 onn L onnh 44, B iong FH iok
21 ¥ ainn O ainnh 45, = un At ut
22 VA aunn O aunnh 46. o " uan A uat
23| ® iann O iannh 47. O uang O uak
24 E ionn O ionnh ‘

Note: “O)” represents the syllable which has no widely accepted Chinese character

<table.4> The 7 lexical tones of Taiwanese

EF R iR R 3 #
Fundamental | — -~~~ N . AR D EL - I e
Frequency . .-Z-‘M... \u" w : .
Relative | .o, Mid | Low | High . High | Low
Frequency High level Level falling falling Rising Stop stop
Traditional 1 7 3 5 5 g 4
Tone order
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<table.5> Statistics of the Lexicon and the Training Word Sets

Speech Length in
Number of Number of seconds
words distinct RCD phonemes | Male [ Female
o Single_syllble 2,874 213 1417 1486
Training [ nin word 472 1,029 459 | 445
Word Sets =
Ext_word 1,045 1,029 965 981
The whole 4391 1029 2841 2912
Lexicon 19,152 1,029 N/A | N/A
<table.6> Statistics of the Lexicon and the Testing Word Sets
Speech Length in
Number of - Number of seconds
words syllables per word | Male |Female
R1000 1000 2.55 826 656
H500 500 2.12 361 . 397
Testing 304 311
Word Sets N407 407 2.08
P396 396 3.24 385 256
The whole 2303 2.49 1876 | 1620
Lexicon 19,152 252 NA | NA

<fig.1> A sub-tree of the lexicon tree

—’b’La*@ &t
o+ Lt
uan &

ing|» =4

# d+af

ZSN
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<table. 7> Experimental results for the large-vocabulafy Taiwanese word Recognition by using Inside-

syllable modeling v.s. Inter-syllable modeling

Inside-syllable modeling + Inter-syllable modeling
Error Rate% CPU time Error Rate% CPU time
R1000 9.5 7.2
H500 16.8 3.19 x realtimes 13.8 3.20 x realtimes
N407 13.8 12.1
P396 6.9 6.4
Average 11.4 3.19 x realtimes 9.4 3.20 x realtimes

<fig 2> A prototype system running on MS-WindowNT

CD-INITIAL/ CI-FINAL /

Speech Corpus Inter-syllabic models

Extract Mel- Train CD-INITIAL/
> cepstrum features > CI-FINAL models/

Inter-syllabic models

dai_ji
lai_gi

dai_qi
End-point Extract Mel- Viterbi Beam Search bai_zi
W P! Detection P! cepstrum features P in Lexicon Tree » < Jaiki

Speech Input
N-best Word
Candidates Output

<fig.3> The GUI of the prototype system implemented in MS-Windows95/NT

()dai_qi  HFE
Q)baizi FZ
(3) jai_ki #HE=
(4) dai_ji REE
(5) lai_qi OO
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Abstract

In this paper, a single keyword spotting and verification prototype system aiming at rejecting
prank calls is reported. The system issues an announcement in Mandarin which instructs
International Operator Direct Connection (IODC) customers to speak a keyword in Mandarin. If
the system recognizes the keyword, then it switches the line to a telephone operator. If not, the
call is assume;z’ to be a prank call and the line is cut off. The underlying algorithm of this current
system consists of a keyword spotter, to extract a single keyword, and a rejector, to verify
whether a valid keyword or not, in each spontaneous speech utterance. The experimental results
demonstrate that 97.1% of prank calls were rejected while only 2.4% of customer calls were
rejected. The field-trial system was developed and has been in operation at the Chunghwa

Telecom International Business Group since March 1998.

Keyword:  keyword spotting utterance verification
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1. Introduction

Chunghwa Telecom IODC, a home country direct service, enables Taiwanese travelers to
place a call to a Taiwanese telephone operator directly from overseas. It occupies a large
portion of traffic of the overseas incoming calls to Taiwan due to its ease of use. However,
over 80% of the incoming calls from some countries are prank calls that seriously
compromise the quality of services. To address this problem, a prank call rejection system has
been developed which is capable of automatic detecting and rejecting prank calls without
connecting to a telephone operator.

During recent years, keyword spotting (Rohlicek 1989, Rose 1990, Wilpon 1990) and
utterance verification (Rahim 1995, Kawahara 1997) technologies have become popular
methods for domain specific speech understanding tasks. The former is capable of detecting
and recognizing keywords embedded in the utterance. The latter is to reject utterances that do
not contain valid keywords and utterances that have low confidence scores. An important task
in keyword spotting and utterance verification is the selection of an appropriate operating
point or critical threshold to provide a desirable combination of Type I error (false rejection)
and Type II error (false alarm).

Present JODC operators report that legitimate /ODC users usually understand Mandarin,
while prank callers often do not understand nor speak Mandarin. Hence to detect a prank
caller, one may instead determine whether this caller understands and speaks Mandarin.
This is realized in our prank call rejebtion system using both keyword spotting and utterance
verification technologies. Upon receiving an incoming /ODC call, the system issues an -
announcement in Mandarin asking the customer to say a keyword in Mandarin. If the system
recognizes the keywdrd in the caller's response, it then switches the line to a human telephone
operator. If not, the call is determined to be a prank call and the line is cut off automatically
without being transferred to the operator.

In this paper, we report a recently developed prototype system for an application of prank
call rejection using keyword spotting and utterance verification. The systerh issues an
announcement in Mandarin which instructs JODC customers to pronoﬁnce a keyword in

Mandarin. If the system recognizes the keyword in the response, it then switches the line to a
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telephone operator. If not, the call is assumed to be a prank call and the line is cut off. This
system was developed based on the fact that the Taiwanese or Chinese customers will
understand the announcement but prank callers probably will not. In this paper, we mainly
concern with a speech recognition technology used in the system.

The remainder of the paper is organized as follows. In Section 2 of this paper, we briefly
describe system concepts. Phases of the development are discussed in Section 3. In Section 4,
we describe a speech recognition technology used in the system. Experiment results are

reported in Section 5. Finally, some conclusions are given in Section 6. -

2. Concept of the System

Prank calls to Chunghwa Telecom IODC are made by natives of foreign countries who do not
understand Mandarin. On the other hand, almost all customers of the service are Taiwanese.
Hence, we designed the prank call rejection system as shown in Figure 1. After the keyword "
Chunghwa Telecdm (HFFEFE(S)" is announced in the system prompts, the IODC customers
are connected with the operator only by repeating the.keyword. The following shows an

example of dialogue between a prank caller and the system.

User: (Call up system)

System: This is Chunghwa Telecom IODC service system. You are now connected to an
automatic response system. Please say "Chunghwa Telecom" after the beep-tone, and
we will connect you with the telephone operator (beep).

User: ... (The system waits for few seconds.).

System: Please say "Chunghwa Telecom" once more after the beep-tone (beep).

User: #%&37!

System: Sorry! Please call again.
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3. Phases of the Development

The system was developed in the phases described as follows. A trial was made of incoming
calls from the top 1 country where the prank call rates had been 80-90%.

Phasé 0: de telephone speech databases were setup to train and evaluate the proposed
system. The first speech database (SDB1), used for training, consists of 400 phrases and short
paragraphs that are chosen from TDB and read by 60 male and 40 female speakers. The
second speech database (SDB2), used for testing, consists of 340 spontaneous utterances for
IODC service uttered by 7 male speakers. And, there are 164 utterances containing valid
keywords in SDB2.

Phase 1: A HMM-based keyword spotter and rejector were developed and integrated
into the proposed system. A two-pass strategy was adopted consisting of recognition followed
by verification. In the first pass, keyword spotting was performed to detect the position and its
likelihood score of the possible keyword. In the second pass, for each keyword segmentation,
a likelihood score was also obtained for the corresponding anti-keyword model. A confidence
score based on a likelihood ratio test was then performed and the utterance was either
accepted or rejected. .

Phase 2: A selection of an appropriate operating point to provide a desirable
combination of Type I error (false rejection) and Type II error (false alarm) were performed in
this phase using SDB2. The experimental results demonstrate that 97.1% of prank calls were
rejected while only 2.4% of customer calls were rejected.

Phase 3: The field-trial system was developed and has been in operation at the -
Chunghwa Telecom International Business Group since March 1998. A trial was only made of
incoming calls from the top 1 prank call country. If the system recognizes the keyword, then it
switches the line to a telephone operator. If not, the call is assumed to be a prank call and the
line is cut off. Also, all calls were collected and will be used to improve the system

performance.
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4. Keyword Spotter and Rejector

In the Chunghwa Telecom IODC service system, the core technology module is the keyword
spotter and rejector. Following keyword recognition, an input utterance was segmented and_
labeled as keyword and non-keyword hypothéses. Besides, their corresponding positions and
HMM likelihood scores are also detected and calculated by the keyword spotter. Then, the

rejector will verify whether the utterance is a prank call or not.
4.1. Keyword Spotter

In Chunghwa Telecom IODC service application, the expected utterance usually contains at
most one keyword embedded in non-vocabulary speech. We inferred that performance could
be significantly improved by imposing this single keyword constraint. To achieve this, we
proposed a keyword-filler network. In this modified keyword spotter, only four kinds of

utterances containing one valid keyword are allowed:

Type A: A single keyword

Type B: A single keyword followed by a non-keyword speech

Type C: A non-keyword speech followed by a single keyword

Type D: A single keyword embedded in non-keyword speech in both sides

In order to generate HMM models from SDBI, a segmental k-means training algorithm
(Rabiner 1986) is used to optimize the likelihood of the observation sequence and the state
sequence over all model parameters. To reduce the likelihood computation, subsyllabic units
(Chen 1994), syllable initials and syllable finals, were used as basic HMM building blocks.
Each initial and final model has 3 and 5 states, respectively. Overall there are 440 states for all
the subsyllabic HMMs. A left-to-right HMM scheme with no skipped states was chosen for all

the models.
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4.2. Rejector

As a generalization to keyword spotting, utterance verification (UV) attempts to reject or
accept an utterance based on a computed confidence score. This is particularly useful in
situations where utterances are spoken without valid keywords or when significant confusion
exists among keywords which may result in a high substitution error probability. UV is carried
out by testing the null hypothesis that a specific keyword exists in a segment of speech O
versus the alfernative hypothesis that the keyword is not present. Based on a likelihood ratio
test, to accept or reject an utterance depends on whether the log likelihood ratio Lr(0|A) is
higher than a specific verification threshold © (here A = {4, }, {4,}). Setsof {4} and {1, }
are the models of the keyword and anti-keyword HMMs respectively.

Several different formulations for the alternative hypothesis have been proposed. Two

formulations will be described in this section. The first choice is simply to use the general

acoustic filler model 4, which is keyword independent. The likelihood for the alternative
hypothesis is defined as log[p(o | A )] The second choice for the alternative hypothesis is to
introduce a keyword-specific anti-keyword model. There are many strategies for constructing
such models, such as constructing additional keyword-specific anti-keyword models or using
the likelihood of all competihg models, {4,}. The likelihood for the alternative hypothesis
is defined as log[p(0]4,)]. In this paper, we will only discuss the latter type since it does not
need to train additional models and is easily constructed. The confidence measure is

evaluated by the log likelihood ratio

LRO|A) = log[p(014)] - log[p(0|4,)], )

where log[p(0]4,)] is the likelihood for the null hypothesis.

An appropriate operating point is selected to provide a desirable combination of Type I
error (false rejection) and Type II error (false alarm). Here, we chose an operating point to
minimize the total error which is defined as the sum of false rejection and false alarm errors.

An utterance is rejected if the test of the log likelihood ratio
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LR(O|A)Y< 7> ‘ 2)

where T is the operation point. This enables rejection of utterances which contain non-
vocabulary words or noise. A general form of the likelihood of the alternative hypothesis

based on anti-keyword model could be further formulated as

1

togl-exp7loglp(014,)}-+ ~exp{nloglp(01 417" 3)

where 1 is a constant. Currently, experiments are conducted using the confidence measure

function defined in equation (1) only.

5. Experiments

'In order to evaluate the performance of our rejection scheme,> expériments have been
conducted with SDB2 which consists of 340 spontaneous. utterances for JODC service uttered
by 7 male speakers. In SDB2, there are 164 utterances containing valid keywords and 176
utterances spoken without valid keywords. Figure 2 shows the two histograms for the
keyword and non-keyword log likelihood ratio scores. Figure 3 shows overall system
performance as a function of threshold. The FA (False Acceptance) is the rate of accepting
prank calls and FR (False Rejection) is the rate of rejecting customer calls. We can control the
rates of Type I error and Type II error with the threshold value. The operating point is
designed to minimize the sum of false rejection and false alarm errors. The experimental
results demonstrate that 97.1% of prank calls were rejected while only 2.4% of customer calls
were rejected, as shown in Table 1. Figure 4 presents the ROC curvé for the experiment. The
underlying algorithm has very high probability of detection at very low false alarm rates,
where the vocabulary size is only one. However, we also notice that as we increase the
vocabulary size, the decrease in performance is evident in the experiments of the TL phone

directory assistant task.
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6. Conclusions

In order to reject prank calls for the Chunghwa Telecom IODC service, we developed the
prank call rejection system using the technologies of keyword spotting and  utterance
verification. The system has been in operation at the Chunghwa Telecom International
Business Group since March 1998. Over 90% of prank calls were successfully rejected in the

first two weeks in the field-trial phase.
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Prank Call

'_ J Chunghwa Telecom ... ‘ Only Mandarin anm@ Rejection

» System

»

The system detects the keyword and switches the line to a operator.

Chinese customer

o
T

This is Chunghwa Telecom JODC service system. You are now connected to an
automatic response system. Please say “Chunghwa Telecom” after the beep-tone,

and we will connect you with a telephone operator.

r ]
ﬂ Only Mandarin announcement... Prank Call
Rejection
System

B
»

The system does not detect the keyword and disconnects the line.

Non-Chinese prank caller

Figure 1. Dialogue between callers and a system.

164 utterances | 176 utterances
with keywords without
keywords

Accept Correct DBype I error
acceptance | (3 utterances)

Reject DBype I error Correct
(4 utterances) rejection

Table 1.
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Likelihood Ratio Test,

Histogram
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Figure 2. Histograms showing the distribution of the log likelihood ratio scores.

Figure 3. Error rate as a function of threshold.
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Figure 4. ROC curve.
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Abstract

PAT tree is an efficient n-gram indexing structure. Except for text retrieval, it is believed also useful in
many natural language processing applications for the construction of n-gram language models. But,
an original PAT tree requires much space in memory to maintain fast speed of n-gram access and is
limited to construct a large language model in practical environments. The purpose of this paper is to
present an improved PAT tree structure, called CPAT tree (Compact PAT tree) for natural language
modeling applications. The CPAT tree can significantly reduce the main memory requirement of
original PAT trees and is found very efficient in constructing large n-gram language models. Such an

advantage has been proven in OCRed-text verification and will be also introduced in this paper.

1. Introduction

PAT tree is an efficient n-gram indexing structure [Frakes 1992]. Except for text retrieval, it is
also useful in many other applications, for example topic classification, spelling error
detection and correction, DNA sequence search [Ricardo 1992], or even Markov n-gram
language models. Markov n-gram language models were frequently used in many natural
language processing applications, such as speech recognition, OCR, input methods, etc. Due
to the considerations of memory space and computational complexity in practical
implementation, conventional models are often an approximation, e.g., bi-gram or tri-gram
models. Natural language processing systems based on such an approximated model cannot
be robust enough. PAT-tree-based n-gram indexing was found very efficient to construct high-
order n-gram language models in our previous work [Chien 1997]. Nevertheless, an original
PAT tree requires much space to store the whole tree in the internal memory to maintain fast

speed of n-gram access. It will not as efficient when the PAT tree is too large to be loaded into
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memory. To run a large language model using the PAT tree indexing, it needs other
improvements. The purpose of this paper is to present an improved PAT tree structure, called
CPAT tree (Compact PAT tree). The CPAT tree can significantly reduce the main memory
requirement of original PAT trees and is found very efficient in constructing large n-gram
language models.

The CPAT tree is extended from original PAT tree. It separates a PAT tree into memory
part and disk part. The memory part is basically a linear transformation of original tree
structure. Pointers for tree traverse are no longer required. On the other hand, the disk part is
primarily the recorded information such as string contents, frequency values etc, which are

removed from main memory to release more space for allocating larger models.

The first application performed by using the CPAT trees is the experiment on OCRed-
text verification in Chinese. It needs to note that the concept of “text verification” has a little
difference from conventional “spelling checking”. Since there is no explicit delimiters as a
marker of word boundary in Chinese and some other Asian languages, the function of “text
verification” in Chinese is primarily to check the validity of a text at the context level rather
than word level as found in conventional English spelling checkers. The text verification
problem is therefore defined to verify the validity of an arbitrary text string, including detect
~ various input errors, e.g. speech recognition errors, typing errors, OCR errors, etc., and

correct them automatically.

Primary methods for Chinese text verification (or text error checking) can be divided as
dictionary lookup [Shr 1992, Liu 1997], n-gram analysis [Shr 1992, Chang 1994, Xia 1996]
and parsing. The dictionary lookup approach needs to face with the word segmentation and
rigid dictionary collection problems. The n-gram analysis approach, instead, relies much on
the adopted bi-gram or tri-gram models. As to the parsing approach it is seldom found
because it is unable to perform effective sentence parsing in Chinese texts at present.
Although all of these methods can combine with morphological rules or heuristics about
similarity in shapes, pronunciations, meanings or input keystrokes between similar characters
for advance processing [Shr 1992, Chang 1994, Liu 1997], it is believed the text verification
problem has a lot of space to improve. The CPAT-tree-based approach is proposed of this
purpose. The proposed text verification process functions like spelling checking as in
commercial word processors, but with high degree of differences in the used technology.
Instead of detecting errors primarily at the word level as was done in conventional spelling
checkers, global analysis up to the sentence level can be handled in the proposed text
verification technique by means of a CPAT-tree-based large-scale language model and
sophisticated text searching skills. As found in our experiments on verifying OCRed texts, the
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proposed CPAT approach compared with the above methods is more competitive, if the
adopted CPAT tree is trained with a sufficient corpus and more effective models continually

developed.
2. CPAT Tree

PAT tree and PAT array are two well-known and frequently-used data structures for n-gram
indexing in text retrieval. PAT tree is based on PATRICIA algorithm [Morrison 1968] for
indexing every possible position in a continuous data stream. Each indexing point of interest
is called a semi-infinite string or different suffix. PAT array [Clark 1996] is another compact
representation of PAT tree. It can be considered as a sorting collection of all external nodes of
PAT tree. For large text retrieval, there have been many previous researches about finding an
efficient n-gram indexing data structure to take both time and space into consideration. P.
Ferragina [Ferragina 1996] proposed a text indexing structure for secondary storage, which is
called SB-tree, that combines the B-tree and suffix arrays. E. F. Barbosa [Barbosa 1995]
proposed an optimized algorithm to improve the retrieval time of the indirect binary search in
PAT array. In Sato’s paper [Sato 1997], a new data structure called TS-file (Tree Structured
file) and a set of algorithms were proposed to make arbitrary string retrieval especially fast. In
addition, M. Shishibori [Shishibori 1997] designed a compact data structure for digital search
trie and introduced a hierarchical structure in order to improve the efficiency of large
registered keys retrieval. The compact concept proposed in the CPAT tree is similar to that in
Shishibori’s work, but the main difference is that Shishibori uses binary search tree (the
terminal node stores the registered keys) while the CPAT tree proposed is a binary search trie
(each node can be a terminal node or non-terminal node). Furthermore in CPAT it is added a

“booster” data structure for search speedup.

2.1 PAT Tree Data Structure

The proposed CPAT tree is extended from original PAT trees. The superior features of the PAT
tree data structure mostly come from its ability to perform fast full-text indexing and
searching. Using this data structure to fully index the documents, all possible words or
character strings, including their frequency counts in the documents, can be updated and
retrieved in a very efficient way. Besides, the data stream to be indexed can be any type of
information, including part-of-speech strings, phone strings or other strings depending on

applications.

For convenience of description, an example data stream with two sentence fragments
“4BANEHS” and “ARE” is shown in Fig.1(a), in which the “Position” above the “Data
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stream” means the real byte offset of the indexing points and the “Possible suffix strings”
marks the 5 unique suffix strings, i.e., “@BAA B, “NEH”, “E”, “B&”, “AM&”. Fig.1(b)
also shows the corresponding binary bit streams of each indexed suffix string. In the
processing, all of the indexed suffix strings are appended an marker “$” to identify the ending.
Besides, Fig.1 (c) shows the physical representation of corresponding PAT tree, in which each
node represents a unique suffix string and is associated with four-tuple of information
including “comparison bit number”, “frequency count”, “accumulated frequency count” and
“data position”. The “comparison bit number” is used to indicate the bit number needs to
compare and decide the left or right way to go when traversing at this node. The “frequency
count” is the number of total frequency value of the indexed suffix string occurring in the data
stream. The “accumulated frequency counts” stands for the sum of frequency counts of the

total nodes in the sub-trees. The data position is the pointer to the data stream.

The detailed steps of the construction of PAT tree are ignored here. It is based on the
process of binary search trie insertion. When a node pointed to a suffix string is inserted into a
PAT tree, it will be inserted into the neighborhood of the node with a longest bit stream
similarity and will be tagged with the minimal comparison bit to discriminate them. If the
newly inserted suffix string has been registered in PAT tree, only the frequency counts of the
representing node will increase but no extra node is needed. Just like the example in Fig.1 (c),
the node C is used as a shared indexing node for pattern “A&” both in “f8 AE A%~ and “ ABE”
in the corpus. The total number of nodes in PAT is exactly equal to the total number of unique
or distinct suffix strings in the corpus. The advantage of the PAT tree structure is useful for
speeding up searching. For illustration, the full traverse for searching for the pattern “& f&”
with the pre-constructed PAT tree is demonstrated here. At first, we encode the character
string “ & B%” as its binary representation (BIGS code) “1011100101110001....”. The
searching process will start from the root A. At the first step, the default branch to go 1s left
because the root is a dummy node. At this time, it will stop at the node B and the comparison
bit to check is bit 4. To take a look at 4™ bit of “& A%, it is 1. So, it takes the right branch to
go. Now it will stop at node C and check the 8" bit as indication. It is 1 as usual and has a
right branch to go also. By the right branch, it will return back to the node B and find the
comparison bit changed from 8 to 4. In the PAT tree, when the examining comparison bit is
lower than the previous one, it means the branch is an upper link or the destination node is an
external node. At last, by the data position pointer of node B, the destination suffix string “&
B%” will be extracted from the data stream, and, after making a string comparison , it can be
proven that the examining string “& %~ appears in the data stream. From the associated
information, it also knows that “%& B§” occurs one time and the accumulated frequency count
is 6.
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(a)
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0
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9
1
(c)

Position: 0 2 4 6 9 11
Data stream: lﬂﬁ ANIVE [BE || A | BS

Y

Possible  (0) muse—— ) a——
suffix strings; (2) ne——— .

Segment strings Binary codes

5{ % \§ ﬂl\g < Bit number

1B AE RS [1010110111010011 10100100 ... |
ANERES [1010010001001000[10111001 .... |
TS 1011100101110001 [00000000 |
B S 1011100000000000 [00000000 .... |
ABES |W10010001001000 [00000000 ... |
B S [1011100000000000 [00000000 ... |
po-mmmmmmmmmmm = comparison bit number

( mmmmm—mmmmmem oo frequency count
mmmmm e mee accumulated frequency count
------- data position (node number)

Fig.1 : PAT tree data structure
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2.2 CPAT Tree Data Structure

PAT tree and PAT array are compromise in their features. The advantages of PAT tree are easy
for update and fast for search. But, an original PAT tree requires much space in the internal
memory to maintain fast speed of n-gram access. On the other hand, in PAT array the sorted
array is usually stored in disk and indirect binary search performed for text retrieval. PAT
array is flexible to index a huge data stream. But the random access of the pointers in disk
slows down the searching speed. CPAT tree is developed to find out a tradeoff between PAT
tree and PAT array.

Before constructing a CPAT tree, its original PAT tree must be built as a temporal media
at the first stage. Then the transformation process will be performed to compress PAT tree into
CPAT. The original PAT tree is separated into two parts: the memory part (RamPart) and the
disk part (DiskPart) in CPAT as in Fig. 2. The RamPart is basically a linear transformation of
the original tree structure. Pointers for tree traverse are no longer required. On the other hand,
the DiskPart is primarily the recorded information such as string contents, frequency values
etc, which are removed from main memory to release more space for allocating larger models.
The whole CPAT tree looks like an iceberg. The RamPart can be viewed as the top of CPAT or
iceberg. The DiskPart is that under water, which is often several times larger than the
RamPart above water. This kind of indexing structures can release space in memory and

afford larger or multiple indexing trees.

RamPart /\ /\ /\

DiskPart v \/ \
‘ Tree-1\Tree-2\/ Tree-3

Fig. 2: Multiple CPAT trees

The RamPart should be loaded into memory before the searching starts. The RamPart
consists of TreeMap and BitMap as in Fig.3. The TreeMap is a preorder mapping
representation from 2-D PAT tree to one dimension of binary sequence in which ‘0’ means
internal node and ‘1’ means external node. A node is referred to as an external node only
when its comparison bit is equal to or greater than that of its parent nodes. At the same time,
the BitMap is a linear array which stores the corresponding comparison bit number in
sequence for each node. The stream in the BitMap will be aligned and packed with that in the
TreeMap as a two-byte sequence for the sake of memory saving.
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As for the DiskPart, it stores some useful information of the indexed nodes, including
frequency counts, accumulated frequency counts and pointers to starting address of the
indexed suffix in the data stream. Only the information of the external nodes need to save

with the sequence of external nodes in TreeMap.

The left and right branches of original nodes in PAT tree have been eliminated in CPAT
for saving space. The problem arising here is how to reach the left and right child for each
node in TreeMap. The left child is not hard to find since in preorder sequence the left child is
just the next node in TreeMap, but the right child is not so natural to examine. It should be
reached based on a property of common tree structure that “the number of external nodes is

exactly greater by one than that of internal nodes in a binary tree”.

RamPart

A%DEEDAECB Struct RamPart

TreeMap : 1
BitMap : 15

TreeMap 0
BitMap 04

¥
E

BoostPtr

. A B D E
frequency 10]6]3]2]2 |Booster
accumulated frequency _ (storing the offset of the
pointer right child node)
Position:
Plain text

Data stream:

Fig. 3: Data structure content of CPAT for PAT tree of Fig. 1.

To jump from a certain node to its right child node, it should stride the overall left sub-
tree . So until it jumps a sequence of bit streams in the TreeMap such that number of ‘0’ bits
is greater than that of ‘1’ bits by one, we exactly get the right child node. Because the
sequential scanning in binary bit streams will cost much CPU time, another linear array called
“booster” is used here for storing the forward offset of right child node for each internal node
in TreeMap. The function of “Booster” is to speedup the search.
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We will use the same example for illustration with the CPAT tree. The total searching
process will be divided into 4 steps with grayed and numbered circles shown in Fig.3. Besides,
there are three pointers named “RamPtr”,”DiskPtr” and “BoostPtr” are used to indicate the

current positions in the corresponding arrays during searching.

At the first step, we still ignore the dummy root node and directly go to node B (the
second cell in TreeMap). So the RamPtr will point to B at this moment. According to BitMap,
we check the 4™ bit of binary stream of “& A% and find it is ‘1°. Since node B is marked as
‘0’ in TreeMap, it is an internal node as definition. Shift the BoostPtr to the corresponding
node B and get the offset ‘6” for forwarding to next internal node C. At this time, the RamPtr
points to node C in RamPart and pointer BoostPtr moves to next internal node C in Booster.
As for the DiskPtr, it will move to node A since there are three external nodes (E, D, A) been
passed from node B to node C.

Then second step, like the first step, it will check the 8" bit of binary stream of “&
%> and find it is still ‘1°. By the BoostPtr, the RamPtr will move forward 2 elements to reach
the right child of internal node C. At the same time, it passed through 2 external nodes (C,B),
so the DiskPtr also moves forward 2 elements and gets node B.

Now, at the third step, we find the element in TreeMap is marked ‘1°, which means that
the destination node has been reached. The whole record about node B will be therefore
retrieved through the DiskPtr. The last step is just retrieving the string content of node B and

making a comparison with the examining string “& .

2.3 Performance Evaluation of CPAT tree

This section shows the obtained results on both time and space tests with CPAT and PAT tree.
The tests were performed under the following environment: PII-266 PC, NT workstation 4.0 ‘
and Quantum SCSI disk.

Some theoretical values of space needed by PAT tree, CPAT and PAT array are listed in
Table 1 for reference. If the data stream, i.e., the Chinese text for indexing, is n bytes (n/2
characters), the theoretical space needed by PAT tree is O(9n)~O(10n), PAT array is O(5n) and
CPAT is O(7n), as our observation. In this table, the RamPart size of CPAT doesn’t include the
“Booster” size, since it depends on if it is loaded into memory. If it is, the memory space will

expand to O(2n) but n-gram access will be accelerated.
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Strategy | Text Size | PAT tree | CPAT tree | PAT array

RamPat T 0 TN . —

DiskPart” n 0 6n” 5n
Total n 9n~10n 7n 5n

Table 1: Space usage comparison (theoretical values) in which “*” indicates that the DiskPart
includes size of plain text (n), pointers (2n), counts (n) and frequencies (n), and “**” that
includes booster with size n.

Then, the practical time and space needed by CPAT and PAT trees are listed in Table 2.
The corpus used for testing are as follows:

Test1-O(1K) [=F&] full text

Test2-O(10K) [+ # K B &7%] full text

Test3-O(100K) [ #F @[ @[ & e [XaBE[AL][P/E] full text
Test4-O(1M) T4z %] full text

Test5-O(10M)  :[£ /& /1 #1] full text

Test6-O(20M)  :[1997 & et b ¥ £ 37 B] full text

Test7-O(100M)  :[1997 # sS4k 237 A ] full text

The obtained average ratio value (the space needed with respect to original text size as
1) in the last row in Table 2, is lower to almost 50% as compared with the theoretical value in
Table 1. Although the theoretical DiskPart space is O(7n), in real test only O(3.7n) space
requirement is required. This is because there exist many repeated suffix strings in the
indexed data stream. The repeated suffix strings will not take space to store but only updates
the frequency counts. Table 2 also shows the real time spent for constructing various sizes of
PAT and CPAT trees.

SPACE (KB) Time(sec)
CORPUS ID Corpus | o\ CPAT CPAT CPAT

Size Ram Disk | Construction |Transformation|
Test1-O(1k) 3 23 4 15 0.03 . 0.30)
Test2-O(10k) 22 122 21 79 0.27 0.13
Test3-O(100k) 111 544 100 260 1.16 0.49
Test4-O(1M) 1,791] 10,839 1,885 7,069 35.02 18.13
Test5-O(10M) 12,013]  64,984] 11,182] 42,618 272.01 413 .43
Test6-O(20M) 19,541f  82.779| 14,587] 53,604 508.87 680.93
Test7-0(100M) 107,333] 439,087 107,771] 397,447 2381.00 3214.35

Ratio for Test7 1 4.09 1.04 37 1 1.35

Table2: Time and space comparison between PAT and CPAT.
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Furthermore, Table 3 shows the tests on n-gram access speed with PAT and CPAT trees.
The indexed data stream is “&Jg/\®” (about 12MB) and the examining n-gram strings are
automatically generated by keyword extraction from the data stream. The number of
keywords for each n-gram is shown in Column 2. The time unit for speed measurement is
second here. It is clearly to see that the time spent on CPU, hard disk and totally needed. In
“Average” column, it shows the capability of how many n-grams can be accessed per second
with PAT and CPAT respectively. The last column “Speed Ratio” means the ratio of CPAT
over PAT in “average” column. It’s obvious that disk access time always dominates the total
access time. Although the achieved access speed with the CPAT tree is slower than that with
the PAT tree in main memory, it was found fast enough in many natural language processing

applications.

# PAT CPAT Average Speed
keyword | CPU | CPU | HD Total | CPAT | PAT |Ratio
2-gram | 5047 |0.170 | 0.400 | 30.405 | 30.805 164 | 29688 |181.21
3-gram | 2221 |0.080]0.190| 8.472 | 8.662 256 27763 1108.28
4-gram | 3447 |0.160 | 0.251 | 7.430 | 7.681 449 21544 1 48.01
5-gram 078 0.100 | 0.080 | 1.082 | 1.162 | 583 6780 | 11.62
6-gram 414 0.030 | 0.050 | 0.541 | 0.591 701 13800 | 19.70
7-gram 183 0.020 1 0.040 | 0.180 | 0.220 832 9150 | 11.00
8-gram 20 0.000 | 0.000 | 0.020 | 0.020 | 1000 N/A | N/A
9-gram 7 0.000 | 0.000 | 0.010 | 0.010 700 N/A | N/A

Length

Table 3 : Tests of N-gram access speed with PAT and CPAT trees.

3. OCRed-Text Verification

Optical Character Recognition (OCR) has been widely used for entering printed texts into
computers especially for languages like Chinese, for which the complicated characters make
it difficult to enter the texts through keyboards. But because such OCR processes always
produce some errors, manually verifying the entered characters becomes very time-
consuming. It is therefore highly desired to do such verification automatically by machine.
Since it is easy to search for arbitrary character string patterns and their frequency counts in a
CPAT tree, any such patterh in the entered text which has never appeared in a large text
collection, or in the corresponding CPAT tree, will very possibly represent an OCR error. As a
result, we can simply check the existence and frequency counts of any such character string
patterns of the entered texts with the CPAT trees constructed previously to detect the errors.
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This is a very attractive application of the CPAT-tree-based language models mentioned here,
because errors always occur in any text entering methods, regardless of whether it is OCR,
handwriting recognition, speech recognition, or even keyboards.

For Chinese and some other Asian languages this is similar to the spelling checking
problem in western language, but with much higher degree of difficulties. In western language
the words are well defined so simply checking the spelling of each word with a lexicon will
give most of the spelling errors, but in Chinese or some other Asian languages, as mentioned
before, there are no explicit word boundaries in the texts and no commonly accepted lexicon
can be used in such checking processes. Therefore, instead of detecting errors primarily at the
word level as was done on western languages, global analysis up to the sentence level have to
be performed to handle texts without explicit word boundaries. With the approach proposed
here, the full-text indexing functions given by the CPAT trees can provide the desired solution
and avoid the need to use other sentence level knowledge such as grammar rules and syntactic
structures. Here we’ll simply use such an OCR output verification problem to test the
feasibility of the proposed CPAT-tree-based language modeling techniques.

In the tests, each sentence of the OCR output is first segmented into all possible
character string patterns, then each of these patterns is fed to the CPAT trees to check its
existence and extract its probability (normalized frequency counts) to appear in the CPAT
trees. In other words, if a sentence consists of N characters, then there are totally N*(N-1)/2
variable length patterns should be examined. In this way it is very easy and efficient to
identify the character string patterns with recognition errors if it is not covered in the n-gram
examining process. Actually, the power of error detection is proportional to the coverage rate
of variable n-gram in the corrected testing data. The coverage rate is the percentage of total n-
grams in corrected testing data that appear in the CPAT trees. The all coverage rates for n
changes from 2 to 9 are shown in Fig. 4. As the corpus size increases from 22MB to 107MB,
the bigram coverage rate also increases from 94.10% to 98.10% and trigram increases from
65.68% to 80.62%. Even for 5-gram, the coverage rate is approaching 30% under 107MB
corpus. It is believed that the higher n-gram coverage rate, the more robust or reliable the n-
gram language model is. We even can have an assumption that as the training corpus grows
up to a huge size, there is no need to smoothing. If a n-gram never appears in a huge corpus,
then the probability that it is an error is very large. OOV (out of Vocabulary) is another
exceptive phenomenon. In addition to the statistical information extracted from the CPAT
trees, some heuristic rules are found to be very helpful and integrated into the verification
process as well. One example rule is that longer patterns can be considered valid if it is found
to appear in the CPAT trees even with relatively lower probabilities or frequency counts,
while shorter patterns need higher probabilities or frequency counts in the CPAT trees to
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support its validity. This is certainly due to the fact that a longer pattern itself provides

linguistic information with higher reliability.
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2 3 4 5 6 7 8 9 lngmm
moM | 94.10% 65.68% | 3439% 15.14% 1.27% 3.48% 1.83% 0.92%
BiaM | 96.19% 63% | 40.83% 19.52% 9.49% 4.83% 2.48% 1.53%
OeeM | 97.00% 77.05% 48.28% 25.26% 13.15% 7.05% 3.78% 231%
OssM | 97.44% 79.31% 51.92% 28.89% 16.07% 9.28% 5.65% 3.75%
#107M | 98.43% 80.62% 5288% | 20.15% 1637% 9.62% 5.88% 3.88%

Fig. 4. Variable n-gram coverage rates with respect to the different sizes of corpora used to
construct the CPAT trees.

The testing set used here was taken from a section of printed Chinese newspaper,
including 469 Chinese sentences with a total of 5,394 characters. This section of newspaper
was recognized by a commercially available Chinese OCR system. The output of this OCR
system is taken as the input of the OCR verification approach here. It was found manually
that 131 characters among the total of 5,394 characters were incorrectly recognized. So the
accuracy of the commercially available OCR system used in the test is 97.57%, and the
purpose of the test here is to detect these 131 recognition errors. The results of the test are
listed in Table 4 and plotted in Fig. S in terms of the recall rates (percentage of the 131
manually determined errors being identified correctly) and precision rates (percentage of the
automatically identified errors being among the manually determined errors) with respect to
different sizes of the 107MB corpora used to construct the multiple CPAT trees. In fact, the
corpora used here to build the CPAT trees stem from CNA (Central News Agency) electronic
news in different subject domains. It can be found from Table 4 and Fig. 5 that when the
corpus size is increased from 22MB (1/5 of the whole corpus) to 107MB, the precision rate
was improved significantly from 57.52% to 70.53%, while the recall rate was at the same time
reduced somewhat from 67.18% to 60.30%. Such results are intuitively reasonable. A larger
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corpus provides better precision performance, since more character string patterns can be
observed in a larger corpus and included in the CPAT trees, thus less correct patterns will be
incorrectly detected to be OCR recognition errors in the verification processes. On the other
hand, when a larger corpus was included in the CPAT tree, more OCR recognition errors may
be considered to be correct when the error patterns can be found as parts of some valid
character string patterns in the corpus, therefore the recall rate is inevitably degraded. When
measuring the system performance by the average of the precision and recall rates, the
averaged precision-recall APR=(Precision+Recall)/2, it can be found that the APR is
improved fromi 62.35% to 65.42% when the corpus size is increased from 22MB to 107MB.
On the other hand, the same OCR testing data are also input into IBM SmartSuit’97 (a
commercial word processor with Chinese text error checking functionality) to take a
comparison. The results for error detection are recall 68.94%, precision 22.75% and thus APR

is 45.85%.

Corpussize | 22MB | 44MB | 66 MB | 88 MB | 107 MB
Recall(%) 67.18 64.12 61.83 61.07 60.30
Precision(%) | 57.52 64.62 68.64 69.57 70.53
APR 62.35 64.37 65.24 65.32 65.42

Table 4: The error detection performance for the OCR output verification test with respect to

the different sizes of corpora used to construct the CPAT trees.
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Fig. 5. The recall and precision rates for OCR output error detection with respect to the

different sizes of corpora used to construct the CPAT trees.
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These results are in fact significantly better then the recent results of 58% of APR
obtained with a much more complicated rule based approach [Liu 1997], while in comparison
here only very simple string searching techniques were used to perform the error detection.
These initial results are very encouraging, and it is believed that further work will produce

better performance.

4. Conclusion

The proposed CPAT data structure makes it feasible to build n-gram indexing on a large
corpus and fully makes use of memory and secondary storage. It inherits both merits of PAT
tree and PAT array to alleviate the memory requirement and reach a modest n-gram access
speed between PAT tree and PAT array. Some initial experiments were performed to test the
feasibility in OCR output verification by using a large-scale n-gram language model, which

takes the CPAT tree as the core working structure. The initial result is very encouraging.
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Abstract
In the recent years, several standard Chinese corpora, such as NUS’s PH corpus and Academia
Sinica’s sinica corpus version 1.0, 2.0 have been released to the academia. These corpora are useful
not only for training and testing corpus-based NLP systems, but also for objective evaluation of the
systems. In this article, we present a noisy channel/information restoration model for automatic
evaluation of NLP systems. The proposed model has been applied to two common and important
problems related to Chinese NLP for the Internet: the 8-th bit restoration of BIG-5 code through non-
is08859-1 channel, and GB-BIG5 code conversion. Sinica Corpora version 1.0 and 2.0 are used in the

experiment. The results show that the proposed model is useful and practical.

1. Introduction

In 1992 (Chang 1992), we proposed a concept of bidirectional conversion, usingr corpora for
automatic evaluation of accuracy of syllable to character conversion systems. After that, the
concept was extended to an adaptation mechanism for these systems, which has stimulated
some following researches (Chen and Lee 1995). In the recent years, several standard Chinese
corpora, such as NUS’s PH corpus (Guo and Lui 1992) and Academia Sinica’s sinica corpus
version 1.0 (Huang et al. 1995), 2.0, and 3.0 have been released to the academia. These
corpora are useful not only for training and testing corpus-based NLP systems, but also for
objective evaluation of the systems. In this article, we present a noisy channel (Kernighan et
al. 1990, Chen 1996)/information restoration mode 1 for automatic evaluation of NLP systems.
The proposed model has been applied to two common and important problems related to
Chinese NLP for the Internet: the 8-th bit restoration of BIG-5 code th"rough' non-iso8859-1

channeI, and GB-BIG5 code conversion. Sinica Corpora version 1.0 and 2.0 are used in the
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experiment. The results show that the proposed model is useful and practical.

Internet and World Wide Web are very popular in these days. However, computer and
network are not designed for the coding of huge number of Chinese ideographic charactérs,
since they are originated in the western world. For example, the popular ASCII code is a
seven-bit standard, and a byte only has eight bits. Obviously, they can not encode the
thousands of Chinese characters in a natural way. The situation is worsened due to the
political separation of the Chinese Mainland and Taiwan. The Mainland and Taiwan use
different styles of Chinese characters (simplified in the Mainland and traditional in Taiwan),
and also invent different standards for Chinese character coding. This situation has caused
several serious problems in Chinese information processing on the Internet (Guo 1996). In
order to fit in different Chinese environments, usually more than one version of web pages are
provided, one for English, and the others for Chinese. Chinese versions of web pages are
encoded in either BIG5 (Taiwan standard) or GB (Mainland standard). Furthermore, Unicode
version would become popular in the near future. In this paper, we will deal with two of
Chinese processing problems on the Internet: the 8-th bit restoration of BIG-5 code through
non-iso8859-1 channel, and GB-BIGS5 code conversion.

BIG-5 code is one of the most popular Chinese character coding schemes used in
computer network. It is a double-byte coding, the high byte ranges from (hexadecimal) A1 to
FE, 8E to A0, and 81 to 8D; and the low byte from 40 to 7E, and from Al to FE. The most
and secondary commonly used Chinese characters are encoded in A440 to C67E, and C940 to
F9D5, respectively; the other ranges are for special symbols and used-defined characters.

In the Chinese mainland, the most popular coding for simplified Chinese characters is
GB2312-80, also called GB Code. It is also a double-byte coding, the coding ranges for high
byte and low byte are the same, (hexadecimal) A1 to FE.

In most international computer networks, the electronic mails are transmitted through 7-
bit channels (so called non-iso8859-1). Thus, if messages coded in BIGS are transmitted
without further encoding (using tools like uuencode), the receiver side will only see some
random code messages. In the literature, little work can be found in studying this problem. S.-
K. Huang of NCTU (Hsinchu) designed a shareware called Big5fix (Huang 1995), which is
the only previous solution we can find for solving the problem. The input file for Big5fix is
supposed to be 7-bit file. Big5fix divides the input into regions of two types: English Region

and Chinese Region. The characters in the Chinese regions are reconstructed based on
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collected character unigrams, bigrams, trigrams and their occurrence counts. Huang estimated
the reconstruction accuracy to be 90 percent (95% for Chinese region and 80% for English
region). It is well known that sharewares are provided without charge for the general public.
The accuracy rates are estimated without large-scale experiments. Our proposed corpus-based
evaluation method based on information restoration can be used for this purpose, if the large-
scale standard corpora are available.

In addition to automatic evaluating the accuracy rate of Big5fix, we will describe an
intelligent 8-th bit reconstruction system, in which statistical language models are used for
resolving ambiguities. (Note that there is no similar ambiguity in a pure GB text, in which
both high bits of the two bytes are set. As one of the reviewers points out that practical GB
documents may be a mixture of ASCII text and GB codes. In that case, the 8-th bit
reconstruction problem exists if the channel is not 8-bit clean. However, the problem would
need a method to separate ASCII text from GB codes. It is actually out of the scope of this
study.)

In comparison, the GB-BIGS5 conversion problem, converting simplified characters to
traditional characters, is well known and especially important in the days that information
flows across the strait rapidly and in a great volume. In addition to book-formed dictionaries
or manuals of traditional character-simplified character correspondences, many automatic
conversion systems have been designed. Some of the sharewares and products are listed: HC
Hanzi Converter shareware, KanjiWeb (£ Fi#), NJStar (&4 £), AsiaSurf (& id),
and UnionWin (22 ;4 &). However, the commonly used tools in the Internet are still one-to-
one code converter. Therefore, we can easily find many annoying GB-BIGS5 conversion errors
in the articles of some newsgroups such as alt.chinese.text.big5 or articles in the BIGS5 version
of HuaXiaWenZai (¥ g 3x3%). Some typical errors are listed below: Z(4#) ~ JL(%) ~ Jft
(fiT) ~ () ~ Z(1R) ~ RI(B]) ~ RER) ~ #(#). In addition automatic evaluation of the HC
converter and KanjiWeb, we will also introduce a new intelligent GB-BIGS converter. The
statistical Chinese language models used in the system include inter-word character bigram
(IWCB), and simulated-annealing clustered word-class bigram (Chang 1994, Chang and Chen
1993).
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Figure 3: The proposed model for GB-BIGS conversion

2. Information Restoration Model for Automatic Evaluation

Extending the concepts of ‘bi-directional conversion’, the proposed corpus-based
evaluation method applies the information restoration model for automatically evaluating the
performance of various natural language proceSsing systems. As shown in Figure 1, a
language processing system is considered as an information restoration process through a
noisy channel. Feeding a large-scale standard corpus C into a simulated noisy channel, we can
obtain a noisy version of the corpus N. Using N as the input to the language processing
system (i.e., the information restoration process), we obtain the output results C’. After that,
the automatic evaluation module compares the original corpus C and the output results C,
and computes the performance index, accuracy, automatically.

The proposed evaluation model would have a near perfect result (obtaining real
performance), if the simulation of noisy channel approaches to perfect. The perfect simulation
would be one-to-one correspondence, or a process with near 100% accuracy. For example,
for the syllable-to-character conversion system, the noisy channel, character-to-syllable

conversion, is not a one-to-one process (there are lots of PoYinZi, homographs). However, it
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is not difficult to develop a character-to-syllable converter with an accuracy higher than 98%
(Chang 1992, Chen and Lee 1995). Thus, the proposed corpus-based evaluation method is
readily applied to estimate the conversion accuracy of a syllable-to-character conversion
system. In fact, the proposed model can be applied to various types of language processing
systems. Typical examples include linguistic decoding for speech recognition, word
segmentation, part-of-speech tagging, OCR post-processing, machine translation, and two
problems we will study in this article: 8-th bit reconstruction for BIG5 code, and GB-to-BIG5
character code conversion.

The noisy channel simulation of the 8-th bit reconstruction process is perfect, i.e., one-
to-one. The only thing the simulation needs to do is to set the 8-th bit of all bytes to zero.
Thus, the proposed corpusfbased evaluation method can be ideally applied to the problem.
- The results would be completely correct. Figure 2 illustrates the proposed model for the 8-th
bit reconstruction for BIGS5 code.

It 1s a little complex to simulate the noisy channel for the GB-BIG5 code conversion
problem. Not only some traditional characters can be mapped to more than one simplified
characters (e.g., 32=>TF ~ &,; B=>%& -~ &), but also more other characters can not find a -
suitable simplified character to map. Nevertheless, the average accuracy rate for the noisy
channel simulation still approaches to 100%, based on occurrence frequency in large corpora.

The proposed model is still applicable to the problem, as shown in Figure 3.

3. Preparation of Standard Corpora

In this article, we will use the Academia Sinica Balanced Corpora, versions 1.0 (1995
released, 2 million words) and 2.0 (1996 released, 3.5 million words), to verify our proposed

corpus-based evaluation model. Some statistics of the two corpora are listed in Table 1.

#char.(inclu. #char.
symbols) | (Hanzi only)
version 1.0 | 44,525,299 67| 284,455[1,342,861| 3,347,981 2,953,065
version 2.0 | 84,256,391 253|  411,470|1,946,958| 4,834,933 4,143,021
Table 1: Academia Sinica Balanced Corpora, versions 1.0 and 2.0

Sinica Corpus [Size(bytes) | #files | #sentences | #words

The word segmentation and sentence segmentation are used as originally provided by
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Academia Sinica. The word segmentation follows the proposed standard by ROCLING,
which is an earlier version of the Segmentation Standard for Chinese Natural Language
Processing (Draft). The part-of-speech tag set is a 46-tag subset simplified from the CKIP tag
éet (Huang et al. 1995). However, the word segmentations and part-of-speech tags are not
ﬁsed in our experiments. The following steps are used for restoring the text with sentence
segmentation:
1. Use grep (a Unix tool) to filter out the article classification headers, i.e., lines with
leading %%; those sentence separator lines (lines filled with ‘*”) are also removed.
2. Use a small program called extract-word to extract the words in a sentence; part-of-
speech information has been removed. Output examples are something like “# # &
T 07 ‘KB b RE T o7

3. Concatenate words in a sentence into a character string, e.g., “HK AKX T >

”; and '
concatenate all files into a single huge file.
4. Replace all user-defined special characters and non-BIGS5 code with a special symbol
ng
After pre-processing, the corpus becomes a single file, one sentence per line, and all

characters are double-byte BIG5 code. The statistics shown in Table 2 are calculated based on

pre-processed version of the corpora.

4. The 8-th Bit Reconstruction
4.1 System Design

The 8-th bit reconstruction problem has been described in Sections 1 and 2. We will not
repeat the statement here. To simulate the noisy channel, we simply set zero the 8-th bit of
each byte in the input. It can be done in a few lines of program. We will use Big5fix as a
baseline system, and develop an intelligent 8-th bit reconstruction system. The system
resolves the ambiguity problem using statistical Chinese language models. The basic
architecture follows our previous approach called ‘confusing set substitution and language
model evaluation’ (Chang 1994, 1996, Chang and Chen 1993, 1996). As shown in Figure 4,
the characters in the input are substituted by corresponding confusing character sets, sentence

by sentence. In this way, numbers of sentence string candidates for an input sentence are
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generated. Then the string candidates are evaluated through a corpus-based statistical
language model. The candidate with the highest score (probability) is chosen to be the output
of the system. Here, the step of ‘confusing set substitution’ can be considered as an inverse

simulation of ‘noisy channel’.

confusing language model
character sets parameters

" Lo - inversion of L string hypotheses language model
noisy channel construction evaluation

—> noisy

Figure 4. The‘confusing set substitution and language
model evaluation’ approach

For the reconstruction problem, the ‘confusing set’ is very easy to set up. Since BIGS is
a double-byte coding, we have at most two hypotheses for each character: the 8-th bits of all
high-bytes are set to 1, and the 8-th bits of the low-bytes can be either 0 or 1 (dependent on
code regions). For example, the inverse simulation confusing set for 2440 (hex) contains two
characters a440 [ — | and a4c0 [ 4 | ; but the confusing set for 2421 (hex) only contains a
character adal I # | (a421 is out of coding region). In the system, we set up confusing sets for
each of the 13,060 Chinese characters (including 7 so-called Eten characters). Among them,
10,391 confusing sets contain two characters, while the other 2,669 contain only one character.
The statistical language model used in the system is an inter-word character bigram (IWCB)
model (Chang 1993). The model is slightly modified from the word-lattice-based character
bigram model in Lee et al. (1993). Basically, it approximates the effect of word bigram by
applying character bigram to the boundary characters of adjacent words. For details of the

IWCB model, please refer to Lee et al. (1993) and Chang (1993).

4.2 Experimental Results
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Table 2 compares the corpus-based evaluation results (number of errors, error rate %) of

Big5fix and our intelligent 8-th bit reconstruction system (called CCL-fix).

Sinica Samples #char. Big5fix CCL-fix
Corpus

. incl. symbols|3,347,981| 125,915 3.76 57,862 1.72
Version 1.0

Hanzi 2,953,065| 100,006 3.38 53,729 1.81

incl. symbols | 4,834,933 | 173,544 .3.58 71,549 1.48

Hanzi 4,143,021 111,809 2.69 70,758 - 1.70
Table 2: Corpus-based evaluation results, BigSfix vs. CCL-fix

Version 2.0

As we can see in Table 2, the Hanzi reconstruction rates of Big5fix for Sinica Corpora
versions 1.0 and 2.0 are 96.62% and 97.31%, respectively. They are higher than 95%
estimated by Huang by 1.62%, 2.31%. The reconstruction rates of CCL-fix are 98.19% and
98.30%, respectively. It shows that the IWCB language model is indeed superior to the counts
of character unigram and bigram.

Table 4 lists the reconstruction error analysis for Sinica corpus 1.0 by the two systems.
The table shows only the top 20 types of errors with highest frequency. Each entry shows the
original character, the reconstructed character, and its occurrence count. For example, the
most frequent error made by Big5fix is wrongly reconstructing ‘4’ as ‘—’, with 3,007

occurrences.

Rank| 1 |2 |3 (45167891011 [12}13|14|15|16|17|18{19}20

Big5|a— |1t T |#hF |42 ||| mn|ra |42 |(@s|BE(RA|RAAm| &8 | +X(a | mE(HA
fix 1300715401481 893 | 819 [ 797 | 792 | 771 | 734 | 723 | 722 | 715 | 712 | 709 | 676 | 672 | 664 | 611 | 611 | 601

CCL| -4 | TH| o — | XA (AR |42 | R+H| B | 5B [HhH |+ X |RB| L& |24 |t |DF|LH | LR |4 e
fix |2298]1388[1375)1327[1325[1209] 1194 887 | 638 | 577 | 530 | 491 | 484 | 465 | 458 | 396 | 386 | 376 | 359 | 343
Table 3: Reconstruction error analysis for Sinica corpus 1.0, Big5fix vs. CCL-fix.

S. GB-Big5 Conversion

5.1 System Design

Three different simulations of the noisy channel for the GB-BIGS5 conversion problem are
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used in our experiments: (1) HC Hanzi Converter, version 1.2u, developed by Fung F. Lee
and Ricky Yeung, (2) HC, revised version: the conversion table is slightly enhanced; and (3)
MultiCode of KanziWEB. These three systems all use the table-lookup conversion approach.
Thus, the one-to-many mapping problem is not dealt with, and lots of errors can be found
when converting GB code back to BIG5.

Table 4 compares the corpus-based evaluation results (number of errors, error rate %) of

the three systems: HC1.2u, HC revised, and KanjiWEB .

Sinica . . '
Samples # char. HC1.2u HC revised KanjiWEB
Corpus

incl. symbols |3,347,981(271,986(8.12%| 46,162 | 1.37% {29,531 {0.87%
Hanzi  7|2,953,065| 43,155 |1.46%| 43,070 | 1.45% | 29,076 [0.98%
incl. symbols (4,834,933 (403,954|8.35%| 68,047 | 1.40% | 43,705 [0.90%
Hanzi 4,143,021} 60,113 |1.45%| 60,031 | 1.45% | 40,561 [0.98%
Table 4: Corpus-based evaluation results for HC1.2u, HC revised, and KanjiWEB

Version 1.0

Version 2.0

To deal with the one-to-many mapping problem in GB-BIG5 conversion, we have
developed an intelligent language model conversion method, taking context into account. In
the literature, Yang and Fu (1992) presented an intelligent conversion system between
Mainland Chinese text files and Taiwan Chinese text files. Their basic approach is (1) build
tables by classification; (2) compute scores by levels. However, they resolve ambiguities by
asking, instead of using statistical language models. We still take the ‘confusing set
substitution and language model evaluation’ approach. The Chinese language models we used
are (1) IWCB model, (2) SA-class bigram model (Chapg 1994, 1996, Chang and Chen 1993,
1996) . In the experiments, we use two versions of the SA-class bigram model, with 200 and
300 word-classes, respectively. They will be denoted as SA-200 and SA-300 models.

To simulate the inverse noisy channel, we must set up confusing sets, that is, collection of
variants and equivalent characters. In other words, it is a simulation of one-to-many mapping
from GB to BIG5. We have found three sources of variants and equivalent characters: (1) the
YiTiZi file in HC version 1.2u, (2) Annotation table of simplified characters in the mainland
by Zang (1996), (3) Appendix 10 of Hsiao et al. (1993)’s project report. Combining the three
sources, we have arranged four versions of confusing sets (A, B, C, and D), which are used

and compared in he experiments. Some statistics of the four versions of confusing sets are
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shown in Table 5. The column label ‘n-way’ shows the number of characters for which there

are n characters in their confusing sets.

Confusing Set| Source 1-way 2-way 3-way 4-way | S-way
A (1 12644 364 48 4 0
B H2) 12397 597 57 9 0
C 3) 12301 670 68 16 5
B (DHR)3) 12144 777 117 15 7

Table 5: Statistics of the four versions of confusing sets

5.2 Experimental Results

Table 6 compares the corpus-based evaluation results (number of errors, error rate %) of

the three language models and four versions of confusing sets for GB-BIG5 conversion. (The

input is provided by the HC Revised.)

Sinica | Number IWCB SA-200 SA-300

Corpus | of char. A B C D A B C D A B C D
Version 12,742 | 10,144 | 12,997 | 12,684 | 15,574 | 13,977 | 16,867 | 16,811 | 13,614 | 10,849 | 13,500 | 13,225
o | 7% asve | 034% | 0.43% | 0.425% | 0.529% | 0.47% | 0.57% | 0.56% | 0.445% | 0.36% | 0.45% | 0445
Version 17,752 | 14,139 | 18,774 | 18,465 | 21,127 | 18,593 | 23,209 | 23,297 | 18,729 | 15,439 | 19,790 | 19,554
20 | PP 04206 | 03a% | 0.45% | 0a4%% | 0.50% | 0.44% | 0.56% | 0.56% | 0.45% | 0.379% | 0.475% | 0.47%

Table 6: Comparing four versions of confusing sets with three language models

We can see that the IWCB model achieved the best performance for the problem. The
SA-300 model has comparative performance, while the SA-200 model is relatively weak.
However, we must notice that the three intelligent conversion methods are all superior to
KanjiWEB’s one-to-one mapping method. The error rates are more ithan doubled in one-to-
one mapping system. Among the four versions of confusing sets, version B performs better
than the others. Version C and version D have a larger set of confusing characters than version
B, but their performance can not reflect that. The reason might be larger sets make more
unnecessary confusions. In contrast, Version A has clearly insufficient numbers of confusing
characters.

Table 7 lists the conversion error analysis for Sinica corpus 2.0 by the four systems
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(HC1.2u, KanziWEB, IWCB, and SA300 with confusing set version B. The notation is

similar to that in the above section. [] or blanks denote that no corresponding character,

albc(hex) or al40(hex).

Ran| 1|23 [4|5]|6|7|8|9|10fj11]|12|13|14|15{16|17[18]19{20
k

HC {2 | 3eH |40 | BUL [ BB 404 (2505 [ RI%] | fl (3K i MR | 246 | ROV ER | ROH0O| & £ |28 | #09
1.2u | 62075974 4574|3434 (205219851866 | 1800|1513 | 1464 | 1430|1321 1071 937 | 860 | 850 [ 825 | 797 | 758 | 713

Kanzi (42 2 | 3697 |4 (05 | R4 3R | £ & | #h | 44E |00 |88 4T ER | RE | #T @& MM | et | HA
WEB |6207]2922]1985 1866|1513 1464|1071 825 | 781 | 713 | 668 | 667 | 620 | 603 | 564 | 538 | 455 [ 446 | 440 | 439

IWCB | & & | 4R |62 4e [KO |87 (44 | A4 (22 (8| 57T | RE(RB x| 8 M |55 | B | RS ¥4
/B | 885|825 [ 761 | 603 | 440 | 383 | 367 [ 325 | 319 } 270 [ 248 | 220 } 203 | 196 | 194 | 183 | 181 | 178 | 175 | 155

SA- (RE (& & | iee (RO | fa |8 T A4 |65 |32 |57 | RA| 6| 4% |88 | B RE|FAF |5 En

300B | 1544 994 | 825 | 634 { 440 | 355 | 353 | 310 | 263 | 239 | 237 | 234 | 223 [ 221 [ 212 | 206 | 202 [ 196 | 194 | 154

Table 7: conversion error analysis for Sinica corpus 2.0 by the four systems

6. Concluding Remarks

In this article, we have presented a corpus-based information restoration rhodel for automatic
evaluation of NLP systems, and applied the proposed model to two common and important
problems related to Chinese NLP for the Internet: the 8-th bit restoration of BIG-5 code
through non-is08859-1 channel, and GB-BIGS5 code conversion. Sinica Corpora version 1.0
and 2.0 are used in the experiment. The results show that the proposed model is useful and

 practical.
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