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Apstract
This paper presents a method of extracting lexical clues automatically from a very large
corpus and recognizing unknown proper nouns by using those lexical clues. This method
collects proper noun candidates from the raw corpus and extracts the lexical clues among the
adjacent known words of the proper noun candidates. And then, it recognizes unknown nouns
and determines whether thé identified unknown noun is a proper noun or not by using its
adjacent lexical clues. Experimental result shows that the proposed method can extract 1,416

lexical clues from about ten million word size corpus and can recognize unknown proper

nouns in the test corpus in 92% precision rate and 72% recall rate respectively.

1. Introduction

Many current application systems of natural language processing have been developed
based on the assumption that all words within texts are registered in a
machine-readable dictionary. But, this assumption is wrong because there are many
unknown words in real texts (Park 1997) (Lee 1995) (Weischedel 1993).

In Korean, an unknown word can be a proper noun, an affix-derived word, or a
foreign noun, etc. Each kind of unknown words has different problems in being
recognized. Especially, recognition of an unknown proper noun has. two critical
problems. The first problem is that an unknown proper noun is difficult to recognize
in a word level analysis because a proper noun is classified according to its meaning
rather than its grammatical function. Moreover, the Korean proper nouns don't have
any surface features unlike the other language; English proper nouns use an uppercase
initial which is useful to recognize unknown proper nouns, but Korean proper nouns
don't have such a property. Therefore, recognition of unknown proper nouns requires a
kind of context analysis beyond a word level analysis. And the second problem is
that many proper nouns temporarily appear on texts, so it is inapproprivate to register
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them in a dictionary even if they are recognized. If we register temporarily used
personal rlames or place names in a lexical dictionary as soon as they are recognized,
then the dictionary becomes inefficiently large and causes many improper
morphological analyses (Park 1995) (Atwell 1987). Accordingly, unknown proper

nouns must be recognized in a real time without depending on a dictionary.
1.1. Existing Approach

Two existing methods are well known for dealing with Korean unknown proper
nouns. The first method is to split a josal from an eojeol2 which fails to be
morphologically analyzed and then to regard the head of the eojeol as an unknown
proper noun. And the second method tries to recognize unknown proper nouns by
using manually extracted lexical clues. :

The first method is based on the assumption that all eojeols including unknown |
proper nouns fail to be morphologically analyzed and all eojeols which fail to be
mophologically analyzed include unknown proper nouns. However, we observed that
some eojeols which fail to be morphologically analyzed do not include unknown
proper nouns but the other kinds of unknown words or orthographic errors. Moreover,
about 10% of eojeols including unknown proper nouns can be improperly analyzed3,
and the last syllable of an unknown proper noun can often be mistaken for the first
syllable of a josa (Park 1997). Therefore, this method suffers from some difficulties in
recognizing unknown proper nouns. '

- And the second method recognizes an unknown proper noun by using their
adjacent lexical clues. In this method, lexical clues are manually extracted by human
experts in advance. Therefore, - this method requires labor intensive work (Yang 1996).
Recently, a semi-automatic method has been reported to extract more lexical clues by
using some reliable lexical clues which are prepared by human experts (Strzalkowski
1996). In this paper, we present an automatic method of extracting lexical clues.

1.2. System Overview

Our method of recognizing unknown proper nouns consists of two stages as shown in
Figure 1. The first stage is to extract lexical clues, and the second stage is to
recognize unknown proper nouns by using those lexical clues.

YA josa is a tail combhined with a noun head in Korean.
2 An eojeol is a spacing unit in Korean like a word in English. An eojeol consists of one or more

morphemes. It sometimes corresponds to a word or a phrase in English.
% In our test corpus, 9.8% of eojeols including unknown proper nouns are improperly analyzed.
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Figure 1. System configuration

The first stage is implemented by lexical clue extractor. The lexical clue
extractor collects all eojeols which fail to be morphologically analyzeci, and selects
eojeols which include proper noun candidates. And then it extracts lexical clue
candidates from the adjacent known words of the proper noun candidates, and
determines whether each lexical clue candidate is a real lexical clue by estimating its
degree of Coupling with proper nouns. The degree of coupling with proper nouns is
estimated by using two probabilities: the probability that the lexical clue candidate
occurs in a set of the eojeols including the proper noun candidates and the probability
that the lexicai clue candidate occurs in an entire corpus. If the former probability is
larger than the latter probability, the lexical clue candidate is determined to be a real
lexical clue which can be used to recognize unknown proper nouns.

And the second stage is implemented by two processors: unknown noun
recognizer and unknown proper noun determiner. The unknown noun recognizer is a
kind of a preprocessor for recognizing unknown proper nouns and its function is to
extract unknown words from unknown eojeols and identify unknown nouns among the
extracted unknown words. And then, the proper noun determiner determines unknown .
proper nouns among the unknown nouns. In other words, this processor detects
unknown nouns which occur together with one or more lexical clues and determines
whether each unknown noun is an unknown proper noun by using its degree of
coupling with the adjacent lexical clues.
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2. Extracting Lexical Clues

Our method recognizes unknown proper nouns by using their lexical clues. Therefore,
the extraction of qualified lexical clues has a good effect on precision and recall rates
of recognizing unknown proper nouns. This section presents a method of extracting
lexical clues automatically from a very large raw cdrpus. First, we collect eojeols
which are expected to include unknown proper nouns. Most eojeols which include
unknown proper nouns fail to be morphologically analyzed. So, we gather all eojeols
which fail to be morphologically analyzed, and then filter out the eojeols including
affix-derived words# or spacing errors (Park 1995) from them5. The eojeols including
affix-derived words can ‘be found by the analysis of one-syllable affix6. Also, the
eojeols including spacing errors can be detected by using the existing method of
detecting spacing errors. Acéordingly, the remaining eojeols are expected to include
unknown proper nouns.

.In Korean, an eojeol can be splitted into a head and a tail, in which a head
consists of one or more lexical morphemes and a tail consists of zero or more
grammatical morphemes. A proper noun and a lexical clue are often combined to
become a head because they are lexical morphemes. Therefore, we split heads from
the above collected eojeols which are expected to include proper nouns and select
only heads having both a proper noun and a lexical clue. |

Figure 2 shows a detailed algorithm of collecting those heads and extracting
lexical clues from those heads. In the steps 1 to 3, we collect eojeols which fail to
be morphologically analyzed and filter out eojeols including affix-derived words and
spacing errors from them, and so remaining eojeols are expected to include only
proper nouns. And then, in the steps 4 to 8, we extract lexical clue candidates from
the adjacent known words of the proper noun candidates and measure their occurrence
probabilities that the lexical clue candidates occur near propef noun candidates. And in
the steps 9 to 11, we measure the occurrence probabilities that the lexical clue
candidates occur in the entire corpus. Finally, in the step 12, we compare two
occurrence probabilities of each lexical clue candidate and extract the lexical clues
which occur more often near pr;)per noun candidates than the other words.

* In Korean, affixes are very diverse and difficult to distinguish from the other words. i
°In Korean, most eojeols which fail to be morphologically analyzed include an unknown proper noun, an .
unknown affix-derived word, or a spacing error.

6 Generally, one-syllable affix analysis has not been performed in Korean language processing -systems
because it causes the overgeneration problem.
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/- Collecting eojeols including proper nouns

[a—y

Collect all eojeol E's that fail to be morphologically analyzed from corpus R.

n

Exclude eojeol E's with one syllable affix.

(98]

Exclude eojeol E's having any spacing error.

// Extracting lexical clue candidates and their occurrence probabilities

4: Extract head H's from the remaining eojeol E's.

5: Exclude head H's whose length is less than four syllables.

6: Construct a set X with head H's.

7: Extract lexical clue candidate ¢'s from each head H in the set X.
8: Estimate a probability P(c|X) for each lexical clue candidate.

//  Estimating occurrence prob.'s of the lexical clue candidates in a raw corpus

9: Extract all head S's from all eojeols within the corpus R.
10: Construct a set A with heads S's.
11: Estimate a probability P(cJA) for each lexical clue candidate c.

/I Selecting lexical clues by comparing above two kinds of probabilities.

12:  Select lexical clue candidates according to the following formula.

HdX) ¢,
P(dA)

Figure 2. An algorithm of selecting lexical clues

3. A method of recognizing unknown nouns

In Korean, unknown words can be classified into nouns, verbs and adverbs according
to their part-of-speeches. The number of unknown verbs and adverbs are small, but
they can not be neglected, and a proper noun is a kind of a noun. Therefore,
unknown nouns must be recognized from the unknown words before we try to
recognize unknown proper nouns. |

The existing methods of recognizing unknown nouns detect eojeols which fail to
be morphologically analyzed and generate every p0551b1e unknown word candidates
from the eojeols and then select optimal unknown word candidates by using stochastic
and/or linguistic informations. However, the existing methods have three critical
problems. The first problem is that those methods can't detect any unknown word
candidates from improperly analyzed eojeols which include unknown words, and the
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second problem is that those methods often overgenerate unknown word candidates
from eojeols which fail to be morphologically analyzed. And third problem is that |
those methods have difficulty in splitting an unknown noun and known words in the
same eojeol.

Figure 3 shows the basic idea of the existing methods’. In this figure, eojeols
o] &= Al o] [lee-sun-sin-eui] and g4 7} [won-jeong-ga-myeon] have unknown words ©]
&= Al[lee-sun-sin] and YA 7}[won-jeong-ga] respectively, but those unknown words are
not detected because the eojeols are improperly analyzed®. And two or more unknown
word candidates are overgenerated from eojeols QA 7} A E[won-jeong-ga-seo-do] and
o] = Al A+ THlee-sun-sin-jang-gun-man] which fail to be morphologically analyzed.
Moreover, the unknown noun ©]<$=Al[lee-sun-sin] is not exactly extracted from the
eojeol o] Al AT TH {lee-sun-sin-jang-gun-man], but ©] &= Al FT [lee-sun-sin-jang-gun]

is extracted.

Unk W Generated Candidates _
Texts nknown Word p Correct Candidate
T Candidate Null
o Al Generator | ", o
[lee-sun-sin-eui] #E It T +Nil o] 2 Aly + 7k
/" ™ ItAN + T S
MM T | Ity +TE "
: HAE I+ M Ty oI A Tl + A
Sjeong-ga-seo-d 2y YA Iy + A Tk
[won jeon,% ;ga Se0-do | A% + A T2 (o) ]
/
|.
Oeddadl O A2 By +Nil | | o] & A+ 2 + Th
[Lee-sun-sin-jang-gun-man) 0| Al A2y + Ok A
d ol 2 ANE20W+ Ly U
Ao Ol &2 U+ e 3l + B
[won-jeong-ga-myeon) I :
// T Null /l
"

Figure 3. The existing unknown noun recognizing method

Our approach, named an example analysis method (Park 1997), is based on a
comparative analysis of several example eojeols. We accept a candidate for an
unknown word only if the candidate is consistently applied to its example eojeols.

" The tag ‘N’ stands for a noun and the tags ']’ and 'E’ stand for a josa and an eomi respectively. In

this case, an eomi is a tail combined with a verb head in Korean.
8 The eojeol ©] %4l 2[lee-sun-sin-eui] should be analyzed into ©]<:Aln+2],, but it is improperly analyzed

into °]&n+t41 9y, and the eojeol YA 7FA[won-jeong-ga-myeon] should be analyzed into 973 7hv+Hg, but

it is improperly analyzed into 9&n+7}HN.
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Figure 4 shows the basic idea of the example analysis method. The example analysis
method comparatively analyzes the example eojeols ©]<=2l2][lee-sun-sin-eui] and ©]<=
Al ZF o+ ";'}[lee-sun—sin—jang—gun-inan] and then recognizes the unknown noun ©]<=4l
[lee-sun-sin] uriiquely. Also, this method comparatively analyzes the example eojeols
Y A 7} A Z[won-jeong-ga-seo-do] and YA 7}H[won-jeong-ga-myeon] and  then
recognizes the unknown verb A 7}[won-jeong-ga] uniquely.

Tex_ts Unlér;gv;irzl::feord Generated Candidate Correct Candidate
ol _é’:ﬂ o Generator / /
[tee-mn/;sm-eui > 0| 2AlN+ 2} | ol &=pAln + 7k
AN E g d
[won-jeong-ga-seo-d > A+ A T HA0b + M e
ol %ﬂ/%*EEE ! !
[lee-sun-sin-jang-gun-ma Ol =+ N + 2h | | ol vt 2y + Th
i i i
[wm—j%—;é;_jg_ﬁﬂyeon] — T HE BEohor S
I » i i

Figure 4. The example analysis method

Moreover, the example analysis method has a good effect especially on
recognizing unknown proper nouns by using their lexical clues because it can
effectively collect all distributed lexical clues.of each unknown proper noun. Many
proper nouns occur more than two places in their source text. Thus, two or more
different lexical clues can appear together with an unknown proper noun. Our proper
noun recognition method uses every distributed lexical clues to recognize unknown

proper nouns.
4. Recognizing Unknown Proper Nouns

As mentioned in the section 2, the method of extracting lexical clues is to construct
the set of heads including proper noun candidates(X) and the set of all heads(A), and
then regard the known word(c) as a lexical clue for recognizing the proper noun
when the occurrence probability of the known word(c) in the set(X), P(c|X), is larger
than the occurrence probability of the known word(c) in the set(A), P(c/|A). But, all
the extracted lexical clues don't have equal clue powers because the P(c|X), P(c|A)
and P(c|X)/P(c|A) can be different among the lexical clues. Therefore, it is necessary
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to estimate clue powers of each lexical clue and use these lexical clues differently
according to their clue powers.

The clue power is estimated based on the following two assumptions. The first
assuinption is that a lexical clue(c) with high probability P(c|X) guarantees the
recognition of many proper nouns. And the second assumption is that a lexical clue(c)
with high value P(c|X)/P(c|A) guarantees the exact recognition of proper nouns.
Therefore, the clue power(CPower, henceforth) is defined as follows:

_ X ; X)?
CPower(c) = p(dm*% = % 1)

Equation (1) deals with only one lexical clue, but an unknown noun can have
two or more distributed lexical clues. Therefore, we need to estimate the combined
clue power of two or more lexical clues. So, we extend Equation (1) to Equation (2)
assuming that the combined clue power of two or more lexical clues is equal to the
summation of the clue powers of the componet lexical clues®.

CPowcr(ci, 2y ooy Cn) = Zi CPowerc;) @)

For example, if lexical clues meseum and curator occur near a proper noun
candidate, the combined clue power of these lexical clues for this proper noun
candidate is as follows: '

CPower(  museum, curator ) = CPower( museum ) + CPower( curator ) -

By using two or more lexical clues together, even lexical clues with low clue
powers!0 can be used in recognizing unknown proper nouns.

After we estimate the clue power of lexical clues of an unknown noun, we
decide whether the unknown noun is a proper noun or not by comparing the clue
power of its lexical clues with the predetermined threshold value as shown below..

CPower(ci, c2, ...,cn) > T -

® In equation (2), ¢ is the i-th lexical clue of the unknown noun.
' There are two cases that a good lexical clue has a low clue power. The first case is that a data

sparseness problem causes the factor P(c|X) of the clue power to be low. And the second case is that a
lexical clue word has multiple meanings and only one meaning of them implies a clue. This case causes
the factor P(c|X)/P(clA) of the clue power to be low. However, these lexical clues are also used to
recognize unknown proper nouns if two or more lexical clues are used together and their combined clue

power is above the threshold.
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Determination of a threshold value is an important factor to recognize unknown
proper nouns. In this paper, we determine the threshold value based on the recall rate.
In an ideal case, all lexical clues extracted from the set of heads including proper
noun candidates(X) guarantees 100% recall rate. This percentage corresponds to the
summation of occurrence probabilities of all the lexical clues over the set(X). That is,
we can say each lexical clue affects the increment of the recall rate(R) by its
occurrence probability P(c[X). Therefore, we determine the appropriate threshold(T)
according to the required recall rate(R) as follows:11 .

T = CPower(Cx) where g‘P( ¢iX)>R and zP( ciX)<R k < N)

P(c|X)=P(c)X) (i >])

According to this formula, the threshold is decided to be CPower(ck) when lexical
clues(c;) are sorted in the descending order according to their ccurrence probabilities,
P(ciX), and the summation of P(ci|X) to P(cyX) is above the recall rate, but the
summation of P(ci|X) to P(ck.1|X) is not above the recall rate.

5. Experiment
5.1. Extraction of lexical clues

We extracted 274,682 unique eojeols which fail to be morphologically analyzed from
10 million eojeol size corpus. From those eojeols, we excluded eojeols having
affix-derived words and spacing errors, and constructed the set(X) with the unique
heads of the remaining eojeols. And then, we selected 5,486 lexical clue candidates
from the set(X) and estimated their occurrence probabilities in the set(X). Also, we
constructed the set(A) with 563,057 unique heads of the entire corpus and estimated
the occurrence probabilities of the lexical clue candidates in the set(A). And we
acquired 1,416 lexical clues by comparing the occurrence probabilities of the lexical
clue candidates in those sets(X and A). The CPowers of 503 lexical clues among
them are above the threshold with 80% recall rate!2. The table 1 shows the example
of lexical clues extracted with high clue powers. | |

"' N is the number of all lexical clues. ,
2 This means that unknown nouns with such a lexical clue in their neighbor are recognized

as unknown proper nouns. The other lexical clues are used to recognize unknown proper
‘nouns only if two or more lexical clues are used together and their combined clue power is
above the threshold.
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Table 1. The example of lexical clues

Lexical clue Meaning Lexical clue Meaning
9] $i[eu-won] member Xl Xl [seon-saeng] teacher
2 B [jang-gwan] minister Z Al[chul-sin] affiliation
t)] ¥ [dae-pyo] delegate 15 [geu-rup] business group
¥ 3 AHbyeon-ho-sal lawyer o} 3} E [a-pa-t] apartment
% & [chong-lea] premier A& [sa-jang] president of company
B 2 bu-jang] manager i] A [ji-yeok] district
vk A} [bak-sa] doctor tll 8} dae-hak] university
H 2 [byeon-won] hospital 7 A [jeong-gwon] regime
X [gyo-su] professor ol {4 ¢l [dae-byeon-in] spokesman
| 5 % [dae-tong-lyeong] president $] € [wi-won] committee
Z #chong-jang] president of university 2 g[eun-haeng] bank
A AHgeom-sa] prosecutor Wl 81 A [baek-hwa-jeom] department store

5.2. Recognition of proper nouns

To verify the proposed method, we used 120,000 word size test corpus collected from
newspapers and novels. Figure 5 shows the distribution of unknown proper nouns

within the test corpus and Table 2 shows the comparison between the josa splitting
method and the proposed method!3.

Unknown Words
3353

Unknown Nouns
3081

Figure 5. Distribution of unknown proper nouns

“ The threshold applied to the proposed method of recognizing unknown proper nouns is determined
when the expected recall rate is 80%.
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Table 2. The comparison between the josa splitting method and the proposed
method

Josa splitting method Proposed method
Item
recall precision recall precision
Unknown nouns 76.2 87.0 86.3 947
Unknown proper nouns 90.2 20.3 ' 71.7 924

According to Table 2, the josa splitting method is superior to the proposed
method in terms  of the recall rate, but the proposed method is much superior to the
josa splitting method in terms of precision. And, in Table 2, the recall rate of the
josa splitting method may be expected to be almost 100% because this method
regards all noun candidates as proper nouns, but it turns out to be only 90.2%
because the josa splitting method can't recognize unknown proper nouns from
improperly analyzed eojeols and such eojeols are 9.8% of all eojeols including
unknown proper nouns. And the precision rate of the josa splitting method is very
low because only about 20% of all unknown nouns were proper nouns at least in this
test corpus. On the other hand, the precision rate of the proposed method is very
high. And moreover, the proposed method can recognize unknown proper nouns from
improperly analyzed eojeols and split an unknown proper noun and known words in
the same eojeol. |

+6. Conclusion and Future Work

In this paper, we have presented a method of recognizing unknown proper nouns by
using automatically extracted lexical clues. Our method consists of two stages. The
first stage is to extract stochastically lexical clues which prefer to occur with proper
nouns. And the second stage is to recognize unknown nouns having one or more
lexical clues in their neighborhood and determines whether the unknown nouns are
proper nouns or not by applying the given threshold to the clue power of those
lexical clues. Experimental result shows that our method extracts 1,416 lexical clues
from about ten million word size raw corpus, and recognizes unknown proper nouns
in 92% precision rate and 72% recall rate respectively.

In the future work, we will cluster the selected lexical clues by Kohonen's
SOFM(Self-Organizing Feature Map) (Pandya 1996) to recognize unknown proper
nouns according to their categories. And, we will try to extend the scope of
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extracting lexical clues to the adjacent eojeols which are located near the eojeols

including unknown proper noun candidates.
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