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Abstract
Most parsers handling syntactic agreement detect the errors but rarely give enough
infor_matioh on how to correct them. Our interest here is the agreement error correction.
Thus, we suggest a multicriteria approach to guide the choice of the best alternative. We
propose three main criteria (frequency criterion, morphological criterion and typographic
criterion) which we apply to Arabic sentences in order to evaluate the alternatives, and we
show the interest of TOPSIS (Technique for Order Preference by Similarit}"f to Ideal

Solution ) as an aggregation method for the proposed criteria.

Key Words: Agreement error detection, agreement error correction, multicriteria

approach, TOPSIS, correction alternatives ranking.

1 Introduction

Many studies have dealt with the problem of agreement errors in written texts. Most of

them addressed the detection process rather than the correction one.

The correction process involves the problem of choosing the proper correction among
several alternatives. The first parsers left this choice to the user ((Ravin 88), (Coch and Morise
90)) although it can be done automatically and without hesitation in some cases. Therefore, the
next parsers opted for the automation of the process of choosing the appropriate correction by

using criteria to rank the correction alternatives. Thus the user is guided by the parser in order
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to choose the appropriate correction ((Lapalme and Richard 86), (Veronis 91), (Bolioli and al
92)).

The first criterion proposed to classify the possible corrections gives priority to the head of
the phrase ((Strube 90), (Genthial and al 90), (Genthial and al 94)) : the idea here is that the

writer takes more care to the main words (the governors) than the others (the dependants).

It is clear that this criterion is irrelevant if we deal with competence errors. In French these
errors are mainly omission or addition of silent morphological marks (e.g., the mark "s" of the
plural) (Veronis 88). In such cases, the governor can't be used for the correction even if the

user gives a particular care to the main words.

Moreover, if we consider the case where the agreement marks of the dependants are more
frequent than that of the governor, it is unfair to impose the correction according to the

governor features only.

These works prove that taking into account one criterion is not appropriate to differing
phrases. We think that more one criterion must be considered. The multiplicity of criteria can

handle the different causes of errors.

Our study of the Arabic language proves that we can choose three main criteria (the

frequency criterion, the typographic criterion and the morphological criterion).

This paper focuses the use of a multicriteria approach to classify the possible corrections in
order to choose the best one. This approach can be applied to any language even if in this

paper we choose the Arabic language.

We first present a brief overview of the method used to detect the agreement errors in
Arabic sentences. Then we propose three main criteria to evaluate the correction alternatives
and we present the techniques of scoring them. Finally, we show the interest of using TOPSIS
(Technique for Order Preference by Similarity to Ideal Solution) as an aggregation method of

these criteria.

2 Agreement error detection method

Most of studies agree with the necessity of parsing the apprehended text in order to detect
the agreement errors ((Blache 90), (Blache 91), (Genthial and Courtin 92)). But we think that

the accuracy and the robustness of the parser strongly depend on the typology of errors to be
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handled. Thus, to detect the past participle agreement errors, a robust parser is required in
order to identify the correct syntactic dependencies (Lapalme and Richard 86). Whereas, to
handle agreement errors in gender and number, we think that a partial analysis can be
sufficient. We proposed in ((Ben Hamadou énd Belguith 96a), (Belguith and Ben Hamadou
96b)) a global analysis approach applied to Arabic and termed "Extended Syntagmatic
Analysis". This approach aims to group, in the same sets, all the units of the phrase concerned

by at least one agreement rule. The resulting sets are termed the "Extended Syntagms".
The proposed approach is based on two main steps which may be summarised as follows :

Step 1: Identification of the initial syntagms

The initial syntagms are mainly identified by the location of the "Function words" (i.e., the
particles, the prepositions, etc.). These words are used to identify the syntagm boundaries. We

can distinguish three categories of "Function words":

e words which separate two consecutive syntagms and do not belong to any one of them

(e.g., prepositions, coordinating conjunctions, etc.)

e words which start a syntagm and belong to it: this is the case of demonstrative

pronouns, relative pronouns, etc.

e words which end a syntagm and are referred to previous words which do not belong to

this syntagm (i.e., possessive pronouns).

Step 2: Constitution of the "Extended Syntagms"

The constitution of the "Extended Syntagms" is guided by a rule set which aims 1o extend
the initial syntagms by all the units of the phrase (function words or initial syntagms) that have

a dependency relationship. -

The result is a list of independent syntagms in which we can, separately, apply the process
of agreement error detection. The detection process can be reduced tc a simple unification

process of the morphological features of all the constituents of the extended syntagm.
Example :
Let us consider the sentence : ' s y3l adasly oy M wlal fll alall sl

. tst2 11 _
(The tralneefem.plu. nursefem.sing- took care masc.sing. Ofthe p.atlentmasc.sing. and gave fem.sing- hlmmasc.sing

some medicines)
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The location of the function words: "<" (1), "," (2)," ¢" (3) entails the decomposition of
the sentence into the following initial syntagms :
SIi={ wlai;ll (trainee) , izl (nurse), el (took care) }
SI= { = (patient) }
SIi= { ksl (gave) }
SLi={ o ‘(him) }
SIs= { ¢\, (medicines) }
The result of the "Extended Syntagmatic Analysis" is given by :
SE,={ ksl (gave), —laill (trainee) , i)l (nurse), ¢ (took care) }
SE,={ o (him), =\ (patient) }
SE;= { :,4i (medicines) }
| ‘The detection process can be done separately in eé.ch extended syntagm’.

Let us consider SE;. The units of SE; and their features can be represented by the following

figure” :

| ol 3l Lol 22 e
, trainee nurse tocL)f:c;are gave
Gender | F _____________________ F ___________________ M ____________________ F ) —> Error in gender -
Number _ P _____________________ S ____________________ S ____________________ S —> Error in number
Tense X X A A
Personal [ 3 3 3 3
pronoun

The unification process of the unit features of SE; fails in terms of gender and number.
3 Agreement error correction method
Upon many correction alternatives, the choice of the best alternative may be obvious : this

is generally the case of phrases involving few errors since the best solution is the same in terms

of all points of view. For instance, the sentence ' Sidb ifudl 3 sy opdll oY YV (the

1 SE; is a singleton, so it is not concerned by the detection process.

2 Gender : F(Feminine), M(Masculine).

Number : S(Singular), P(Plural), D(Duel)

Where Duel refers to two persons and plural refers to more than two persons.
Tense : P(Present). F(Future), A(Past).
Personal pronoun 1 1.2,3.

62



childrenmsept Who playSmascsing in the garden areémascp my students mascp) has two possible
corrections : the first one aims to line up the sentence with the singular, however the second

one favors the plural.

To classify these corrections, a first point of view consists of minimizing the number of
errors and therefore aims to favor the correction which features are the most frequent. An
other point of view may favor the correction that minimizes the number of typographic

transformations.

We can remark that the second alternative (plural) is the best one according to the two
points of view (three word in the plural and only one in the singular; addition of two letters

versus an omission of five letters and a substitution of one letter).

Nevertheless, the best correction is not usually the same according to all points of view.
For example, if we consider the sentence 'Oyl 3 1p=# Lozl prall i’ (The little masc. sing.
and dynamic masc,_si;.g_ 8irl femsing Succeeded mascpi. in the exam), the best correction given by the
frequency criterion (first point of view) is the masculine-singular. Whereas the typographic
criterion (second point of view) favors the correction with the feminine-singular.
Consequently, the choice of the best alternative requires a careful analysis and, inevitably,
needs a negotiation between the considered criteria. In the following section, we present the
basic concepts of a multicriteria approach and we show how it is appropriate to this kind of
problems. |

3.1 Basic concepts of the multicriteria approach

Our multicriteria decision problem can be defined as follows :
Let X={xi, ..., Xa} asetof correction alternatives and let F = {fi, ..., f;} a set of criteria. The
evaluation function of an alternative x; according to criterion f; is denoted by :
£: X R |
x - £(x)
Each criterion has to be maximized. The problerh can be written as follows :
"Max" f(x)= (fi(x), f2(x), ..., £i(x))

subject to xeX
We say that x; dominates x, if Vi, fi(xq)>fi(x2) (f(x1)#f(x2)).

A correction alternative in X is said efficient if it is not dominated.



In order to determine all efficient correction alternatives, we can use one of the following

methods :

q . . .

1. P(a)=Max Zajfj (x) ;>0 , Zlaj =1, where oy is the associated weight of the
j =

criterion f;. The solution of P(c) is an efficient correction alternative.

2. The ideal correction alternative (x*) is the point in IRq whose cordinates are :

(Y1, --» Yq) where y7 =Max f;(x) j=1,..,q
X

P(d) = Min (d(f(x%), f(x))), where d is a distance (e.g., Euclidean distance).
X

The solution of P(d) is generally an efficient one.

In our work we will use TOPSIS (Technique for Order Preference by Similarity to Ideal
Solution) which is advocated to cardinal criteria and uses a combination of P(c) and P(d) to

rank the efficient correction alternatives.

3.2 Main criteria to evaluate the correction alternatives
When the detection of agreement errors involves many correction alternatives, choosing
the best one is not usually a simple task since it requires the ranking of the alternatives

according to many criteria.

We propose three main criteria to evaluate the correction alternatives in Arabic sentences :

the frequency criterion, the morphological criterion and the typographic criterion.
3.2.1 Frequency criterion

The frequency criterion is measured by the occurrence of the alternative features in the
sentence. This criterion favors the alternative whose features are more frequent in order to

minimize the agreement error number. For example, the sentence :

N ada agpadd (3 ol Y el i (ThiStem. sing. 8iTlfem sing. WhOfempl. Playtempt. in the garden is
very beautifulemsing) i corrected in the singular (only two words corrected) rather than the

plural (three words corrected).

To determine the score of an alternative x according to this criterion, we sum the
occurrence of the pair (gender, number) with the occurrence of the tense and that of the

personal pronoun. We obtain the following :

fi(x) = Occ(gender, number) + Occ(tensé) + Occ(pérsonal pronoun)
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where Occ is the occurrence of the specified feature’.

Let us consider the sentence presented above, the units concerned with the agreement and

their features are represented in the following figure :

Gy @) o Gy s bemif
Gender | F F F = =
Number S S P P 3
Tense X X X P <
oS EY I 3 B EN R EY RN ET |

~ There are two possible corrections :
x,= feminine, singular, present, 3

x,= feminine, plural, present, 3

The outcomes of these alternatives are respectively :
fl(Xl) =Q0Occ (F,S) =3
f1(X2) =Q0cc (F,P) =2

Thus in terms of this criterion, we choose x; as the best correction since fi(x:) is greater than

fl(X2).
3.2.2 Typographic criterion

This criterion is devoted to agreement errors which have a lexical origin. These errors can
not be detected by the lexical analysis given they belong to the lexicon; however they are
detected by the parser as agreement errors since they didn't fire the agreement rules. For
instance, in the sentence : ' 4kl 3 gy s el JFEWNCRAT (The littlegem pi. irlfem sing. PlaYtempl.
with their gmp bicycle in the garden), it is clear that the agreement error in number between the
noun 'c—J'" (girl) and the other units of the phrase has a lexical origin. So, in order to write
‘oLl (girls), the user can omit the letter ' and then writes the word ' (girl) which belongs

to the lexicon.

To carry on this kind of errors, the typographic criterion favors the correction which
minimizes the typographic transformations of the erroneous words. In most cases these

transformations can be either an omission of a letter (e.g., ' <\’ (girls) > ' ' (girl)), an

* If the specified feature doesn't fail in terms of the unification process, we attribute zero to its associated occurrence.
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addition of a letter (e.g., "I’ (student)mascsing. —> ‘4’ (student)eemsing) OF a substitution of a
letter by another (e.g., 'O)—igs' (engineers)mascp. —> 'Olwdigs (engineers)muscduet). The
permutation errors occur in some cases and they are genérally followed by one of the errors
presented above (e.g., 'wlutigs' (€NGINEETS)fompt. —> 'Oliwikigs’ (ENGINEETS)gem duel : PErMutation of

two letters and omission of a letter).

To take into account the transformations necessary to correct an erroneous word, we
assign the following ordinal scores to the different kind of errors (Ben Hamadou 93) :
e score of a letter omission (W, = 0.25)
e score of substitution of a letter by another ( W = 0.5)
e score of permutation of two letters (Wp =(0.75)

e score of a letter addition (W, = 1)

These scores are chosen according to the frequency of each kind of error. For instance,
the writer can omit a letter where it is necessary, but rarely adds one where it is not.

Consequently, the score of omission of a letter is strictly lower than that of the addition.

The outcome f5(x) of an alternative x in terms of this criterion is the sum of the scores of
the different typographic transformations which affect the erroneous words. For instance, to
change the word 'JW' (studentmascsing.) by the word 'adb' (students mascpi.) there is a total score

of 1.25 (addition of a letter and omission of a letter).

3.2.3 Morphological criterion

Generally, the correction of an erroneous word requires the change of some of its letters.
Thus, in English, to conjugate a verb in the present with a plural personal pronoun, we omit
the letter 's' from the singular form (e.g., he eats — they eat). Howevef, in French, we must
add the letters 'ent' (the plural mark) (e.g., il mange masc. sing. —> il mangent masc. p1.). The same
thing is used for Arabic since we add the plural mark which is generally represented by one or

many letters (e.g., JSt y2 > 050 o).

We can say that the change of the tense or the personal pronoun of a verb requires the
addition/omission of some of its letters. This is not usually the case for the nouns and
adjectives since many words have restricted morphological features. For example, the noun
'J>,' (man) can be only masculine and the adjective '}-\~' (pregnant) can be only feminine. In

these cases, to change the morphological features of a word, we must change the root of the
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word. For instance, the masculine form of the word 'c-' (girl) is ', (boy) (the second word is

not derived from the first one since they didn't share the same root).

To handle this kind of errors, the morphological criterion favors the corrections that do
not change the root of a word. Consider the sentence : 'i~li OSL «udi' (The girlgemsing
€atmascpl.  an apple) which includes an agreement error in gender between the subject ' ' (girl)
and the verb ', Y (eat). The best alternative in terms of this criterion is the feminine-singular:
it is more simple to correct the verb by changing some of its letters (a substitution of a letter by
another and a deletion of two words) than to change the noun by another which is not derived
from it. The idea here is that the user may omit or add some letters by mistake rather replaces a

word by another.

This criterion, which we have to minimize, is measured by the occurrence of such words in
the sentence. Each alternative x is evaluated by a score f3(x) that represents the number of

words with restricted morphological features to be corrected.
4 Criteria aggregation by the TOPSIS method
4.1 Main steps of TOPSIS
TOPSIS is a multiple criteria decision making method (MCDM) devoted to cardinal
criteria.
| According to this method, the best solutions are defined to be those which are farthest
from the negative-ideal point (the alternative with worst scores on all criteria) as well as closest

to the ideal point (the alternative which has the best scores on all criteria). The ideal point and

the negative-ideal point can be two artificial (not feasible) alternatives. |

The various steps of TOPSIS may be summarised as follows ((Yoon and Hwang 81),
(Hwang and Yoon 85)) :

step0: Construction of the decision matrix

Let Y=(y;).i=1..n, j=1..q be the decision matrix such that y;; = f;(x;) .

y; is the outcome of the alternative x; with respect to the criterion fj and Y represents the

outcomes of each alternative in terms of all criteria.
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stepl: Construction of the normalised decision matrix

This step tries to transform the various attribute dimensions into non-dimensional attribute

in order to allow comparison across the attributes.

The corresponding element of the normalised decision matrix can be calculated as :

S F | N i=1,..,n j=1,.,q

v n %
2

step2: Construction of the weighted normalised decision matrix

~This matrix is obtained by multiplying each column of the normalised decision matrix with

its associated weight (o). An element of the new matrix will be :

Vi = 0OL:T:: 1=1

ij = O T

; J=1,...,q

step3: Determination of ideal and negative-ideal solutions

The ideal solution (x * ) is defined as :

+ + o+ + +
X = {Vl,Vz,...,Vj ,...,Vq}

+ . . . '
where Vi —-{miax Vij,jEJ, mim Vij JGJ}

J is the set of criteria to be maximized (frequency criterion) and J' is the set of criteria to be

minimized ( typograpliic criterion and morphological criterion).

The negative-ideal solution (x ™) is defined as :

X = {v[, VoV v;}

where v

={mi1n Vij]EJ, miax Vii _!EJ}

step4: Calculation of the separation measure

This step tries to measure the separation (in terms of Euclidean distance) of each
alternative from the ideal solution as follows:
3
2

q
S;" = Z(Vij—v}')2 i=1,...,n
. j= 1
Similarly, the separation from the negative-ideal solution is given by :

%

q

o 42 P

ST = Z(Vij_vl) 1=1,...,n
j=1
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step5: Calculation of the relative closeness to the ideal solution

The relative closeness of an alternative x; with respect to x" is defined by :

ct = Si

" (s est)

Then the preference order can be obtained according to the descending order of Ci+ and

n

ey

o<ci+<1 i=1,.

the best alternative will be defined as the one which is closer to x * than to x ™.

4.2 Weighting the different criteria

In the following we presént subjective weighing criteria experimented on a variety of real
sentences. |

Determination of the weight of the ﬁequencv criterion (q;)

The frequency criterion is more important when the difference in terms of score between

the best alternative and the other ones is very important.

Then, o, may be defined by :

n

oy = D (Maxfi (x) - £ (x)))

i=1

Determination of the weight of the morphological criterion (¢,)

Our experimental study of test sentences shows that o, depends on o; if (o # 0)

otherwise it depends on the frequency of the alternatives :
If Max fi(x;) > 5 Max f5(x;) then a; is more .important than o,
If Max fi(x;) < 5 Max f5(x;) then o, is more important than o;.

o, may be defined as follows :

if ooy # 0 then
1

gocl if Max fj(x;) > 5 Max f,(x;)
(12 = 1

— if Max fj(x;) <5 Max £, (x;)

(&3] '
if oy = 0 then

% Max fi(x;)  if Max f)(x;) > 5 Max f,(x;)
Ay =

1

_ if Max f;(x:) <5 Max f, (x;
Max fl(xi) l( 1) 2( 1)
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Note that (1/5) represents the trade-off between the morphological criterion and the frequency

criterion.

Determination of the weight of the typographic criterion (as)

n
oz depends on the typographic gaps (Z (Maxf3(x;) — f3(x;)) ) and conversely depends
1

i=1

n
on the frequency gaps (z (Maxf;(x;) — fi(x;))). oz may be done by :
1

i=1
2. (Max fy(x;) - f3(x;))
=l o, #0
0
0‘3 =< n
> (Max £ (x;) = 3(x;)
i=l If(x.l =0
L Max £ (x;)

Note that the weights (a1 , o> , o3 ) are calculated on the basis of the normalised decision

matrix and since they must satisfy the constraints :

oj

q _
~ E: _ 1, we will normalise them by : i~

OSajsland aj—l y Za
=1 2%

=1

4.3 An illustrative example
Let us consider the sentence : 'Lugs Lagelss bz gy 05yl orlon] 2l for M1 1da* (thiS mage sing. TiCh
femsing. TN mage.sing. TENtEAmasc.sing. tWO ShODPS and Put masc.duet their mase.auet F0Ods in them )

The result of the "Extended Syntagmatic Analysis" is given by the folloWing extended

syntagms :
SE;= { L (their), 5 ( put), ,~{s] ( rented), & (rich), J i ( man), is (this) }
SE;= { L (them), o 51>~ (two shops) }

Let us consider SE;. The features of SE; may be represented by the following figure which

shows the errors in gender and number.

i S foh  demsd o e
Gender  ff] ™ M| F| M|l Ml M —» Error in gender
‘Number S ............... S mni S .............. S ORI -ﬁ----iffiiiiiiiiii D _» Error in number
Tense X X X P P X
Presonal 3 3 3 3 3 3
pronoun
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Clearly, there are three correction alternatives :
x1: Masculine, singular
X,. Masculine, duel

x3: Feminine singular

The scoring of these alternatives in terms of the criteria is given in the following decision

matrix :
Xy X2 X3
Frequency Criterion 3 2 1
Morphological Criterion 0 0 1
Typographic Criterion 4 1,75 7,25

According to this matrix, we can conclude that x; is dominated by x; and x,. x; and x; are
two efficient solutions.

stepl: Construction of the normalised decision matrix

X1 X2 X3
Frequency Criterion 0,80 0,534 | 0,267
Morphological Criterion 0 0 1
Typographic Criterion 0,472 | 0,206 | 0,856

step2: Construction of the weighted normalised decision matrix

The weights of each criterion are respectively :

o = (0,8— 0,53) + (0,8 — 0,267)=0,8 o =0,239
o = LS ~ 125 Normalised weights > 02=0373
0,856 - 0,472 0,856-0,2 =
o = (0,85 ,472) + (0,85 ,206) ~ 129 oz = 0,386
038
The normalised decision matrix is the following :
X3 X5 X3
Frequency Criterion 0,191 | 0,127 | 0,063
Morphological Criterion 0 0 0,373
Typographic Criterion 0,182 | 0,079 | 0,331

step3: Determination of ideal and negative-ideal solutions

Ideal solution | Anti-ideal solution
14 v
0,191 0,063
0 0,373
0,079 0,331
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step4: Calculation of the separation measure

X1 X2 X3
S+ 0,102 | 0,063 | 0,468
S- | 0,422 | 0,455 0

step5: Calculation of the relative closeness to the ideal solution

S+ | S~ | C+ | Ranking
x: | 0,102 | 0,422 | 0,804 2
x: | 0,063 | 0,455 | 0,876 1
x; | 0,468 | 0 0 3

x, has the best ranking, thus the best correction is obtained by lining up all the words of

the erroneous sentence by the Masculine- Duel :

”l—-“h:‘ Lagelus L"*"’jJ U.‘.:j\—" ‘J"’t':"""L 0‘—:"““ OM"’J‘“ olda (thesemasc. Duel rich masc. Duel  INEMN masc. Duel

rentedmase. puet tWO Shops and put masc Duet their mase puet g00ds in them).

S Preliminary 'Experiment

A prototype implementation of the proposed method called ' DECORA!' is developed using
the C++ programming language with WINDOWS environment.

In order to evaluate the DECORA performance, 300 sentences are chosen from real texts
written by secondary school students. The sentences are various : they contain from 1 to 4

extended syntagms and each syntagm contains a maximum of 9 words.

The sentences are corrected by a human expert whom we ask to classify them in the three
following classes :

Class 1 : sentences which corrections are obvious,

Class 2 : sentences which corrections are not obvious and are somewhat challenging.

Class 3 : sentences which corrections need a very careful analysis to choose among the

possible ones.

The same sentences are processed by DECORA. The results of the comparison between

DECORA and the expert corrections are given in the following table :

(A) ®B) 1 2 >3
1 100% | 0% 0%
2 85% | 13% | 1%
3 4% | 21% | 5%
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(A) : Sentences classes

(B) Ranks of the corrections proposed by DECORA which are similar to the expert

corrections.

As shown in this table, for the first sentences class, all corrections proposed by DECORA
as the best ones are similar to those given by the human expert. 85 % of sentences of the
second class are corrected in the same way by DECORA and the expert. This percentage
decreases to 74 % for the third class. DECORA's best proposed corrections of the reminding
sentences are different from those of the expert. Generally, these sentences haye more than
one plausible correction (i.e., they have very close scores). The expert may in some cases be
hesitating between two or more possible corrections and then the choice of the best one is
almost made at random. However, DECORA can make distinction .between these alternatives

by ranking them according to their scores.

Note that in some cases of the third class, different human experts may have different opinions
about the best correction. In fact they may disagree with the relative importance of each
criteria.

We think that the obtained results are very satisfying and we hope to obtain better results by

studying more real sentences in order to improve the criteria weights.

6 Conclusion

As the correction process of agreement errors is not usually a simple task since the choice
of the best correction alternative requires a careful analysis, we think that the use of a

multicriteria approach to guide the correction process is very interesting.

In this paper, we proposed three main criteria (the frequency criterion, the morphological
criterion and the typographic criterion) to rank the correction alternatives of Arabic sentences.
We presented the techniques of scoring the correction alternatives in terms of the considered
criteria. Finally, we showed that using TOPSIS (Technique for Order Preference by Similarity
to Ideal Solution ) as an aggregation method of the considered criteria is well appropriated for

our problem and the obtained results are very satisfying.
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