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Abstract ‘

The task of word sense disambiguation is to identify the correct sense of a word in
context. In this paper, we define a new notion, classification information, based on the
Shannon's information theory. The classification information of a word consists of the pair of
the most probable class MPC and the discrimination score DS. In the sense decision of the
target word, the MPC of a surrounding word represents the sense of the target word most
closely related, and the DS represents the degree of correlation between the AMPC and the
surrounding word. When a new sentence containing the target polysemous word is given, the
sense of the target word is determined to the most plausible sense based on the classification
information of all surrounding words in the sentence. Experimental results show that the
average accuracy of the proposed method is 84.6% for the Korean data set, and 80.0% for
the English data set.

1. Introduction

The task of word sense disambiguation is to identify the correct sense of a word in.
context. The different meanings of a word are listed as its various senses in a
dictionary. The improvement in the accuracy of identifying the correct word sense will
result in better machine translation systems, information retrieval systems, etc.(Ng
1996).

There have been many approaches to solve word sense disambiguation problem.
In the earlier, (Kelly 1975) and (Weiss 1973) made use of hand-coded knowledge.
Therefore, it is nearly impossible to apply those approaches to practical systems
because it is quite labor intensive to construct rules manually in those approaches(Gale
1992). ' | ’

Recently, various knowledge sources have been utilized to resolve word sense
ambiguity. One group acquired knowledge from machine readable dictionaries, and the

other group acquired knowledge from sense tagged corpora. The first group of
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researchers, (Lesk 1986), (Walker 1987), (Luk 1995), and (Ide 1990), use machine
readable dictionaries, such as Oxford's Advanced Learner's Dictionary of Current
English, to resolve word sense ambiguity. They try to develop a program that can
read an arbitrary text and tag each word in the text with a pointer to a particular
sense number in a particular dictionary. However, those approaches do not seem to
work very well because dictionaries simply do not record enough of the relevant
information. :

The second group, such as (Miller 1.994), (Leacock 1993), (Yarowsky 1992),
(Bruce 1994), and (Ng 1996), acquired knowledge from a sense tagged corpus in
order to solve word sense bdisambiguation problem. They extracted unordered set of
surrounding words, part of speech of target words, morphological forms, or syntactic
relations from corpus. In order to employ those extracted information, they used
statistical classifiers, neural networks, IR-based techniques, or exemplar-based learning
method. The approaches based on a sense-tagged corpus can reduce human inter-
vention, and report relatively high accuracy.

Recently, there are a few approaches to overcome knowledge acquisition bottle-
neck problem. Yarowsky(1995) proposed an unsupervised training method, and Gale
(1992) used a bilingual corpus in order to solve knowledge acquisition bottleneck
problem.

In this paper, we propose a method of resolving word sense ambiguity based on
minimal information extracted from a sense tagged corpus. For this research, we
define the classification information which can be represented by the most probable
class(henceforth, MPC) and the discrimination score(henceforth, DS).

This paper is organized as follows. In the following section, we define the
classification information. In the section 3, we apply the classification information to
the word sense disambiguation problem, and then we show the experimental results in
the section 4. Finally, we discuss the characteristics and problems of our method, and

present the possible way of overcoming the problems in future.
2. Classification Informations

In this section, we define the classification information to determine the sense of the
target word. The classification information is formalized form of information involved
in each surrounding word. The classification information of a surroundihg word
consists of two fields, the MPC and the DS. The MPC of a surrounding word
represents the sense of the target word most closely related, and the DS represents
the degree of correlation between the MPC and the surrounding word.

Shannon(1951) understood information as a liberty of choice. The liberty of

choice is granted on a selected message among various .messages which can be

50



produced by information sources. He thinks that the uncertainty grows in proportion to "
the amount of the increased liberty. Moreover, he measured the uncertainty by the
entropy, and the measure becomes the average information value per message. The

information value of the 7-th message in the entropy equation is logyp;, which is
determined by p;, the occurrence probability of the message. So entropy, H, be-

comes the average information value of » messages.

H=-— leilog ob; . | M

From the viewpoint of the information theory, each surrounding word can de-
crease the uncertainty of the given target word. The word, which can decrease much
uncertainty, has more discriminating ability. Therefore, assuming that the size of data

for each sense is the same, the noise produced by the surrounding word w, is

defined as
noise, = — Z} p(sensejw,)log op( sensejw,)
_ freq(sense;, w) freq(sense;, wy) 2)
S fref(wy) BT frea(wy)

where # is the number of senses, and p;, the occurrence frequency of surrounding
word w,, represents p(senselw,), the conditional probability of semse; given the su-
rrounding word w,. In the equation (2), noise, has the value from 0 to log,z and
it has maximum value when all occurrence probabilities of w, are same. The word

whose noise is high has low discriminating ability and provides little assistance for
determining the sense of the target polysemous word. Therefore, we can measure the
~discriminating ability with the reverse function of noise as shown in the equation (3).

DS, = signal,= log yn— noise, 3)
The MPC can be calculated according to the equation (4).

freq(sense;, wy)
freq(wy)

The equations (3) and (4) are based on the hypothesis that the size of data for

4

MPC,= argmax; p;= argmax; p(sense]w;) = argmax ;

each sense is same. However, the difference among the size of data may have an
effect on the values of the MPC, and the DS,. Therefore, the normalization based

on the data size is required. The normalized occurrence probability p, is defined as
the equation (5).
Iy N(senses)

5= Nsense 1)  pwisense 1)

Zi ijL ;5;1 pwysense j)

M sense j)

(%)
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where N(sense;) represents the data size of ;-th sense, and MN(senses) represents the
average of N(semse;). The equation (6) shows the modified formula of #noise, based

on the equation (5).

M w,lsense 1)

i‘. wlsense 1)
— log

nowsy = — 21 bilog, D= 2, )
. - Zl;b( wysense 7) Z]l p(w)sense 7)

(6)

In the equation(6), noise, also has the value from 0 to log,n. The normalized
DS, can be calculated by applying the equation (6) to the equation (3). The nor-
malized MPC, can be acquired by the equation (7).

MPC,= argmax; b; (7
3. Sense Decision Using Classification Information

With the following sentence, we will explain the import of the classification infor-
mation in the word sense disambiguation.
Several financial institutions, both banks and insurance companies, have

been sounded out.

In general, human refers surroundihg words in order to determine the sense of
the polysemous word 'bank'. However, not all of the surrounding words can provide
clues for the sense decision. The surrounding words, 'financial', 'institution', 'insurance’,
and 'company' provide important clues. On the other hand, 'several’, 'have', 'be/,
'sound’, and 'out' provide less information to the sense decision. The words providing -
important clues occur frequently in the sentence that the word 'bank' is used as one
specific sense, but occur rarely in the sentence that the word 'bank' is used as other
senses. Consequently, important clues have high DS value in the classification infor-
mation.

Because the classification information provides the importance of the surrounding
word, we can easily determine the sense of the target word with the summation of
DS of all surrounding words. The sense of the target word contained in a sentence

S= {w,, wy, --~w,} can be determined by the equation (8).

MPC(S) = argmax; 3. DSK() ®
where the discrimination score of w, over semse;, DS,(i), is defined as the equation
.

0 otherwise
For example, the table 1 presents the sense decision in a sentence containing



Training phase Testing phase
surroundin DS,(7)
®| mpc, | Ds,
words sense 1 sense 2 sense 3 sense 4
wy 3 0.7324 0 0 0.7324 0
Wy 2 1.3881 0 1.3881 0 0
ws 2 0.9077 0 0.9077 0 0
Wy 4 0.3140 0 0 0 0.3140
ws 3 0.2663 0 0 0.2663 0
Wy 1 0.5817 0.5817 0 0 0
wr 2 0.8203 0 0.8203 0 0
wg 3 0.4938 0 0 0.4938 0
i‘\DSk( Z) 0.5817 1.4925 0.3140
1= e
sense of the target word sense 2

Table 1. An example of sense decision using the classification information

words w;~ wg. The DS, is assigned to DS,(z) if 7 is the MPC of w,, and 0

otherwise. Therefore the value of DS;(3) becomes 0.7324 and other values of
DS,(i) becomes 0, because the MPC of w, is semse; and the DS of w, is

0.7324. Finally, we determine the sense which has the maximum 2.DS,(7) as the

most plausible sense of the target word.

Our word sense disambiguation method is tested with the data from two languages,

4. Experimental Results

one is Korean and the other is English. Probably, our method can be applied to any

other language because only the occurrence frequencies of surrounding words are

required to determine the word sense.

4.1 Korean Word Sense Disambiguation

Words

Senses

1l (Pae):NN

the belly(f§), a pear(Z!), a boat(#), an embryo(FF)

. A ZH(Jeon-Ja):NN

an electron(#J-), the former(Fj¥)

ZHtH(Kam-Ta):VV

close one's eyes, wash, wind

4 7] th(yeol-Ri-da):VV

open, hold a meeting, spread a space,

make way for a person, start up,

enlighten, make out what a person say

Table 2. Four Korean polysemous words and their senses




Word Inside test Outside test
baseline | accuracy | improvement | baseline | accuracy | improvement
Hj(Pae) 61.4% 92.8% 31.4% 69.6% 78.3% 8.7%
A Z}(Jeon-Ja) 87.3% 98.0% 10.7% 69.5% 81.0% 11.5%
7+ th(Kam-Ta) 60.3% 98.4% 38.1% 80.8% 84.9% 4.1% -
< 2] th(yeol-Ri-da) 68.8% | 100.0% 31.2% 70.3% 81.6% 11.3%

Table 3. The results of inside and outside test

For the first experiment, we select four target polysemous words, extract
concordances of those words from 10 million size raw corpus, and manually tag the
sense of the word. In the outside test, we select the 80% of the concordances as a
- training set and the remaining concordances as a test set. The table 2 contains the
target polysemous words and their senses. ' |

The table 3 contains the result of the inside test and the outside test acquired
from 100 trials. The baseline method in the table 3 represents the primitive method
that always selects the most frequent sense. In the inside test, the accuracy of our
method is much higher than the baseline method. From this result, we can say that
the classification informations reflect the implicit informations of the training data set
very well. However, the averagé accuracy in the outside test is about 84.6%. We
think that one major reason of the low accuracy is the data sparseness. We also think
that morphological ambiguity has bad effect on word sense disambiguation since we
use the raw corpus for training and testing. B |

The table 4 shows the average difference between the DS of the correct sense
and the maximum DS of incorrect sense per word. The values in the table 4 are

calculated by the equation (10)where N is the number of words in the sentence and

c¢s denotes the correct sense.

I ngSk( cs) —{argmax ; ;+ g:lDSk( DY (10)
N

As shown in the table 4, the average differences of DSs are much smaller in

the case that incorrect senses are selected. We have made an experiment that admit

Words Successful case Failed case
H]] (Pae) 0.2905 ' 0.1337
7 Z}H(Jeon-Ja) 0.1595 0.0936
ZFcH(Kam-Ta) 0.2683 0.1062
< 2] th(yeol-Ri-da) 0.3017 0.1360

Table 4. The differences between DS,(7)
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Figure 1. The reliability and the acceptance rate of reservation strategy

the empty decision. The empty decision - represents the case when the word sense
decision is deferred if the average difference of DS per word is less than the
threshold calculated by the equation (11).

log o7

Threshold= (11)

In the

equation (11), we do not use the single constant value as the threshold. The more

where a is a arbitrary constant value and # is the number of senses.
sense the polysemous word has, the greater value the average difference of DS per
word has. Therefore, the empty decision rate increases in proportion to the number of
senses, if the threshold has the single constant value. In order to acquire the consi-
stent result for all polysemous words, we make the variable threshold in proportion to
the maximum of the average difference of DS per word. For example, if the value

of @ is 5, then the empty decision breaks out when the average difference of DS

per word is less than %(=20%) of the maximum value.

The figure 1 show the experimental results of the reservation strategy. The
reliability means the proportion of the correct decision to the total number of decision.
The acceptance rate means the proportion of the decided sentences to whole input

sentences.



WSD research accuracy 1o —

baseline 53% gg
Black(1988) 72% .
Zernik(1990) 70% 50
Yarowsky(1992) 72% 30
Bruce & Wiebe(1994) 79% 2 :
Ng & Lee(1996) 89% 0 u

N O v O W O W O Ww o
- ~— N N O M F T W0

proposed method 80%

) . . Figure 2. The result of reservation
Table 5. Comparison with previous works

strategy - interest:NN

As shown in the figure 1, we can improve reliability by a little loss of accep-
tance rate with the reservation strategy. Therefore, we expect that we will get high
accuracy if other word sense disambiguation method is additionally employed to our

method as a post-process.
‘4.2 English Word Sense Disambiguation

In the second experiment, we used an English data set which has been commonly
used in several previous researches. So far, very few existing works on word sense
disambiguation have been tested- and evaluated on a common data set.- We could
acquire only one sense-tagged data set used in (Bruce 1994), which has been made
available in the public domain by Bruce and Wiebe. The data set consists of 2369
sentences each containing an occurrence of the noun "interest" .(or .its plural form
"interests") with its correct sense manually tagged(Bruce 1994)(Ng 1996). In order to
compare our method with other researches, we applied classification informations to
the common data set. The results of previous researches and our approach are shown
in table 5. _

As shown in the table- 5, our proposed method is relatively better than previous
works except the Ng's method. Ng's method is better than any other method in terms
of the accuracy because he used complex informations such as parts of speech and
surface forms of target words, surrounding words, collocations and structural relations.
In our approach, however, only surrounding words are used to determine word senses.
Therefore, our approach can be easily applied to other languages.

We also apply the reservation strategy to the English data set, and the result is
shown in the figure 2. We can also achieve high reliability by a little loss of

acceptance rate in the English data set by admitting the empty decision.
5. Conclusions and Future Works

In this paper, we have presented a method of word sense disambiguation by using
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classification informations. We have achieved about 96.7% accuracy in the inside test
and about 84.6% accuracy in the outside test. Moreover, we could achieve higher
accuracy at the cost of few recall rate under the reservation strategy.

We can say that our method has three characteristics. The first characteristic is
the ease of modeling. As we use classification informations, it is possible to
decompose whole word sense disambiguation model easily into word unit models. The
second characteristic is the ease of information acquisition. For classification
informations of word sense disambiguation, the minimal information, the occurrence
frequencies of surrounding words, is only required. The third characteristic is language
independency. However, our method can be applied to any other language because the
information used in our method is so simple that it can be extracted by the same
procedure regardless of therlanguage. Our method have two problems, the knowledge
acquisition bottleneck and the data sparseness problem.

For the future work, we will try to use a word class as a unit of the
classification information in order to solve the data sparseness problem and combine
our method to the unsupervised training technique. Moreover, we will also study the

technique of combining classification informations with other useful informations.
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