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ABSTRACT

Our objective is to develop productive approaches for constructing million-entry
Chinese lexicon. The emphasis in this paper is on the development of the fresh
context-centered lexicon construction methodology. Beginning with an intuitive
explanation, we gradually worked out the formal mathematical model and the
productive lexicon construction algorithm. The effectiveness of the proposed scheme
is demonstrated in a detailed case study.
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1 INTRODUCTION

The objective in this paper is to build a lexicon with huge number of entries. The task is strongly
application motivated. For example, the Chinese Dictation Kit (CDK) developed at Apple-ISS (Yuan,
etc., 1996) is based on a lexicon of over 350,000 entries. The Chinese-English Machine Translation
System from SYSTRAN (Yang and Gerber, 1996) employs a lexicon of over 600,000 words. From my
personal experiences in Chinese text spell checking and proofreading (Guo, 1994) and Pinyin-to-
Hanzi transcription (Guo, 1993), huge lexicon on the size of million entries would be of great help,
especially for alternative suggestion and error correction. Large lexicon can also be found in many
other applications such as text-to-speech (Sproat, 1994) and information retrieval (Harman, 1995,
Harman, 1996).

Moreover, such lexicon is largely for general purpose rather than domain specific. For example, I was
- told that most obvious domain specific and/or technical terms are purposely excluded from the
Apple’s CDK lexicon. This is to ensure the general suitability of the system. Domain specific entries
are supported with a function limited supplementary user dictionary management mechanism.

Inevitably, many entries in such huge lexicon are not simple words but compounds, idioms, rigid
phrases, or even complete (short) sentences. The question here is not the justification of whether or
not entries in such lexicon are words, ar such huge collection is still a lexicon proper. Rather, what is
challenging us is: how do we build up such a huge lexicon and make it useful?

Past efforts in unknown word identification and dictionary construction can be classified into the
following categories. Manual construction is of course the first way. The 600,000 words SYSTRAN
lexicon (Yang and Gerber, 1996) is from a government department. Automatic extraction from large
(partially) parsed corpora such as Brown corpus (Kucera and Francis, 1967) and the Penn TreeBank
(Markus, et al., 1993) also falls into this category. This is definitely a quality approach, provided that
enough resources are available.

Grammar-based automatic generation is the second way. Basically, the 350,000 words Apple CDK
lexicon (Yuan, etc., 1996) is from the enumeration of some well-designed Prefix-Body-Suffix
patterns on a core dictionary of about 10,000 multi-character words. For example, as an entry, the
Chinese phrase “7ZEFFH (very beautiful)” follows the pattern “adv + adj + de” where “T} (very)”
is the adverbial prefix, “Z5ff (beauty)” the body and “fY (de mark)” the suffix sometimes functioned
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similar to the English adjective suffix “-ful”. One of the obvious problems is Vthe lexicon’s (lack of)
coverage. Too many words and terms are not compositional, at least not composed in such a simple
way.

Sub-language modeling is the third way. For example, Sun and Huang (1996) systematically
presented several intelligent agents each for identifying a type of constructs such as Chinese names
(CName Agent), Transcribed Foreign Names (TFName Agent) and Chinese Place Names (CPName
Agent). Song, etc., (1996) presented sets of rules for company name and person’s name identification.
Mo, etc., (1991) derived the grammar for Chinese-specific determination-measure compounds and
implemented an identification parser. Chen and Liu (1992) implemented rules for reduplication and
A-not-A constructions and some other kinds of derivable constructions. Sub-language approach is the
mainstream in unknown word processing in Chinese text processing (Chang, 1994, Nie, Jin and
Hannan, 1994, Zheng and Liu, 1993, Lee, Lee and Chen, 1994, among many others). All these works
are limited to their predefined type of constructs.

Entity-centered statistical modeling is yet another way. The assumption behind this school is that
“words are tightly-bounding and frequently-using entities”. Fung and Wu (1994) applied CXtract, a
localized version of Xtract by Smadja (1993), to extract statistically significant Chinese character
ngrams as possible entries for dictionary augmentation. This approach is not applicable for the
identification of the majority of low frequency words, a drawback deeply rooted in its underlying
assumption (Smadja, 1993)". From a corpus of about 2 million Chinese characters, Fung and Wu
(1994) only extracted about 5,000 new entities. Other examples of works in this category are Chiang,
etc., (1992), Lin, etc., (1993) and Sproat and Shih (1990). Mutual information and t-test are the two
representative means in this school (Church and Hanks, 1990).

The only work I am aware of which is more or less away from the above mentioned categories is by
Luk (1995). He proposed to use his heuristically defined “lexicographic index” as an indicator to
highlight potential “words”. The unique characteristics of his approach is its capability of extracting
low frequency words: a character string is highlighted as long as it occurred in at least two different
contexts. With this approach, Luk (1996) extracted 75,535 new entities from the 4-million-character
PH corpus (Guo and Lui, 1992), clearly higher recall than what Fung and Wu (1994) achieved with
their entity-centered ngram statistical approach, if the two are comparable.

To reach the million-entry target, however, the recall rate must be significantly higher. As Luk (1995)
has already loosed the requirement to two different occurs, the question here basically becomes: how
do we extract words that occur only ONCE in corpus?

Note, even for huge corpus, the majority are still those occurring few times. For instance, in a
collection of about 60 million characters news articles from China’s Xinhua News Agency, there are
1,129,313 unique word bigram types, of which 339,839 bigram types occur once, and 172,467 twice.
That is, even for a corpus of that huge size, there are still about half bigram types occurring merely
once or twice. That is yet a result based on close-dictionary tokenization (that is, there is no effort
taken for unknown word identification in the process of text tokenization and all tokenized words are
in the given tokenization dictionary). Situations for trigrams and general ngrams under open-
dictionary tokenization will be even more apparent.

Some readers might argue that those low frequency entities are not important, simply because each of
them, as an individual entity, is next to never been used. That is true in one sense. Collectively,
however, the “silent majority” forms a large mass. If all bigram types occurring less than 11 times are
filtered out as Fung and Wu (1994) did, on average, there will be at least one unknown bigram type in
each sentence’. As bigrams are the core of unknown words or compounds, discarding low frequency

y Smadja (1993, page 165) himself pointed out that: “.Xtract has only been effective at retrieving collocations for
words appearing at least several dozen times in the corpus”. However, “For the 10 million-word stock market
corpus, there are some 60,000 different word forms” and “Out of the 60,000 words in the corpus, only 8,000
were repeated more than 50 times.” ‘

" This could also be validated on data from many other publications. For example, Church and Gale (1991) listed
in their Table 1 that, in a corpus of 22 million words, bigram types with frequency up to 9 totally count for
5,210,157 occurrences. That is, on average, for every four bigrams encountered, there is a low-frequency
bigram type. And normally sentence length is far more than four words.
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bigram types effectively ruled out the possibility of collecting and utilizing that significant portion of
knowledge.

Entity-centered statistical approaches are good for highlighting those few “top stars”. In contrast, our
attention is on the largely ignored “silent majority”. The key idea here is to let context play the center
role.

We will first in Section 2 give an intuitive explanation of our basic idea, and then, in Section 3,
present a detailed case study. Section 4 is reserved for formal presentation of our mathematical
modeling. Then, the baseline lexicon construction algorithm is given in Section 5. Then a short
conclusion is in Section 6. Complete data list for the case study is in Appendix.

2 INTUITION

In this section, we will first give an intuitive start of our context-centered thinking, then contrast it
with traditional entity-centered thinking, and sketch our context-centered lexicon augmentation
algorithm.

2.1 “Thisis a word.”
Suppose I have no idea of English but was told that the sentences below are all legitimate in English:

(1.a) This is a pear.
(1.b) This is a table.
(1.c) This is a man.
(1.d) This is a dog.

Moreover, I was told that pear, table, man and dog are all legitimate English-words. Then, if I know
the sentence

(1.e) This is a xxx.

is also correct, by analogy, I will feel comfortable to agree that the entity xxx here ought to be an
English word also. Moreover, I am happy to accept the assertion that: any single entity taking the
position of “xxx” in the sentence above is a word. In other words, any entity which could be filled
up into the empty slot in

(2) Thisisa .

is a word. In this paper, the empty slot is named a word holding slot or simply (word) slot and (part of)
the sentence containing such word holding slot a word holding template or simply (word) template.

To go a step further, let us agree that “a pear”, “a table”, “a man” and “a dog” are all a type of entity
called chunk (Abney, 1991, Abney, 1996). Notice that all these chunks take the empty slot in sentence:

(3) This is .

Then, it should sound reasonable to accept that: anything taking the empty slot above is a chunk. Or,
the empty slot is a chunk holding slot and (part of) the sentence a chunk holding template.

2.2 Context-centered Definition

Note, we do define what are words or chunks above. Explicitly, @ word is an entity that could take up
a word holding slot in a word holding template.

This definition makes itself apart from the tradition of entity-centered thinking. Linguistically, as
evidenced in grammar books and dictionaries, “word” is normally defined as an entity with
“phonological, lexicographic, syntactic and/or semantic independence (meaning)”, and “free usage in
text” (e.g., Hu, 1987). In NLP community, the widely followed criterion for justifying word is the
notorious eight Chinese characters: “4F 4 & #, (/B (tight-in-combination and stable-in-
use)” (GB-13715, 1993). We call them entity-centered definitions since the judgment is mostly based
on the characteristics of the entity to be judged, but with no explicit reference to context.

Such entity-centered definitions worked fine for those high frequency “top stars”. If an entity occurred
thousand or even million times in text, it is easy to judge whether or not it is “tight-in-combination
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and stable-in-use” or “with phonological, lexicographic, syntactic and/or semantic independence
(meaning)”. However, such high frequency entities, if they are words, are by and large already
recorded in out-of-the-shelf dictionaries, a resource already in use. What becomes problematic are
exactly those with low usage frequencies. Yet, without high profile in text, we are not able to reliably
determine their (statistical) characteristics.

To the “silent majority”, context becomes the primary source. Yes, as long as you believe in the
correctness of the sentence “This is a xxx”, you will not hesitate to agree with the acceptability of
“xxx” as a word, no matter how rare, odd, exotic, strange or mysterious it is. We only need to see one
occurrence of the word and confidently make our judgment. That is the power of context, an
information source largely neglected in literature.

Note, we are not rejecting the entity-centered thinking. What we are emphasizing here is that, with
the compensation of the context-centered thinking, we may even have a more complete understanding.
The entity-centered model and the context-centered model are somehow in opposition. Both have their
pros and cons. Yet they could co-exist in one system, as they are the complement of each other in
nature. In this paper I will purposely ignore the good part of the entity-centered model.

2.3 Algorithm Sketch

The intuitive illustration above suggests itself the following two-phase dictionary augmentation
algorithm:

Phase 1: Template Preparation

This is to collect a large set of high quality word holding templates such as “Thisisa ___.”. Later, we
will discuss how this could be done in an automatic manner on corpus and dictionary.

Phase 2: Template Matching

This is to identify words from text by matching sentences against above prepared templates. Those
entities in text with surrounding context matching some templates and themselves taking word
holding slots will be collected as candidates for dictionary augmentation.

The core of our dictionary augmentation algorithm is that simple. To actually put the algorithm into
practical use, of course, some preprocessing such as dictionary-based tokenization and part-of-speech
tagging, and some postprocessing such as linguistic filtering and statistical selection, are also required.
Our focus, however, is only on the above-mentioned two phases. Before going into details of the two
phases, let us have a real world case study first.

3 CASE STUDY

The task in this section is to have a detailed case study on context-centered template matching word
identification. We will first introduce our template pattern, and discuss various properties of a
particular template used in this case study. Then, word candidates extracted from corpus with that
particular template are presented, categorized and analyzed. We will also make a short conclusion in
the last subsection.

3.1 Template Pattern

Practically, to make the collection of word holding templates manageable, most word templates could
not be full sentences but small sentence fragments. Although various template types are possible, we
only tried the simplest one as given below:

<LeftContext> <WordHoldingSlot> <RightContext>

Depending on the level of preprocessing, the <LeftContext> and <RightContext> could be
strings of characters (for un-tokenized text), words (for tokenized text), part-of-speeches (for part-of-
speech tagged text), or their combinations. Similarly, the <WordHoldingsSlot> could take up a
fixed or variable number of characters, words and/or part-of-speeches.
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3.2 <K Jg> <character bigram> <comma>

To be specific, let us examine in detail a relatively simple real world example given below.

<R > <character bigram> <commas

This template is exactly five characters long, with the left two characters fixed to the two Chinese
characters “Jz J& (develop or development, if used as a word)”, and the rightmost character bounded
to the specific punctuation mark comma. The middle two character positions are left unconstrained to
form the word holding slot. For this template, there is no text preprocessing required.

This template is not as trivial as the template “This is a ___.” we illustrated in the section above. It is
purposely selected for highlighting some potential inherent difficulties.

First, we assume no text pre-tokenization. At least theoretically, this will bring in all kinds of traps
associated with the notorious Chinese text tokenization problem widely believed to be caused by the
lack of English blank space equivalent word delimiter in Chinese text. In Chinese, “%J& (develop,
development)” itself is a legitimate word, but “% JE#r (developing)” is also an entry in some
dictionaries. Moreover, in sentence “% % /B K ¥ (Zhang Fa is flying high)”, the character “%
(Fa)”, the first character in “& J&”, is in fact the given name of the person “3§ % (Zhang Fa)” and
thus a part of the proper noun, and “f&”, the second character in “& J&”, is the initial character of the
predicative idiom “JE#¥K#H (fly high)”. In short, depending on the context it appeared, the
continuous character bigram “%&&” could be used as a word, or part of a word, or parts of two
adjacent words.

"Even if the text is properly tokenized and “% J&” is confirmed to be used as a word in text, its part-of-
speech is nevertheless ambiguous. Chinese is a language lack of inflections. Depending on the context
it is used, the two-character word “& J&” could be used as either a noun (“development”) or a verb
(“develop”), yet written exactly the same. We have to count on the context for part-of-speech
determination and/or disambiguation. But in the template, in terms of the part-of-speech ambiguous
Chinese word “%& J&”, its right context is by design a “word holding slot” meaning an unknown word,
yet its left context is not mentioned at all.

In addition, the template is not a full sentence. We do not even know whether or not the five-
character-long template is a syntactically or semantically self-contained unit like a phrase or a term.
Rather, in terms of the word holding slot, only two left characters and one right character are given.
That is the only indicator or constraint.

In a word, the information provided in this template is rather poor. Many ambiguiﬁes and unknowns
could be expected to arise even for human expert explorers simply because of the lack of information.
Realistically, we could not expect high predictability of the template in word recognition.

Nevertheless, not to make the thing too hopeless, two positive constraints are also built into the
template. One, the right context of the word holding slot is chosen to be a punctuation mark (the
comma). This effectively removes the right boundary ambiguity of the word in question. Definitely, if
the comma is replaced with a Chinese character string with an ambiguity level comparable with the
left context “X& J&”, the effectiveness ofthus formed template will be even less predictable.

Second, the word holding slot is restricted to exactly two Chinese characters long. This effectively
reduces the variety of words in question. We will report elsewhere case studies for other word holding
slot lengths.

3.3 Data

We extracted all partial sentences matching the above template from the 4-million-character PH
corpus (Guo and Lui, 1992). The complete list of all the 257 matches is in Appendix A. As the
number of matches is not large, readers are recommended to have their own detailed examination. All
the character pairs taking the template’s word holding slot are listed in the table below. They are in
the same order as in Appendix A. Duplications are not removed, since they may correspond to
different context.
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Table 1: The 257 Chinese character bigrams taking the word holding slot in template “< % &
><bigram><comma>". Extracted from the PH corpus. Duplication preserved.

mE | £ | BR | EFE | B | Fx | EEF | #HL | LHF | A
U | WE | MR | Fm | Bk | B | B | &% | EE& | FA
RO R | bR | R | BER | EE | RE | EF His | B#R
) Bis | Him BYC OWR | AR | %we | BRR | & | JE
HR | B e | RE | 2% | R | FE | FEHR | MR | £~
MEE | BE | FE | BR | FE | Au | Bk | B | Wl | B®R
Rl | iR Brg | R | K¥ | Heg | WH HEE | AR | &
B% | B | BHE | 28 | XK | EE | WF | E& B2E | BE
BOK | &7 | &£ | &% | A% | sk | #e | & | XFR | RE
g | dfR | B | BEE | WS | MR | WHR | BB | RE | HE
XE | KR BrEr | simt | KF | 3F | SRR OB | IR | #E
BE | HNE | BR | KE | OBF | MR | Fm | Bk | &£ | XER
B | BaE | A& | bPE | MR | HR | RH | tH& | BBy | A&
Al | mF £ | o | K | BB | B | 2% | EHE | |
BfR | ®E | EM | FWR | MW | B | Fm | 2% | 2% | B
| pkdE | B | HaE | ik | RN | B | M | SRR | 28
fu | BMR | ZF BE | 7 | K¥F | EX BAs | BR¥F | 18O
Rl | AR R | B | Kk | MR | BB | Oz | ZEE | ¥
mE | Btk | BaE | kRE | OME | Bk | XK | HE | M | #h
£% | HmE R | MR | fK | R | BE | S8 | Bk | T
mE | RE | BR | FMA MU | B | e | 23 | R | kY
g | I wg | RE | % | RE | 2 | BES | HK | AR
RO & | BE | AR | 2% | k¥ | EE | R | R | WX
Rl | % | R | HE | BB | ®¥ | A | BE | B | &#
R TH Arc | EEE | OEE | XA | B | EX TE F Bt
MY | Bm | BEF | BM | 2% | £& | BE * * *

3.4 Analysis

The majority listed above are legitimate dictionary words. There are only 39 bigrams not found in
XianHan (1983), a famous medium size authentic Chinese dictionary with about 50,000 entries.

Table 2: analysis of the Chinese character bigrams not in the XianHan dictionary.

structure num Unknowns words in XianHan
adv + adj 24 wir/o, 8eth/o, Efh/1 p 4N
R/l RtR/1, it/
AH/1, g/l
prop noun 3 /3 TEARBRE
| verb + verb 3 ¥if/2, kE/1 (TS Wik, Bk)

¥+ noun 3 ZH/2, BE/1 f7
verb + noun 2 $f/1, F%/1 FE, i

Z + loco 1 ZH/1 ZHl, ZJE
adj + T 1 £7/1

verb + adj 1 wig/1 WAL WA, BE5. WD

Among the 39 non-dictionary bigrams, the dominant portion are those following the compounding
pattern: “adv. + adj.”, where both the adverb and the adjective are a single Chinese character. There
are totally 7 distinct types (fR{f(very fast)/9, #iifi(relatively fast)/9, iR (faster)/1, R (fastest)/1,
AiR(not fast)/1, 3E4(too fast)/1, A (overly fast)/1, 3% (too many)/1) accumulatively occurred
24 times. Note, “adv. + adj.” is a valid Chinese word formation pattern (the so-called L #45#%,
modifier-predicate compounding). There do exist in XianHan words like “KZL (bright red)”
following this pattern. Moreover, all these bigrams are with high usage frequency and expressive
mutual information score. That is, they are all “tight-in-combination and stable-in-use”. Because
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Chinese words, phrases, and sentences are formed under the same principle (Zhu, 1985), there is
essentially no clear boundary for words, phrases and even sentences. Whether or not they are words
might largely depend on the taste of individual lexicographers. Nevertheless, they are all legitimate
and self-contained syntactic and/or semantic entities.

The rest 14 occurrences represents seven different types. Proper nouns such as country names like “dr
(China)” above are normally not collected in the main body of a dictionary. Rather, they are
conventionally compiled as supplementary dictionary appendices. What we want to emphasize here is
that such sub-language entities emerge themselves naturally in context.

“Jki%” and “XE” are not recorded in XianHan, but they are nevertheless tightly bounded and
frequently used. In addition, they have quite unique characteristics in usage and peculiar (syntactic)
meaning.

“ByE"” and “Z #&” are not in XianHan. But “fY1%" does. Similarly, XianHan has “2Z j5§” and “2 §{”
but no “Z#1”. Both “Fr3” and “Jff3” are not in XianHan, but “5:%” and “Ffifh” are in it.
XianHan has “VEAK”, “WE", “W55" and “B /D", but no “WH18".

3.5 Conclusion

Frankly, I would hesitate to quantify the precision and/or recall achieved from the particular template
above, as there exist significant inter-judge variances on whether or not what listed above are words.
Instead, I make relevant data available in full and suggest readers to do their own calculation. What I
hope to accomplish in this section is to convince readers the following two observations.

(1) Word/chunk identification/extraction by template matching is effective. At least this is true for the
particular non-trivial template of “<Jj fE><bigram><comma>". This observation is important as it
provides us with an empirical support of our context-centered template matching word identification
scheme. )

(2) The effectiveness of a template in word identification is quantitatively measurable with respect to
given corpus and dictionary. This observation is important as it implies the learnability or trainability
of word identification templates. That is, we may have automatic ways for template preparation.

4 MATHEMATICAL MODELING

In this section, we will put the context-centered thinking into a broad world. Through formal
mathematical modeling, we will achieve deep understanding on both the word identification problem
and its different problem solving strategies. Entity modeling and context modeling are to be
introduced and contrasted.

4.1 The World

Given context as a word holding iemplatc and entity taking up the word holding slot of the template,
the question here is: whether or not the entity is a word. Assume there are only two clear-cut answers:
“yes” or “no”. Then, in the language of probability, we have created a tiny world with three citizens
or random variables: the word holding template T taking set of mutually independent templates as
the universe, the word holding slot S which could be filled up with certain type of entities, and the
answer A to the question taking either “yes” or “ro”. Moreover, the joint probability

(1) Pr(A, S, T)

gives us the precise and complete description of the three-random-variable world. That is, having the
joint probability (1) known, any question about the world could be answered.

4.2 Word Identification Modeling

In particular, suppose word holding template T=¢ match a natural language sentence extracted from a
corpus, and ‘S=s be the sentence fragment taking the word holding slot. Then, it has been well
established (Duda and Hart, 1973) that, on average, the minimum error decision is, S=s is a word in
sentence if and only if there holds
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(2) Pr(A=yes, S=s, T=t) > Pr(A=no, S=s, T=1).
Assume

(3) Pr(T,S1A) = Pr(TIA)Pr(SIA),

and denote

(4) Lt = In Pr(A=yes\T=t) / Pr(A=nolT=t),

(5) Ls = In Pr(A=yes|iS=s) / Pr(A=nolS=s),

(6) La = In Pr(A=yes)/ Pr(A=no),

the decision rule (2) could be rewritten as

(7) Lt + Ls > La.

]

That is, under the assumption given in formula (3), to have minimum error solution to the word
identification problem is equivalent to calculate the context likelihood Lt, the entity likelihood Ls and
the solution likelihood La, and to make decision with rule (7). This is in turn equivalent to estimate
the context probability Pr(AIT), the entity probability Pr(AlS) and the solution probability Pr(A).

4.3 Entity Modeling

The task of entity modeling is to estimate for any possible entity S=s the entity likelihood defined in
formula (5):

(5) Lt = In Pr(A=yes|S=s) / Pr(A=nolS=s).

As we elaborated before, depending on system configuration, an entity could be a plain character
string, a string of simple words, or some type of character, word, and part-of-speech combinations.
We use the term entity for generality.

Note that, since we have assumed only two possible answers, there holds
(8) Pr(A=yes|S=s) + Pr(A=nolS=s) = 1.

Then, the entity likelihood could be equivalently written as

(9) Lt = In Pr(A=yes|S=s5)/ (1 - Pr(A=yes|S=s)).

Hence, the heart of entity modeling is in modeling the probability Pr(A=yes|S=s) for any possible
entity 5. In essence, the probability Pr(A=yes|S=s) is expressing the fitness of entity S=s as a word
out of context.

Entity modeling is nothing but the theme in both sub-language oriented and entity-centered word
identification research. Numerous modeling approaches have been proposed in literature. For example,
in Lee, Lee, and Chen (1994), the probability of character trigram C; C,C; used as a Chinese name is
estimated as the product of Pr(C,lsurname), the probability of the first character C; as a
surname, Pr(C;Ilmiddlename), the probability of the second character C, as a middle name, and
Pr(Cslgivenname), the probability of the third character C; as a given name:

(10) Pr(A=yes|S=C1C2C3)
= Pr(C;\surname) Pr(C;lmiddlename) Pr(Cslgivenname).

The ngram-based approach by Fung and Wu (1994) is in fact implicitly modeling
Pr(A=yes|S=ngram) through a statistical decision procedure, while their linguistic filters (Wu and
Fung, 1994) are implicitly modeling Pr(A=nolS=ngram) through a set of linguistic selection rules.

4.4 Solution Modeling
The task of solution modeling is to estimate the solution likelihood defined in formula (6):

(6) La = In Pr(A=yes)/ Pr(A=no).

Similar to what we did for entity modeling, only the probability Pr(A=yes) is to be estimated.
Theoretically, this could be done directly from a corpus by counting the cases where positive and
negative decisions are made.
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In practice, however, the likelihood of La=InPr(A=yes)/Pr(A=no) is better obtained from user
assignment than from corpus training. Similar to what we did in Chinese spell checking and
proofreading (Guo, 1994), the solution likelihood could be used as a control variable for
recall/precision balancing. Different solution likelihood settings will result in different recall and
precision rates. You may be able to get high precision at the cost of low recall, or to go the other way
around. We found this is a practical mechanism for fulfilling different preferences within the single
system.

4.5 Context Modeling

The task of context modeling is to estimate from any possible word holding template T=¢ the context
likelihood defined in formula (4):

(4) Lt = In Pr(A=yes|T=t) / Pr(A=nolT=t).
Similar to the discussion above, this likelihood could also be written as
(11) Lt = In Pr(A=yes|T=t) / (I - Pr(A=yes|T=t)).

The core here is to estimate Pr(A=yes|T=t), the probability of entity taking the word holding slot of
the word holding template T=¢ a valid word. Given a tokenized corpus, its Maximum Likelihood
Estimation (MLE) is:

(12) Pr(A=yes|T=t) = n/N

where N = “the number of times template 7= matches a corpus sentence” and n = “the number of
times the entity in the matched template slot is a valid word”.

For example, in the case study above, there is N=257. If we treat only those in XianHan (1983) as
valid word, there is n=219. Thus, there are:

Pr(A=yes|T=“< % f&><bigram><comma>")=219/257=0.85,
Lt =1In 219/38=1.75.
If only the three cases under the pattern “#J + noun” are considered non-words, there are:
Pr(A=yes|T=“< %k ><bigram><comma>")=254/257=0.99,
Lt = In 254/3=4.44.

4.6 Template-Slot Independence Assumption

It must be pointed out that, to reach the word identification model (7), we explicitly made the
following assumption in formula (3):

(3) Pr(T,S1A) = Pr(TIA)Pr(SI|A).

This assumption could be read as that, with respect to any specific answer A=a, the word holding
template 7 and the word holding slot § are probabilistically independent. In this paper, this is
referred to as Template-Slot Independence Assumption.

This assumption does not hold for templates such as parts of collocational patterns. This assumption
is adopted for two reasons. First, we are not aware of any practically computable modeling approach
which could take into account all the three random variables simultaneously. We have to decompose
the three variable world into several one or two variable subworlds. That is, we have to accept some
compromise.

Second, tight-bounding collocations are relatively rare in real text. For an English corpus of 10
million words, according to Smadja (1993), only about 8,000 collocations are reliable, a neglectable
portion among millions of other bigrams and ngrams. Moreover, as words which could take up slots
in such collocational templates are highly constrained, such collocations, even if chosen as word
holding templates, are not productive.

In short, the assumption we adopt is necessary for efficient computational modeling and feasible for
productive practical application.
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4.7 Short Summary

According to the word identification model given in formula (7), to solve the problem unbiasly, both
entity modeling and context modeling are necessary. In literature, however, the emphasis has almost
exclusively been put on entity modeling and it is hardly possible to find a proposal with the context
model explicitly incorporated.

In contrast, by exploring the word identification problem in such a systematic way, we make it explicit
the importance of context modeling, and proposed a concrete context-modeling approach.

The use of context information in such an explicit and systematic way is the fundamental difference
between the approach proposed in this paper and the rest in literature.

5 ALGORITHM

In this section, we will first go to the extreme by trying to construct lexicon and perform tokenization
without dictionary. Such an algorithm is proposed. Some notes, variations and improvements are then
given to contrast the key idea and to make the thing realistic.

5.1 Start from Empty
In Section 3, we presented in detail a case study which gives us strong confidence on context-centered

word identification and lexicon construction. Note, in that case study, we did not do any preprocessing.

In particular, we did not do text word tokenization. Moreover, we did not use any dictionary in word
identification. The dictionary XianHan (1983) is employed only for human evaluation of the
effectiveness of the scheme. Explicitly, we are building up lexicon from scratch and doing text
tokenization without lexicon. This section is on the algorithm proper.

5.2 Baseline Algorithm
The baseline algorithm has four phases:

5.2.1 Initialization (n=1)

e Put all none Chinese character symbols in the working character set such as GB, Big5 or
UNICODE into the lexicon. Punctuation marks, numerical digits and Roman alphabets are part of
these symbols.

e Put all function words, such-as prepositions, pronouns, particles and classifiers, into the lexicon.
o Put a few special Chinese characters such as “&&” and “45” into the lexicon.
¢ Put a special sentence begin symbol and a special sentence end symbol into the lexicon.

e Prepare a large text corpus by appending the sentence begin and sentence end symbols at the two
ends of every sentence in corpus.

e Set amaximum word length.

5.2.2 Bootstrapping (n=2)

e For each word W; and W, in the above initialized lexicon, form word holding template T(W;, W;)
= <WI><Chinese character bigram><W2>, where the word WI and W2 are the left and right
context respectively, and the Chinese character bigram takes the word holding slot.

¢ For each thus formed word holding template and for each sentence in corpus, check to see if there
is a match.

e If yes, put the Chinese character bigram found in the matched Chinese sentence and taking the
word holding slot of the word holding template into lexicon.
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'5.2.3 Iteration (n>2)

Suppose lexicon up to word length n-1, n>2, has been constructed. Now, to augment the lexicon with
words of length n,

e For each word W; and W; in the previously constructed lexicon, form word holding template
T(W,W,) = <WI><Chinese character ngram><W2>, where the word WI and W2 are the left
and right context respectively, and the Chinese character ngram takes the word holding slot.

e For each thus formed word holding template, evaluate its context likelihood Lt for word holding
slot of length m<n Chinese characters. This is done by (1) matching the modified (that is, the
requirement for the word holding slot has been relaxed to allow any Chinese m<n grams) word
holding template against the whole corpus, (2) counting the number of m-grams which are taking
the word holding slot and are or are not words in the latest lexicon, and (3) calculating the log
ratio according to the formula Lt = In Pr(A=yes|T=t) / Pr(A=nolT=t) introduced in the last section.

o If the context likelihood is better than a preset threshold (the solution likelihood), the template is
confirmed.

¢ For each thus confirmed word holding template and for each sentence in corpus, check to see if
there is a match.

e If yes, put the Chinese character ngram, which is found in the matched Chinese sentence and takes
the word holding slot of the confirmed word holding template, into lexicon.

Repeat the above procedure successively for each n, until it reaches the preset maximum word length
limit.

5.2.4 Completion (n=1)

e Add all single Chinese characters into the lexicon.

5.3 Notes

First, in Phase 2, only bigrams are collected, and bigrams involving none Chinese character symbols
are excluded.

Second, compared with Phase 2, template evaluation and confirmation are added to Phase 3.
Operations in this phase will be executed consecutively for n=3 up to the preset maximum word
length,

Third, the last phase, Phase 4, is to make the lexicon complete. As defined in (Guo, 1996), a lexicon
is complete if all words in open text are in the lexicon. Operationally, this is proven to be equivalent
to have all characters in the working character set be included in the lexicon (Guo, 1996).

5.4 Improvements and Variations

Countless improvements and variations of the baseline algorithm are possible. To keep the description
brief, only a few are discussed below.

~

5.4.1 “Top Star” Templates

In the baseline algorithm above, both the left and right template context are single word long. This
could be updated to allow multi-word context for higher reliability. Most rare templates are better to
be discarded in production, since their word predicting power could not be faithfully estimated. A
practical way is to generate various context length templates but only keep those appearing at least
several dozen times in the corpus. This trick will both boost the lexicon’s quality and the algorithm’s
computational efficiency. The efficiency comes from the fact that, only high frequency entries in the
lexicon need to be considered in template preparation, evaluation and matching, yet these high
frequency entries are always a tiny portion of the whole lexicon. Moreover, the frequent appearance of
a template in corpus makes the estimation of its context likelihood operationally reliable, and thus
reduce the noise level.

331



Methodologically, this is essentially to let a few “top star” context templates call back the “silent
majority” slot words.

5.4.2 Resource

In what we did above, there is neither lexicon nor lexicon-based tokenizer employed. However, the
two resources are not too difficult to obtain. Suppose we already have a machine readable high quality
dictionary and a lexicon-based tokenizer such as the simplest longest (maximum) matching segmentor.
Then, we could start by using that dictionary as initial lexicon. Moreover, before each iteration begin,
we could tokenize the corpus according to the current available lexicon. This will help us both in
reducing errors caused by cross word boundary template matching and in enhancing computational
efficiency through precompiling corpus ngram statistics. Furthermore, part-of-speech tagger could
also be incorporated.

5.4.3 Linear Pattern Matching

It is also worth noting here the Aho-Corasick pattern matching algorithm (Aho and Corasick, 1975,
Aho, 1990) and its derivation (Pinter, 1985) which allows the inclusion of don’t-care symbols in
patterns. By organizing lexicon and/or templates in &rie (Knuth, 1973) structure, the pattern matching
can be implemented in time linearly proportional to the corpus size and independent of the size of
lexicon and/or template. However, detailed discussions on efficiently applying these algorithms to
lexicon-based tokenizations are out of the scope of this paper. Interested readers are referred to (Guo,
1996).

6 CONCLUSIONS

In this paper, we have established the fresh context-centered Chinese lexicon construction
methodology which is first introduced with an intuitive explanation and an informative case study,
and then generalized with formal mathematical modeling and algorithm development. Due to space
limit, experimental evaluations will be reported elsewhere.

The primary advantage of the context-centered lexicon construction approach is its unmatchable
productivity of recalling the “silent majority”. The algorithm we proposed could extract almost all
words and phrases in text, even if they only appear once or twice. Moreover, as our case study
depicted, the precision could also be very good.

Under the guidance of our mathematical word identification model, several possible improvements are
also highlighted in this paper. It is understood that we have restricted ourselves to be within the
framework of traditional syntactic analysis. What we believe to be worth further pursuing are the
following two aspects:

e Chunks: In English, a chunk is essentially a “non-recursive core of an intra-clausal constituent”
(Abney, 1991, Abney, 1996). To make it applicable to Chinese, some adaptations are required.
The principle, however, is nevertheless there. Only after introducing the concept of chunks, we
can have a better understanding of our task. In Chinese, lexicon construction is nothing but chunk
collection. It is practically not critical to argue the definition of words. Rather, if an ngram is a
chunk, we collect it.

e Semantics: The more effective way of enhancing the quality of a lexicon is by introducing
semantic databases such as the multilingual SenseWeb (Dong and Guo, 1996) or the English
WordNet (Miller, 1990). Normally we do not work from scratch but augment an already validated
lexicon. Then, with SenseWeb or WordNet, we could check the similarity between what we are
extracting from corpus and what are already in the lexicon.
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APPENDIX

Listed below are the 257 partial sentences in the PH corpus matching template “< & &
><bigram><comma>". See section 3 for analysis.

1. HEFH AL Bz LR RRHE, 25 . ERBRREER,

2. BEBAMCIRTU/REMERN 1 9 BHIERHUIR 26 RAHBEFTHATEERFN L EEX,
HREEEIKFES/RE?2 O HERPE 27 HBMAHRT T REKAEZBRE,
WELENTEENGE S RREE, 28 . X— 1AM R B E,

3. 2R TEFRIILERRER, 29 . B EEHF,

4. BEMEBESAEVHENEREM, 30. BT R BB,
5. HEARY O LR, 3L.NBRREHEA,

6. REHARTX, 32. xfELE L R B E R,

7. ERMENEETREFETESNRREE, 33.MERERRE M,
8. REM T BEEREAFELERELL, 4. KRREH,
9. B HRRA, 35. FEESNMTEN R IFEEXR RN

10. X F S VSBRHEREN [, #,

11. EXRBEEW, 36. ZANHR EBUFHIIT TEREE BRI,

12. 5B = 4 FE 2 B R R 1k, 37. ABRMLEERBSBRULERE,

13. ZRHIET RREMA, 38. RR&F,

14 . B EHRBE M R R [, ' 39 . B BER R BATS,

15. 384 = h KRRk, 40 . 9M7E " MERFH,

16. 3838 RWVEER, 41 5P ENRNELEERREHER

17 .\ ST 4 RsE & Bk, R ERBILX,
18. LB AREHT “REZLW, Q2. ZFFERFEHLEXERHERASRE

19. FRPBEIMERBLRES, Bk,

20. ELREFA2 0 AFINELVER G OIAESEEEIFIIERESLEX - KBS
Fefa, B,

21 EMRBELTFT AL LRI, 44 . EBPOV S &R E R,
22. LRSS KEREIGE, 45. ST RIEERBHRAREEREHR

23 R R AR IR R B R RIS, RREZW,

24 . RHZFERIBR,
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46 X KITRKEWERRKARFDLRR
-

47 . RIARELRFE,

48 . KIRER,

49 . RHERE MK BN REM R EME,
50. R/Di 5 R F R ZRAER,

51. & EBUFA RIEREFEEFCRRER
[

52 . fil5E 4 1A 2 B SERR N & JR AR,
S3.MERRTF %,

S4. iR T KX HNETEERR,
SS.MAXFEARRT X,

S6. B &EA R ELW,

S7. REHFEAMIVEERETFRFERE
*,

58 . S 4ERE MR UL HEA TR E 1.2 R,
59.4tHE 1 9 8 9 FHRZWF ML RRITR
BERBRAL 9 9 0 EERALF NS E
BRI,

60. EATHE EXN—-NMEEER,
61.4tHE 1 9 8 9 FERZLWF L KRR
PEFER1 9 9 0 EFERZFHIM S %
BRI,

62.#tHE 1 9 8 I FERAFMM SRR
BRI 9 9 0 ERRAZKIMELE
377

63. AT —IMHHERENE,

64 . RAT%IE FE BORMZ P4 LRI,
65. P RKBHBHXH LRSS HATA LY
it 2E RS RREKT,

66 . 1R 1% E &K A9 7= M BUR LR B 1R,

67 . R FHMERIH,

68 . (14 ZF FIiE [ B M & JR1E 3%,

69. H AT B R R A,

70. R4S,

71. MEEEEZFEAHREES,

72 . 3RV R RIS %,

73 . EVIHE M E RGNV R RS,

74 BRI B DEIE MR T EERE N
WihimERERE,

75 . HHMX RE XERASRFNREEXLER,
76. TV AEFRF—EHNREEE,

77 . FEENEESERRF,

78 . BRIV ERESE,

79 . WHRAFIABEEMNA2 00 0 ALRLR
BES,

80. & AFHHELRFRMERTE,

81 . fi1Z& BB MEFIIT R KR RBUE,
82 . HEMRAVNESEYWRUREEF,

83 . WARBLERIHELENERBE,
smﬁﬁTﬁﬁﬂ#ﬁﬁmﬂﬁEﬁﬁﬁiﬁ

85. KEBE A HE TIHFRATHRREM
X,

86 . T ARKHLBEMEVEEREER
",

87 . it T BT H A B RiE R R
o,

88 . WHHERE L BHENIMERBEF,
89 . RIHRFHPRBER,
90.#—FEREN,

Il.EWMBIE LR,
92.iEJLERGB IR BT,

93 . EEN KRB,

9. INREERMBHIIEKIEEN 4 22T
MRIVERES,
IS.XNMERHEEFRABVERESE,

96 . 3. TXANEEF T B EA RMER
R,

97 ARFEFEM KB,

98 . HBH T /RERXKREKASGHEA—IFH
EREH B,

' 99 . RE L 55 & R K,

100. FERRAEMFEBF VLR S,
101.BFE ML EH BHRERIM,

102. I FIE4ERFHEAM R B AR,

103 . FEHMRIEATEHFHNRERE,
104 . AFUR MEFK I SR K R 1k,

105 . AEEREREMNLT XL BEE EK
F,

106. [AFLESE N+ —B=FL4& RN T
BE R,

107. EFESXEHE KRR LR,

108. O LBALEH 1 0 MAERANNFR
BBHR,

109. #lEH —A & BRI,

110 RAERBHGARK#OEB T EES
ERORREHE,

111 . 3K Xkt H 0B 4 R R K,

112 . BEHEARA KA EARNE,

113. “IERERNELRERE,
114. “REKE,

115. A HME WML ER %,

116 MHEMREIET “XBETF” TRSEER
BRI,

117 . ZMEMEREF M,

118 . EHAMEAMN B AR & BHRIR,

119 . RREE MR RE,

120. KB RBEMEEF -REER
&,

121. R T ILRE X JLEL BT R R EBHR,
122. A FRRBRE,

123. B hRBREF,

124 . FHERRBRFH,

125 . KERHEATREERL,
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126 HTAGEIFHISCHE “8 6 3~ BHEAR
WRERT R,

127 . WA /MK B YLH T 4%k & RRIR,
128 . WHEMT 1 0 EXRFEBEFFALZNR
KRRIESR,

129 . B EIERAFAENE S ZESE
RUATH RRIZE,

130 . RET HRBEF,

LB1. 2R TEAKER SRR,
132. “NEHEERIF,

133 . L4 B EMNERZFAL S L RIT
%,

134 NHIAAR 55 2 RYIL IR 558 & Rt 72,
135. AR ZFBELZBIX,

136 . XiFEERE TS T NHRBEBZIHA
T—MHHERHE,

137 . R E X LW R EER S,

138 . W 2 M EH TR EME REH,
139 GEM AR R RIEE,

140 . RPMEXREEN TR ELERE,
141 . XM X AR AP & R BEAR,

142 . = EMRE RISV ERTEE,
143 .. 5B AR BIE K,

144. R AT EBX ML R ER,
145 AFUBIKR I RIIA DX B E R 235¢
it &R B,

146 . th RS KRR,

147 . B & KRR TF R HETHRA ST FI BT
REEM EHE &R M,

148 . RUEREUMRELH,

149 . B H AR TR RATE R —LE I
BRRESR,

150 . B ERRIER S FIERX W EEM
BREER,

151. B AR R M,

152. REIRYE,

153 . FEEFRE S+ NEF LN R RE
: 1k,

154 . RERE TV & R HE,

155 e RIEREI T AP X RMKERT
' =,

156 MEEXRSER—VIRBHRRRE
A,

157 . ERAFEQLE VKRS,
158 . F A EFEH T LG LB K%,
159. KRB,

160. Ak & REE,

161. RREZV,

162. +ENE W EEHRKEEAL,

163 . HIEREEARMUTELAELT 54
ERZH,

164 . T ERX TAE &R HRE,
165 . NMEHIRAEBERZFARKRE T,

rd

- 166.KE/NREREKTE,
CRBSEMTVESRE “HERR
“NEWHR” PHERBRESR,
BRELEAHTHRIZFERBRPHER
WA RSB P AR & B B AR,
Mz BEHK RSN GSA—
BERIEKR h KRBk,

Bl BB 2 2K — 47 B B 55 Be 4 X Ak T A
RTHPELZFHFXNLRENR,
B ERERREITIR “AR” R
R,
CHAREREVE N FHBENFBER
NEARSREATE,
KRBEBEARATHEENELT - IMEENE
JEatH,

174 . Z R BHEE,
—BELRBERBIOERRESVHTR
_ EMX#EV LR K,

176 ENMEEEBFHIIESES HAF LR
R,

177 . MR ITE&HEATHFRNRREN B,
178. ML LR ESbEBI ANV EREZ
5,

179 . SN LR ESM BN R R Z
: 2%,

180 . M EREFHE,

181. RRiE,

182 . A EF W R BESR,

183. U SE T WA EHRMRAER= L LR
i,

184 . HAMNFBKIENAEF L REKE,
185 . AN T —HEWFEBEREN
&,

186 . — MR ZFEARGEL B L3,
187.[A H & H REM 45 A K& H 2 HAh B
RUKERBXR,

188 {BXFRIRFEGIBH & BTE,

189 . ZFHEHIE T UBARSEL A FEEHERE
AR,

190. WA M TERRATHERRERS,
191. % (&I HRENERZFRH SR
BAE%,

192. Bt —FHABA T RNNESZITBURH
5,

193 . ELITAR 553 RFIMCIR KB & BT 78,
194 . KA TAEFF QI R M & BK,
195. £ ZFBEREHL K,

196 WHAEN BT HEBER LB L
WERRBEN,

197 . J PR SMRRE Bk & R K,

198. ZFRKEZ 2,

199 . iR ik AR b L RBEK,

167

168

169

170.

171

172

173

175.
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200. 4 s a] DURBUK £ BEA S UME R 20
BERRIT,

201 BENRRIVERTE,

202 EEREER WY & BB,
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