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ABSTRACT

One of the most simple and accurate Chinese-word segmentation technique is maximal-matching. However,
its performance depends on the coverage of the list of words which are usually derived from a general
dictionary. When it is directly applied to segment technical articles instead of general news articles, the error
rate degraded significantly from 1.2% (as in the literature) to 15%. This is an important problem in two
respect. First, usually the domain-specific terms are not readily available on computer. These terms have to
be entered manually by expert or they can be detected automatically from thematic corpora. Second, if corpus
analysis is applied to supplement information for the design and development of text processing systems,
these analysis depend on the correct word segmentation of these corpora of technical articles. In this paper,
we propose to combine the maximal-matching and bigram techniques in Chinese-word segmentation for
detecting words in thematic corpora, where both techniques overcome each other's short coming. The Hong
Kong Basic Law was selected as a representative technical article for evaluation because it has a fair amount
of technical terms, compound nouns and names. The segmentation performances of the maximal-matching,
bigram and the combined techniques are compared. The combined technique was able to achieve 33%
improvement in segmentation performance and identify 33% of the terms in the Basic Law.

L INTRODUCTION

Thematic corpora are compiled to enlarge the scale of the sub-language approach [1] in text processing
systems (e.g. machine translation and text retrieval), on the one hand to supplement empirical information
for the design of these systems and on the other hand to evaluate these systems with authentic data. However,
techniques for corpus analysis may not be appropriate for thematic corpora because they were developed to
analyze general articles which are sampled across various domains. By contrast, thematic corpora sample
articles of a specific domain and these articles tend to be technical, for example, constructing a machine
translation system for financial reports or text retrieval system for constitutional law. An important case in
point is Chinese-word segmentation which is an elementary stage of any Chinese text processing systems.
For general corpora, it has been acknowledged that names and proper nouns constitute major errors in word
segmentation [2,3] even though the amount of segmentation error is small, typically between 1% and 2%.
However, the amount of error may increase significantly with thematic corpora since technical terms and
compound nouns are more likely to occur for technical articles. Although domain-specific dictionaries (e.g.
dictionary on computers) are available, the representativeness of these entries have to be evaluated using the
thematic corpora. These entries are usually entered manually because current OCR technologies are not as
cost-effective as professional typists, given that errors occur frequently when character size changes as in
many dictionaries. An alternative is to extract a tentative list of technical terms or proper nouns from
thematic corpora and the list is verified using a dictionary or extended manually using a concordance
program [4].

Extracting the list is similar to detecting proper nouns and technical terms as in text retrieval for English
where strongly associated words are grouped together, depending on their co-occurring frequencies or
mutual information within a specified context [5]. Syntactic patterns are also used to eliminate improbable
cases [6]. Detection for Chinese is simpler than for English since Chinese terms and proper nouns tend to be
a sequence of consecutive characters. Detection of two-character words have already been reported in [7,8]
but technical terms and proper nouns usually have more than 2 characters, particularly those that are
translated. We are unaware of any report in the literature about the effectiveness of detecting two-character
words in improving the segmentation performance.

The aim of this paper is to address the problem of word detection for improving the performance of Chinese
word segmentation of thematic corpora. We combined both maximal-matching [9] and bigram [7]
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techniques because they complement each other and they are relatively inexpensive and simple to implement
compared with the relaxation [10], adaptive statistical [11] and competitive neural network [12] techniques.
In addition, the combined technique does not necd to estimate positions of error occurrence for each thematic
corpus as for the adaptive statistical technique.

The basic idea of the combined technique is to use a list of words to match with the input clause from left-to-
right. A new segmentation and matching position is found'at the end of the longest matched word. Since
segmentation errors are due to the coverage of the list of words, typically the terms tend to be over-
segmented into smaller ones. For example, the term, F13E A\ R 4LF1E] (People's Republic of China), is over

segmented in the following clause: /AR3R/mr/#e/ N\ B/2L/A0R/ BB/ =+ —HE&/EIFRTE/ > 1.

To reduce the amount of over-segmentation, adjacent single-character words are grouped using the bigram
technique after maximal-matching. These characters are combined if their mutual information (MI) or co-
occurrence frequencies (CF) are greater than a threshold. MI and CF are estimated from the thematic rather
than a general corpus because the estimated values should be biased to the thematic corpus. The CF is
estimated as the frequency of occurrence of character A immediately before B (i.e. f(A,B)) whereas MI is
estimated as log (p(A,B) / (p(A) * p(B)) where p(A,B) (= f(A,B)/N where N is the sum of all CF's) is the
estimated probability of character A occurring immediately before B, p(A) and p(B) are the estimated
probabilities of character A and B in the corpus, respectively. The threshold is defined by the top N% of the
MI or CF distributions. Typically, the MI distribution appears symmetrical and unimodal (figure 1) but the
CF distribution decreases with increasing CF and log CF. Although the bigram technique can be modified to
identify words of arbitrary length, many non-words are detected. By combining with maximal-matching, the
bigram technique can only operate in certain parts of the thematic corpus, reducing the number of non-words

detected.
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Figure 1: Frequency distribution of MI estimated from the Hong Kong Basic Law. Note that the distribution appears like a normal curve as

found in large corpora and the mean position is slightly larger than zero (i.e. two characters are independent).

In the rest of this paper, we discuss how the segmentation programs are evaluated. Next, we compare the
performance of maximal-matching between words extracted from a general corpus and those extracted from
the manually-segmented text. We show that the bigram technique is equivalent to the nearest-neighbor (NN)
clustering. We report the effect of adjusting the threshold (or percentage quartile) on its segmentation and
word-identification performances. Finally, we report the result of the combined technique.

IL. EVALUATION

We chose the Hong Kong Basic Law [13] as our test data because it
(a) contains a fair amount of proper names, technical terms and compound
nouns (see figure 2);
(b) isa typical technical text (in law) which is suitable for machine translation
and corpus analysis for humanities and law research;
(c) s large enough for estimating the mutual information in data-exploration since the
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distribution of mutual information appear like a normal curve as found in large corpora

(figure 1); .
(d) is manually segmented and accessible on the computer [14].
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Figure 2: An extract of the Hong Kong Basic Law. Terms can already be found, such as the Hong Kong Special Administrative Zone,

People's Republic of China and Economic System.

The Basic Law (Figure 2) is different from a general corpus, such as the PH corpus [4] of general news
articles. Only 1059 different words appeared in both the Basic Law (2,028 different words) and the PH
corpus (42,613 different words), representing 52% and 2.5% overlap, respectively. Figure 2 shows the
variation of percentages of word overlap in the Basic Law with the length of the word (i.e. the number of
characters). Single-character and two-character words have relatively high percentages of overlap compared
with longer words because technical terms and compound nouns tend to be long (> 2 characters),
particularly with terms that originated or translated from foreign languages like English, (e.g. aspirin as [f]

F]UCEE or tort as RIHLK).
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Figure 2: Percentages of words that occur in both the Hong Kong Basic Law and the PH corpus. Note that the percentages of the 8-character

words are not accurate because there is only a single 8-character word in the Hong Kong Basic Law.

The Basic Law was segmented by a graduate student in applied linguistics. She was told to segment words as
long as possible. For example, the compound noun, & #:5F 5117 E & (Hong Kong Special Administrative
Zone), is considered as a single word rather than its constituents, /% ¥& /4 7/ 1T B/ &/ (/Hong Kong/
Special/ Administrative/ Zone/). Segmentation markers are placed before and after #J (de) whenever it is

used as an adjective suffix, for example /HEI/BJ/5E 1/ (/China/ de/ Territories/), since #9 is very productive,
creating many new words if it is combined with its adjective root. Unlike [15], numbers are grouped together
as a unit, for example /—,/\PU/FE/-+ /R /+/B/ (/1984/Year/December/Month/Nineteenth/Day/).

The segmentation performance is measured by comparing the automatically and manually segmented clauses
of the same text. Given that clause i has Nj characters, the maximum amount of segmentation errors is Nj_j.

Thus, the normalized segmentation error for every clause is NE; = Ej/N; where E; is the amount of
segmentation errors. The mean segmentation error is defined as follows where there are k clauses: E = ( Z;

NE;)/k.
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A single state transducer is used to determine E;. Initially, E; is set to zero and the transducer begins at the

left-most position on both clauses. The transducer has only two types of actions depending on whether the
input symbols are segmentation markers or not. If one clause has segmentation marker but the other does not,
then the transducer increments E; by one and it advances beyond the position of the segmentation marker but

remains at the same position on the other clause. If the transducer encounters either segmentation markers or
none on both clauses, then there are no segmentation errors and it moves to the following positions of both
clauses.

The amount of over-segmentation can be measured simply as the number of automatic sesgmentation markers,
Nai minus the number of manual segmentation markers, Nm,i in clause i, excluding the markers at the

beginning and the end of the clause. The over-segmentation is normalized to Nm,i because that is the desired
number of segmentation. The mean over-segmentation is defined as: O = [Z; (Na,i'Nm,i)/Nm,i] / k.

If O is positive, then there are over-segmentations and vice versa. If O is zero, then the amount of manual
segmentation is approximately the same as the automatic. However, we need to examine E to determine
whether these segmentations are accurate.

Apart from segmentation, the bigram technique identifies new words. The identification performance (C/B)
can be measured as the percentage of identified words, Wb,i’ in the list of different words, Wy, extracted

from the Basic Law. However, this measure does not indicate whether the bigram is detecting words that are
not in the Basic Law. Thus, another percentage (C/T) defines the ratio between the identified words that are
in the Basic Law and the number of identified words.

III. MAXIMAL-MATCHING TECHNIQUE

Maximal-matching depends on the coverage of the dictionary. We compared the list of words extracted from
the Basic Law and its subset that also occurred in the PH corpus. The first list achieve a low segmentation
error of 1.2% compared with 15% using the second list. Consequently, the clause accuracy for the first list
(82%) is much better than the second (28%). This is quite surprising since the words extracted from the PH
corpus are derived from a general Chinese dictionary [16] of about 56,000 words. The first list under-
segments the Basic Law (i.e. 3%) where as the other over-segments (6%). '

Performance Vs Word Length

—#%— Segmentation Error

(E)
—%— Balance (0)

—®— Clause Accuracy (C)'

Performance (%)

—%— Percentage of Words

Word Length

Figure 3: Variation of segmentation performance with the different words extracted from the Hong Kong Basic Law, up to certain lengths. Key:
E represent the segmentation error, O measures the over-segmentations, C is the clause accuracy and W is the amount of words up to a
particular length.

Since the maximal-matching uses the longest matched word, we were interested in the variation of
segmentation performance with the list of words up to a particular length. The segmentation error reduces as
longer words are included (Figure 3). However, the addition of 2-character words do not in general improve
the segmentation performances of the single-character words. Longer words have to be identified for
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significant improvement. The amount of over-segmentation reduces near to zero when words of length up to
7 characters are used in segmentation. Longer words will moderately make maximal-matching under-
segments but improving the clause accuracy significantly.

IV. BIGRAM TECHNIQUE

Previous work [7,8] grouped two adjacent characters as a two-character word. However, we showed that
detecting only two-character words hardly improve segmentation performance in the last section. Thus, we
extended the idea to detect words of arbitrary length by grouping any two adjacent characters in the text if
their MI or CF is greater than a threshold. This is equivalent to NN clustering [17] which defines a distance
matrix between characters in a clause. Distances between two non-adjacent characters are infinite because
overlap grouping is avoided. Thus, it is sufficient to know the distance between adjacent characters.
Distances of the same character at the same position must have zero distances. A pre-defined threshold can
cut the dendrogram into a sequence of subtrees which represent detected words of the clause.
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Figure 5: Variation of segmentation performance between distances defined as the MI (a) and CF (b), with respect to different percentage
quartiles. Key: E, O and C are the segmentation error, over-segmentation and clause-accuracy, respectively. The suffix m and b indicate the
performance measure of MI and the CF, respectively.

The MI is used to define the distance between two adjacent characters and it is estimated from a thematic
corpus and not from the a general corpus. The threshold is defined in terms of the top N% quartile since it
becomes the N% significance level if the distribution is normal. Apart from MI, the distance can be defined
in terms of the CF. Figure 5 shows variation of the segmentation performance between distances defined in
terms of the MI and the CF, with respect to different percentage quartiles.

Using MI, the segmentation error reduces steadily from 40% to 17%, just over 50% error reduction. The
amount of over-segmentation is about zero when the percentage quartile is about 48% and the clause-
accuracy rose from almost zero to about 27%. Note that the accuracy rose dramatically between 5% and 10%.
Using CF, the segmentation error and the clause accuracy do not vary dramatically with the percentage
quartile. The amount of segmentation error is about the same as the one using MI and the clause-accuracy is
only 4% lower than MI. The amount of over-segmentation quickly becomes under-segmentation when the
percentage quartile reaches beyond 10%. In summary, the oc-occurrence frequencies are more robust to the
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variation of the percentage quartile than using MI but at a cost of lower clause-accuracy and segmentation
€rror. ‘
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Figure 6: Word-identification performances with different values of percentage quartile for MI (a) and CF (b). Suffixes m and b indicate that
NN clustering is carried out using MI and CF, respectively. Key: C/T is the percentage of words in the Basic Law that are identified, C/B is
the percentage of identified words in the Basic Law and Cw is the percentage of identified words that are in either the Basic Law or the PH

corpus.

Figure 6 shows the word-identification performance with respect to different percentage quartiles. Using MI,
the percentages of words in the Basic Law that are identified (i.e. C/T measure) rose to a maximum when
the percentage quartile is about 15% where almost 50% of the identified words are words in the Basic Law.
A decrease in percentages as the percentage quartile increases imply that there are more words identified but
less of them are in the Basic Law. The C/B measures the percentage of identified words that are in the Basic
Law. This measure increases steadily but slowly flattened. The Cw measures the percentages of identified
words in either the Basic Law or the PH corpus, indicating that the identified words are recognized Chinese
words. Here, Cw decreases when the percentage quartile increases, indicating more non-recognized Chinese
words are identified.

Using CF, the percentage of words in the Basic Law that are identified do not vary significantly with the
percentage quartile. The C/B and Cw measure increase and decrease, respectively, where both asymptotically
tend to 36%. Non recognized words (30 characters) are usually longer than those identified using MI (11
characters at the maximum). The word-length distribution of the identified words using bigram frequencies
are skewed where as the distribution using MI appears like the distribution of words in the Basic Law. In
summary, the CF is more robust than the MI in word-identification but the former can yield almost 100%
more correct word-identification than the latter.
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The bigram technique achieved similar segmentation performances (i.c. E = 15-17% and C = 28%) to the
maximal-matching using words from a general dictionary [16]. The maximal-matching tends to over-
segment but the bigram technique can potentially under-segment, depending on the percentage quartile.

V COMBINED TECHNIQUE

The combined technique applies maximal-matching to the text and then using the bigram technique to group
single-character words. The identified words are combined with the existing list of words which are used by
the maximal-matching to segment the given text again. Figure 7 shows the segmentation performance of the
combined technique using MI or CF.
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Figure 7. Segmentation performance of the combined technique using. Key: E, O and C are the segmentation error, over-segmentation and
clause accuracy, respectively. The following letter "m" and "b" indicate that MI and CF are used, respectively.

Using MI (figure 7), the combined technique can reduce the segmentation error from 15% to 10% (i.e. error
reduction of 33%) when the percentage quartile is at 40%. The amount of over-segmentation is reduced by
12% (from 28% to 16%) and the clause accuracy is increased by 5% (i.e. 18% improvement). Using CF, the
segmentation error is better than using the MI, only when the percentage quartile is 5%. Otherwise, the
segmentation error varies little with the percentage quartile. Reduction of over-segmentation is larger than
that using MI but the clause accuracy is not as high as that using MI. In summary, the segmentation
performance using MI is better than that using CF.

The amount of correct word identifications are all higher than 50% because the maximal-matching
technique uses a dictionary of 52% overlap with the Basic Law (Figure 8). Although the difference between
percentages of identified words in the Basic Law is small (C/Tm versus C/Tb) between MI and CF, the other
two measures have pronounced difference. In both measures, the MI achieves better word identifications
than CF where we expect the percentage of correct identification chosen from the identified words is 80% for
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MI, almost independent from the percentage quartile. In addition, the percentage of identified words that are

recognized Chinese words remain above 85%, decreasing with increasing values of the percentage quartile.

A dramatic increase in word-identification occur in the first 5% quartile and subsequent variation in
erformance vary less than the first 5%.
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Figure 8: Word-identification performances with respect to different values of the percentage quartile. Key: C/T and C/B represent the
percentage of correct identification with respect to the number of identified words and words in the Basic Law, respectively. Cw represents the
percentage of identified words that are either in the Basic Law or the PH corpus. The following letter "m" and "b" denote using MI and CF in.
word segmentation and identification, respectively.

Since the initial list of words used in maximal-matching has 52% overlap with the Basic Law, the measure
C/B is not representative. We re-calculated the percentages according to the following normalization
formula: dC/T = (C/T - 52%) / (100% -52%). Figure 9 shows that the MI can detect 33% of the remaining
words in the Basic Law that are not in the initial word list of maximal-matching. The performance of MI is
consistently better than that achieved using CF. When the percentage quartile is 0%, it is equivalent to using
only the maximal-matching technique (i.e. no word identification). Again, the first 5% yields a dramatic
increase in performance and there is little difference between using MI and CF.

A list of words or short phrases detected by the combined technique is in the appendix where the mutual
information is used and the threshold is set at the top 20%. There are no words of length greater than 6.
Words of length greater than 4 are few and usually not recognized as words because of the attached verbs

(e.g. J%ﬁ/\\) Only 2 out of 17 words of length 4 are not recognized words or phrases. There are more three-
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character non-words because of attaching particles of verbs (e.g. ‘}ﬁ) or conjunctions (e.g. J2). Function

characters at the end of words are not considered to be unrecognized words because they can be detected and
rectified. Detection of two character words are more reliable than three-character ones.
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Figure 9: Normalized percentage of identified words that are in the Basic Law but not in the initial word list of maximal-matching. Key: the
following letter "m" and "b" denote word segmentation and identification using MI and CF, respectively.

VL. CONCLUDING REMARKS

Our implementation of maximal-matching achieved a mean segmentation error (1.2%) as low as those
(1.14%) reported in [11]. However, in practice, when text processing (e.g. machine translation) is applied in
a specific domain (i.e. adopt a sub-language approach), the segmentation performance is degraded, as our
test data demonstrated (15% segmentation error using words from a general dictionary). The bigram
technique which achieves good 2-character word identification offers little assistance to maximal matching
as we showed that increasing the amount of 2-character words did not improve the segmentation
significantly. We extended the bigram technique to identify words of arbitrary length and the segmentation
performance was about the same as maximal matching using a general dictionary. By combining both
techniques, we were able to lower the segmentation error by 33% of its degraded performance and improve
the word-identification by 33% of the remaining words only in the Basic Law, depending on the percentage
quartile (or threshold). The MI appear to yield better segmentation and word-identification performance than
CF. However, there is little difference between the two at 5% quartile where the improvement in
performance is most dramatic.
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APPENDIX

The following is the list of words detected by the combined technique from the Hong Kong Basic Law. The thresilold is
set at the top 20% of all bigrams measured by mutual information. If the last character of an entry is a slash character

(i.e. "/"), then the entry is a plausible word or short phrase. Due to space, 2-character words detected are not included
here.
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