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Abstract

In this paper, we present a multi-word terminol-
ogy extractor for thematic corpus based upon the
co-occurrence of subterms. With regard to the
basic properties of terminologies, among which we
emphasize the structural dependency relation be-
tween subterms, a number of straightforward hy-
potheses are proposed as strategies for terminol-
ogy recognition. The key idea to measure the
structural dependency within a corpus-based ap-
proach is that higher frequency of subterm co-
occurrence may indicate higher structural depen-
decy. The experimental results show that our al-
gorithm can extract multi-word terminologies with
nice correspondence to domain-specific concepts
and notions.

1. Introduction

We developed a practical system! to identify
multi-word basic text units (BTUs) within a cor-
pus based approach (Kit 1994), aiming at term
space reduction for a phrase-based IR system like
CLARIT (Evans et al. 1991b, 1993a, 1993b; Paij-
mans, 1992). It is observed that BTUs are a small
subset of raw NPs? that are more conceptually im-
portant. Most BTUs recognized are concept3-like

1This research was supported by the CLARIT
Project, Laboratory for Computational Linguistics,
Carnegie Mellon University and the Corporation for
National Research Initiatives/ARPA “Computer Sci-
ence Technical Reports” Project. CLARITECH Cor-
poration provided many facilities for the experiments.
The comments, advice, support, help and encourage-
ment from David A. Evans, Bob Carpenter, Teddy Sei-
denfeld, Lori Levin, Natasa Mili¢, Robert G. Lefferts,
Gregory T. Grefenstette, Yeyi Wang, Xiang Tong and
Connie Bartusis are gratefully acknowledged.

2 As reported in Kit (1994), only 20-30% raw NPs
are recognized as BTUs.

3The term concept is used in an intuitive sense in
many cases. In relation to terminology extraction, it
can be understood in a more restricted terminological
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collocations or compounds of words and domain-
specific terminologies. Experimental results on
several standard IR corpora showed that we can
use BTUs to substitute for full terms (i.e., all raw
NPs), since using BTUs has equivalent IR perfor-
mance as using full terms but leads to about 50%
term space reduction (Kit 1994). This positive
effect would be especially valuable for large-scale
IR tasks, because it promises a great efficiency en-
hancement in phrase-based IR.

Another target of the research is sublexicon
discovery for thematic corpus. We found that
the BTU recognition techniques are applicable
to multi-word terminology extraction. We no-
tice that multi-word terminologies are a subset of
BTUs which have more restricted correspondence
to domain-specific concepts and notions. This is
the starting point, and also the basis, for us to
modify the BTU recognition algorithm for multi-
word terminology extraction. -

In literature, several researchers reported their
analytical approaches to terminology recogni-
tion, for example, Ananiadou (1988), Bourigault
(1992), with focus upon the syntactic structure
analysis. Other related research can be found scat-
tered in studies of terminology processing (Sager
1990), noun-noun compounds (Levi 1978; Rackow
et al. 1992), tokenization of words in Asian lan-
guages like Chinese and Japanese (Liang 1984;
Chen and Liu 1992; Webster and Kit 1992), recog-
nition of idioms and collocations of words for MT
and other NLP tasks (Smadjia 1990, 1991; Kit
and Webster 1992), etc. In this paper, we present
a corpus based approach to terminology extrac-
tion with statistical structure analysis. One of
its distinctive features lies in that it makes use
of the co-occurrence frequency of subterms* as a
measure for the structural dependency relation be-
tween subterms in determining whether a phrase
can be recognized as a multi-word terminology.

sense.
*A word or a shorter term nested in a longer term
or phrase as a constituent is referred to as a subterm.



The inethodology adopted here includes (1)
selected NLP techniques, in particular, the
CLARIT NP parser to recognize raw NPs with-

out giving precise structure analysis; (2) statis-.

tics, e.g., the co-occurrence frequency of subterms
in longer phrases; (3) heuristics of combining the
above two to achieve our goal of terminology ex-
traction, e.g., we deal with 2-word phrases first,
then 3-word/subterm phrases, and so on. Exper-
imental results show that multi-word terms ex-
tracted within this approach have nice correspon-
dence to domain-specific concepts and notions.

In the following sections, we will first discuss
the strategies based on which we develop an algo-
rithm for discovery of multi-word BTUs, and then
the modification of this algorithm for terminology
extraction. An experiment using this algorithm
on a linguistic corpus is also reported.

2. Strategies for Automatic
Discovery of BTUs

2.1 Basic Properties of BTUs
In order to develop appropriate strategies to dis-

cover BTUs, we must first have a good under-
standing of their properties. Based on previous

studies on compounds and terminology, we em-

phasize the following basic properties of multi-
word BTUs:

Syntactic persistency: Constituents or sub-
terms in a multi-word BTU usually hold a rather
stable syntactic relation one another. Such syn-
tactic connection is not broken under normal con-
dition. Hypothesis 2 below is proposed to respect
this basic property. '

Productive combination: BTUs are produc-
tive, in the sense that they combine with other
words or BTUs to yield many new phrases. Co-
occurrences of a BTU with other words or BTUs
within NPs in a corpus will be an important mea-
sure on this property.

Unit-semantic denotation: A BTU bears unit-
semantic content, e.g., a basic concept, a domain-
specific notions, a proper name, etc., in contrast
to some very general phrases like “next one”, “fol-
lowing example”, etc. We expect that BT Us to be
found could bear conceptual information content.

2.2 Strategies for Discovering BTUs

We assume that the algorithm of discovering
multi-word BTUs follows from the hypotheses pro-
posed below with respect to the above properties
of BTUs as well as to our intuition and common
sense.
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Hypothesis 1: A BTU, or a term,® can be used
independently.

That is, a BTU must exist independently (i.e.,
as itself being an NP) somewhere in the corpus.
For example, “previous chest” from the phrase
“previous chest examination” and “active lung”
from “active lung disease” are not likely to be
terms in a medical corpus.

Hypothesis 2: The structural dependency con-
nection between constituents (a single-word or
multi-word subterm) in a BTU cannot be broken
throughout the whole corpus.

That is, for a term < A B >, in which A and
B are subterms, there should not be any instance
of a word sequence in the form < A C B > such
that the structural dependency relation between A
and B is broken by C. For example, “hot dog” is a
kind of food, whereas “hot - - - dog” (if any) would
probably be a kind of animal and it is unlikely to
be a BTU.

Note, however, that if the dependency connec-
tion is interpreted as continuously co-occurring, it
will lead, unexpectedly, to a too strong hypothesis
that rules out many potential BTUs. Consider,
for example, the follewing phrases, most of which
could be terms in a medical corpus:

active disease —> active lung disease
active infectious disease
active contagious- disease

Although there are so many instances in which
“active” and “disease” are separated from one an-
other, we cannot deny that “active disease” is
indeed a term. We can find that in all longer
phrases like the above ones, the dependency re-
lation between “active” and “disease” remain the
same: the former is a modifier and the latter is
the head. Such dependency relation appears to be
structurally definable, e.g., modifiers and comple-
ments are dependent upon their heads, no matter
the two words/subterms are continuously or dis-
continuously co-occurring.

More importantly, it is reasonable to assume,
within a corpus based approach, that this kind of
structural dependency relation is statistically rec-
ognizable, in particular, in the case of structural
ambiguity. In general, a parser is able to assign
structure to a phrase, but in the ambiguous cases,
for example, whether “active” modifies “lung” or
“disease” in the phrase “active lung disease”, we
still need to resolve the structural ambiguity by

*The terms basic textual unit (BTU), term and ter-
minology are used interexchangeably in some cases in
this paper. A term can be understood as a terminol-
ogy or as a term for text indexing in IR, depending on
the context.



some appropriate statistical means.

2.3 Statistical Dependency vs.
Structure Analysis

To resolve the structural ambiguities of this type,
we propose a simple statistical approach, in con-
trast to a syntactic structure analysis. Pure struc-
ture analysis appears to be too expensive for com-
putation, in the sense that it needs a sophisticated
parsing process, and to have low effect upon struc-
tural disambiguation, e.g., it is unable to resolve
the ambiguity in all phrases with (A N N) pat-
tern, like “active lung disease”. The statistical
approach is proposed as simple as the following:
higher frequency of co-occurrences of two words
or subterms within a specific structural (syntac-
tic) category, e.g., NP, indicates a higher struc-
tural dependency connection in that category.

For example, in order to determine whether
“active disease” can be a term, we need to exam-
ine the structural dependency relations between
these two words in the phrase “active lung dis-
ease”. The corresponding attribute list (A N N)
of this phrase leads to the following structural am-
biguity:

(a) (A N) N) (8) (A (N N))
If case (a), where “active” and “lung” are treated
as having higher structural dependency each
other, is confirmed by statistical data of co-
occurrence frequency, i.e.,

Freq(active, lung)) > freg(active, disease)

then “active disease” will be statistically ruled out
as a term.® Otherwise, we assume (b), where “ac-
tive” is treated as modifier to “disease” rather
than to “lung”. This is not a negative evidence
against “active disease” being a term, with re-
spect to the Hypothesis 2. So, in order to de-
termine whether “active disease” is a term, it is
necessary to examine all similar discontinuous co-
occurrences of “active” and “disease” in the corpus
in question.

2.4 Inadequacy of Some Statistical
Measures on Structural Dependency

Structural ambiguities take place so often in multi-
word NPs. Any multi-word NPs containing two or
more nouns can be structurally ambiguous. We
need some kind of statistical measure to deter-
mine the structural dependency relation between
words/subterms in an ambiguous case.

®More details on measuring the structural depen-
dency between subterms follows in next sections.
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The original measure for the dependency of
two events is given in Bayesan statistics as condi-
tional probability:

P(zy)
P(y)

Church (1989, 1991) uses mutual information to
describe the word association relation between
two words, which appears to derive from Bayesan
statistics. It is formulated as below:

P(z,y)
P(z) P(y)

Wilks et al. (1990) define a number of relatedness
functions as statistical measures to describe the
relatedness of words based on their co-occurrence
in a corpus. One of these functions is dependency
extraction between two words, formulated as the
following;

P(zly) =

I(z;y) = logs

. f.z'y - f.z‘ * fy
m’n(fw:fy) - fx : fy

However, according to our observation, mea-
sures of these kinds are not appropriate to describe
structural dependency. Let us take “hot dog” as
an example to show this. We may have a cor-
pus, for example, the conversations of daily life,
in which both individual words “hot” and “dog”
have a frequency much higher than the frequency
of the collocation “hot dog”, i.e.,

freq(hot) > freq(hot dbg)
freq(dog) > freq(hot dog)

This has the result that P(hot|dog), P(dog|hot),
I(hot; dog) and dex(hot,dog) are all very small
such that none of them is significant enough to
indicate the real structural dependency between
“hot” and “dog” in such case. Rather, it may give
the misleading result that “hot” and “dog” have
a very loose structural relation in the collocation
“hot dog”, contradicting the fact that their struc-
tural dependency is rather high.

dez(z,y) =

It can be observed that such misleading mea-
sures resulted from the fact that a great number
of irrelevant “hot”s and “dog”s, which occur inde-
pendently of one another, are counted as the sta-
tistical factors to decide the structural dependency
relation between the specific “hot” and “dog” in
“hot dog”.

2.5 Subterm Co-occurrence Frequency:
A Measure for Structural Dependency

In order to:measure the structural dependency be-
tween two words/subterms in a more reliable way,
we need to eliminate as much as possible the in-
dependent occurrences of each word in question.



Since the independent occurrences of one word tell
nothing about the structural dependency between
itself and the other, both can be viewed as “noise”
data upon the structural dependency relation be-
tween. the two words, We need to prevent such
noisy data from obstructing the measure of struc-
tural dependency. For this purpose, we propose
the following hypothesis:

Hypothesis 3: Higher co-occurrences frequency
within a specific structural category may indicate
higher structural dependency.

There are three different cases in this hypothesis,
as stated in the following strategies:

Strategy 3.1: Higher frequency of co-occur-
rences (fco hereafter) of two words/sub-terms
within a specific structural category, e.g., NP, may
indicate higher structural dependency.

Strategy 3.2: Higher frequency of continuous
co-occurrences (fcco hereafter) of two words/sub-
terms within a specific structural category, e.g.,
NP, may indicate higher structural dependency.

Strategy 3.3: Higher frequency of indepen-
dent continuous co-occurrences (ficco hereafter) of
two words/sub-terms as a specific structural cate-
gory, e.g., NP, may indicate higher structural de-
pendency.

However, a problem with these strategies is
how much a difference of co-occurrence frequency
is significant enough to indicate the difference in
structural dependency (sdep hereafter)? If we
have the measures like the following, for example,

feo(wy, wq) = 588
Sfeo(wy, ws) = 583

we are not sure whether these are adequate to pre-
dict that

sdep(wy, w2) > sdep(w1, ws).

There should be a significance factor to resolve
this problem, for example, a factor of 2 or 3 times,
which means that only if

- feo(wy, wq) > 2 - feo(wr, w3)
can we then say
sdep(wy, w2) > sdep(wi, w3).

The significance factors for fco, feco and ficco
may be different. Appropriate factors for compar-
ing feco, feco and ficco should be obtained from
experiments or expert experience.”

The relation between these three strategies are
the following: Strategy 3.2 will be applied if the

"The significance factors for fco, fcco and ficco
used in our experiments reported below are 1.5, 3 and
5, respectively.
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difference of fco’s (in Strategy 3.1) is not signifi-
cant enough to tell the difference of sdep’s; Strat-
egy 3.3 will be applied if feco difference (in Strat-
egy 3.2) is not significant. In a case that all three
of the above types of measures are not significant
enough to indicate the structural dependency pref-
erence, we assume that it has no effect on the de-
termination of whether a sequence of words is a
term.

3. A Terminology Extraction
Experiment

Following the above strategies, we implemented a
BTU recognition system for phrase-based IR. It
is further modified into a terminology extractor
for thematic corpus. The main modification is to
add a stop-list® to filter out the non-terminological
phrases which have high frequency but are too
general to be terminologies, e.g., “next one”,
“same way”, etc.

In order to examine the unit-semantic deno-
tation of the extracted terms, that is, how well
they correspond to domain-specific concepts and
notions, we conducted terminology extraction ex-
periments on several corpora. The one reported
here is on Bob Carpenter’s manuscript Lecture
Notes on Natural Language Semantics.® Here is
the general information about the corpus and the
terminology extraction:

-Size: 523 Kilobytes!®

-Number of words: 87K

-Number of unique multi-word raw NPs: 4.4K
‘Number of unique single word NPs: 1.5K
-Number of unique words in all NPs: 2.8K
-Number of extracted terms: 0.8K

With the aid of a stop-list, about 800 multi-
word terms (about 18% of raw NPs) are extracted
as multi-word terminologies. Some sample frag-
ments of the extracted terms in the high, medium
and low frequency areas are given in Appendix A.

Note that the inconsistent information on the
numbers of words and syntactic categories is pro-
duced by the NP parser, for example, the two-
word phrases “modal logic” and “phrase struc-
ture” are each attached with only one syntactic
category. This reveals that they are treated as
compounds like a word in the NP parser’s lexi-
con. Regardless of such inconsistent information,

81t is a traditional method in 1R. For example, the,
a, you, my, they, etc., are typical stop-list words.

®Bob Carpenter. 1993. Lecture Notes on Natural
Language Semantics. ms. Computational Linguistics
Program, Philosophy Department, Carnegie Mellon
University. It is currently in press by MIT Press in
the title of Type Theoretical Semantics.

Y Exclusive of Latex formats, formula and pictures.




the terminology extractor also recognizes them as
terms with the aid of statistical data. This illus-
trates, partially though, that the extractor works
in a right way.

However, the terminology extractor is purely
based upon statistical data on co-occurrence of
subterms and makes use of little knowledge or
semantic information. It is inevitable that it is
fooled by some high frequency non-terminological
phrases like “following example”, “following sen-
tence”, etc., in the corpus. In order to get rid of
such noisy information on terminology extraction,
it is necessary to have a stop-list as a filter. A
fragment of the stop-list added to the terminology
extractor looks like the following:

following consisting resulting
interesting thing being
beginning adding deriving
updating defining example
sample very across

the drop particular
previous serious step
component kind whole .
entire instance important
importance perspective simple
simplest present one ......

A stop-list word like “following”, for example, fil-
ters out non-terminological phrases as those given
in Appendix B, some of which are of very high
frequency.

The extracted terms are evaluated by the first

and second year graduate students in the Compu-
tational Linguistics Program at CMU, who used

or are using the manuscript as text book in the -

semantic class. The following is the statistics of
the overall evaluation on “how well the recognized
terms correspond to domain-specific concepts and
notions”: :

0 - excellent;

7 - better than good;

1 - good;

1 - just OK;

0 - less than 0K, i.e., bad;
0 - very bad. )

Most evaluators choose “better than good” as
overall evaluation among the 6. choices. The au-
thor of the manuscript also confirms that “most
extracted phrases look like terms”, in addition
to having pointed out some bad terms. About
50 phrases, i.e., 6% of the extracted terms, are
pointed out by evaluators to be bad terms.

The corpus used is a small one,'! and the
experimental result turns out to be satisfiably
good. Since the terminology extractor relies heav-
ily upon statistical data, we have reason to believe

1We chose this small corpus to report here only for
the sake of the appropriate evaluation available from
those who are familiar with it.
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it to have better performance if working on larger
corpora. '

4. Conclusion

This is a preliminary study on terminology extrac-
tion using the BTU recognition algorithm we have
developed. There are many things to be improved,
for example, how to select better stop-list words
for a thematic corpus, how to use domain knowl-
edge, etc.

However, through the terminology extraction
experiments, we can see that most extracted terms
have nice correspondence to domain-specific con-
cepts and notions. This can be a piece of evidence
for that the BTUs and terminologies recognized by
the algorithm are conceptually important. They
have nice unit-semantic denotation, i.e., they are
concept-like information units. Therefore, we be-
lieve that the terminology extractor can be a use-
ful tool for practical terminology processing, for
example, automatic construction of term banks,
discovery of domain-specific sublexicon, etc.

4.1 A Word About Single-Word Terms

At first sight, it is really unlikely for a computer
without expert knowledge to determine whether
a single word can be a terminology in a domain.
Our work reported above focuses only upon multi-
word terms, however, the result is believed to be
helpful to recognize single-word terms. Intuitively,
we may propose the following:

Hypothesis 4: An independent single word with
higher occurrence frequency in multi-word terms
is more likely to be a single-word term.

- To an extent, this hypothesis can distinguish
stop-list words from words with concrete semantic
content, since multi-word terms contain few stop-
list words. So, it can inherently prevent stop-list
words from getting into single-word terms. This
could be a starting point to develop a more sophis-
ticated strategy to incorporate single-word termi-
nology recognition into our algorithm, with the aid
of other resources.
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Appendix A: Fragments of Extracted Terms!!

sequence terms syntactic alone total
number ‘ categories -freq occurrences
1 =: first order logic || ADJ NOUN NOUN 1. 70 -->82
2 =: categorial grammar [l ADJ NOUN I 64 —-> 108
3'=: noun phrase || NOUN NOUN Il 55 -=> 121
4 =: higher order logic [l ADJ NOUN [l 54 -—->54
5§ =: truth value Il NOUN NOUN Il 52 --> 62
6 =: lambda calculus || NOUN NOUN Il 43 --> 76
7 =: modal logic {1 NOUN I 42 --> 61
8 =: lexical entry || ADJ NOUN Il 39 --> 76
9 =: lambda term || NOUN NOUN Il 38 --> 54
10 =: propositional logic Il ADJ NOUN I 37 --> 49
11 =: natural language || NOUN Il 30 --> 68
12 =: possible world Il NOUN I 28 -—> 40
13 =: simply typed lambda calculus || ADV PASTPART NOUN NOUN || 26 --> 26
14 =: beta reduction || NOUN NOUN Il 26 --> 32
17 =: proof theory || NOUN Il 20 --> 28
18 =: syntactic category |1 ADJ NOUN I 20 -=> 22
19 =: natural language semantics |1 NOUN NOUN I 19 --> 21
20 =: introduction rule Il NOUN NOUN I 19 --> 34
21 =: meaning postulate I PROG NOUN 1 19 --> 20
22 =: generalized quantifier Il PASTPART NOUN I 19 --> 24
23 eta reduction || NOUN NOUN I 19 --> 25
349 =: backward application scheme Il ADJ NOUN NOUN 11 3 -->3
350 =: forward application |1 NOUN_ADJ NOUN 11 3 >3
351 =: pure applicative categorial grammar || ADJ ADJ ADJ NOUN I 3 -->3
352 =: context free grammar Il NOUN ADJ NOUN I 3 -->3
353 =: arithmetic expression Il NOUN NOUN I 3 -->3
354 =: lexical assignment Il ADJ NOUN 11 3 =>4
355 =: phrase structure || NOUN I 3 --> 45
356 =: type assignment Il NOUN NOUN I 3-->5
357 =: linguistic category il ADJ NOUN I 3 -->3
358 =: proper treatment || NOUN_ADJ NOUN I 3 -->3
360 =: higher order model [l ADJ NOUN I 3 >3
361 =: non-logical constant Il ADJ NOUN I 3 -=>7
363 =: arbitrary type || ADJ NOUN 11 3 -->3
364 =: type sound || NOUN NOUN_ADJ ] 3-->3
366 =: identity function || NOUN NOUN I 3-->4
368 =: combinator scheme Il NOUN NOUN I 3 --> 4
369 =: grammar rule Il NOUN NOUN ] 3 -->3
370 =: grammatical theory Il ADJ NOUN | 3 -->4
372 =: beta eta long form I| NOUN NOUN ADJ NOUN 1 3 -->3
373 =: induction hypothesis || NOUN NOUN 11 3 -->3
1395 =: modal statement |1 NOUN_ADJ NOUN I 1 -->2
1406 =: non standard logic || ADJ NOUN NOUN I 1 -->2
1456 =: possible world model Il NOUN NOUN 11 1 -->2
1476 =: first order modal logic || ADJ NOUN NOUN I 1 -->2
1520 =: extensional semantics Il ADJ NOUN I 1 -=>2
1586 =: context dependence Il NOUN NOUN I 1 -=>2
1653 =: group reading |1 NOUN PROG | 1 -->2
1656 =: selectional restriction |1 ADJ NOUN [ 1 -->2
1697 =: semantic type Il ADJ NOUN 1 1 -->2

11n the term list, strings like lambda, beta, eta, etc., are used to substitute for the Greek letters A, B, n, etc.,

correspondingly, from the manuscript.
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1717 =: scope operator Il NOUN NOUN 11
1726 =: moortgat’s theory |1 NOUN NOUN 11
1731 =: polymorphic lexical entry Il ADJ ADJ NOUN I
1772 =: strict reading il ADJ PROG |
1806 =: variable binding || NOUN_ADJ PROG I
1830 =: embedded subject || PASTPART NOUN_ADJ 11
1831 =: matrix subject Il NOUN NOUN_ADJ I
1860 =: non indexical pronoun Il ADJ ADJ NOUN I
1862 =: indexical pronoun Il ADJ NOUN Il
1882 =: logical operator Il ADJ NOUN I

Appendix B: Non-terminological Phrases Filtered Out By “following”

following example

15 =: 11 PROG NOUN 11
47 =: following sentence Il PROG NOUN I
63 =: following analysis Il PROG NOUN I
54 =: following lexical entry Il PROG ADJ NOUN 11
56 =: following scheme Il PROG NOUN I
134 =: following kind Il PROG NOUN I
233 =: following contrast |1 PROG NOUN 1
238 =: following clause |l PROG NOUN ]
359 =: following definition || PROG NOUN I
362 =: following assumption Il PROG NOUN I
414 =: following pair Il PROG NOUN I
452 =: following condition Il PROG NOUN I
499 =: following valid formula Il PROG ADJ NOUN Il
6532 =: following reading Il PROG PROG I
556 =: following dowty Il PROG NOUN I
588 =: following pattern Il PROG NOUN 1]
618 =: following postulate Il PROG NOUN I}
623 =: following expression Il PROG NOUN I
634 =: following semantics || PROG NOUN I
640 =: following form Il PROG NOUN I
641 =: following situation Il PROG NOUN I
648 =: following judgement || PROG NOUN 1
732 =: following logical equivalence Il PROG ADJ NOUN 1
783 =: following collection || PROG NOUN I
826 =: following formula Il PROG NOUN ]
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