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Abstract

Unknown word, in general, is the main factor that causes the pérformance of word segmen-
tation to be unsatisfied. To recognize the words which are derived from highly productive
morphemes, a set of 17 morphological rules is proposed in this paper to recognize those
regular unknown words. In addition, an unknown word model is further proposed to deal
with the unknown words of irregular forms such as proper name etc. With the unknown word
résolution procedures, the error reduction rate of 78.34% in word and 81.87% in sentence
are obtained in the task of smoothing technical manuals. To examine the procedures in more
| general task, a corpus of newspaper is also tested and the error reduction rate of 40.15% in
word and 34.78% in sentence are observed.

1. Introduction

“Word” is the basic unit used in most Chinese information processing tasks, such as machine
translation or spoken language processing. However, there is no obvious delimiter marker,
except for some punctuation markers, to specify the boundaries of words. Therefore, word

segmentation is essential in almost all Chinese language processing systems.

Several models for word segmentation were proposed in our previous work [Chia 92a],
in which the comparisons between rule-based and statistics-based approaches were made.
From that work, over 99% word segmentation accuracy rate was observed when there is not
any unknown word in the corpus; while only 95-96% could be obtained in case unknown
words existed. Unfortunately, in Chinese, many morphemes have high derivative abilities
such that they can combine with other words or morphemes to form compounds or complex
words. To enumerate all such kinds of words in the dictionary is impossible and impractical.
What is more, many new words are generated every day, so it is very difficult to keep
the dictionary up-to-date. Thus, the problems caused by unknown words are inevitable in
processing Chinese information. Hence, how to identify unknown words is the most important
issue in real Chinese language processing systems. Motivated by that, the focus is shifted to
the study of unknown words in this paper.
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There are two kinds of unknown words: one is regular, such as time, date, reduplication,
etc.; while the other is irregular, such as proper names, compound nouns, of which the
unknown words must be determined by their context instead of simple rules. Regular
unknown words are likely to be predicted according to some morphological rules. However,
the words of irregular forms are usually difficult to be identified from rules. They must
be examined through the analysis with more high level knowledge sources, such as syntax

and semantics.

In this paper, a set of 17 morphological rules are first introduced to tackle the problem
caused by the regular unknown words. After applying the morphological rules, 1.81% error
rate in word is observed. Compared with the error rate of 7.48% in the baseline system, it
corresponds to 75.8% error reduction rate. Afterwards, an irregular unknown word model is
proposed to recognize the irregular unknown words, with which 78.34% in error reduction
is obtained. ‘

This paper is organized as follows. The system architecture, the databases including the
lexicon, the morphological rules, and the tasks are described in Section 2. In Section 3, the
overview of the baseline models, which were derived in our previous works [Chia 92a], are
given. Then, the effects of the morphological rules are investigated in Section 4. In addition,
we incorporate part of speech information into the system to explore the performance both
in word and lexical tag in Section 5. Furthermore, an unknown word model is proposed
in Section 6 to resolve some problems caused by the unknown words in irregular forms.
Finally, a summary is addressed in the last section.

2. System Architecture

The flow of the word segmentation in our system is shown in Figure 1. The system consists of
four phases of processes, including the baseline word segmentation, morphological analysis,
tagging, and unknown words identification. The input character string is first processed by
the baseline segmentation model, in which all possible segmentation patterns are generated
by looking up the dictionary and assigned the corresponding preference scores depending
on the model used. Then the best N (N is set to 10 in the current implementation) word
hypothesis sequences are passed to the morphological analyzer. The morphological rules
are then employed to detect some particular forms of unknown words in this phase. Again,
the top N candidates are output for being tagged with their lexical tags. Afterwards, the
best tagged result is dispatched into the unknown word module to examine other types of

unknown words. Finally, the best hypothesis is piéked up as the final output.
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The block diagram of the system architecture.

Lexicon

The electronic dictionary used in our system is provided by Behavior Design Corporation
(BDC) [BDC 92], in which there are 89,590 entries of definition. For each word, the possible
lexical tags that can be attached to it are encoded in the dictionary. Currently, there are 49
different categories of tags used in the dictionary. The statistics of the dictionéry are listed

in Table 1.
# of characters / word # of entries
1 1,734
2 35,492
3 19,650
4 24,054
5 6,140
6 2,020
>=7 500
Total 89,590
TABLE 1

The statistics of the dictionary.
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Morphological Rules

There are 17 morphological rules [Lin 93] available in the system which are written by
linguistic experts according to a large corpus. Two of these morphological rules are only
related to some particular affixes. The rest 15 rules, on the contrary, must refer to the lexical
tags. All these morphological rules are listed in appendix A.

Corpus .

To evaluate the performance of different segmentation models, a corpus of 9,677 sentences
extracted from technical manuals are collected. This corpus is further divided into a training
corpus of 7,742 sentences, i.e., 4/5 of the original set, and a testing corpus of the remaining
1,935 sentences in the following simulations. Along with the simulations performed in [Chia
92a], an ideal cbrpus is formed by extracting the sentences which contain unknown words
out of the original corpus. Therefore, the original corpus is also called the real corpus in
contrast. The effect of using the proposed models both in the ideal and the real corpora are
investigated and compared in the paper. The statistics of the corpora are listed in Table 2.

Ideal Corpus Real Corpus
Training Set | Testing Set | Training Set | Testing Set
# of sentences 3,711 911 7,742 1,935
# of words 37,720 9,238 87,715 21,964
# of characters 62,423 15,374 148,221 37,261
Ave. # of words /sentence 10.16 10.14 11.33 11.35
Ave. # of characters /sentence 16.82 16.88 19.15 19.26

TABLE 2
The statistics of the corpora.

3. Overview of the Baseline Model

Since the baseline models have been derived in our previous work [Chia 92a], instead of
repeating the detail derivations of those models, only the final forms of the computational
models are listed in this paper.

Let ¢ denote the input character sequence of n Chinese characters and W; =
w; 1, Ww; 9, -, w; M; be the :-th word segmentation pattern, where M; denotes the total num-
ber of words in W;, the model derived in [Chia 92a] is summarized as follows:

M;

- argmax { I1P(w;y | li,k—l)}a (1)
w::l : k=1

where [; ;1 denotes the length, i.e., the number of characters, of w; ;_1. In other words, the

correlation of the word and the length of its left contextual word is considered in the model.
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To compare the common rule-based approach with the baseline models, the approach
using the rule that the longest word is most preferred is also implemented in this simulation.
The results for these approaches both in the real and ideal corpora are shown in Table 3.

Error rate in the training set Error rate in the testing set
Model word (%) sentence (%) word (%) sentence (%)
Max. Match 2.15 9.84 2.63 11.09
P(wy | l—1) 0.12 0.62 0.69 2.63
(a)
Error rate in the training set Error rate in the testing set
Model word (%) sentence (%) word (%) sentence (%)
Max. Match 8.74 56.74 9.47 58.14
P(wy | l-1) 6.91 52.34 7.48 54.16
(b)
TABLE 3

The results of various word segmentation models in (a) the ideal corpus and (b) the real corpus.

Comparing the results in Table 3(a) and 3(b), it is apparent that the existence of unknown
words is the main issue which causes the performance to degrade evidently. The results
performed in the real corpus are 6.79% worse in word accuracy, and 51.53% degradation in
sentence accuracy compared with those in the ideal case. After analyzing the errors caused
by these models, two kinds of error patterns are founded. The first one is the mis-combined
error, denoted by s_ns, such as |— [f8 |A |—» |— |f8A |, where two or more words
which should be separated are regarded as a word. The other pattern, denoted by ns_s, is
the over-segmentation error, where a word is mis-segmented apart into several morphemes

or words, such as |##R8 |o |k | B

the baseline models in the real corpus are listed in the following table.

. The statistics of these two error patterns for

TABLE 4

Models

Errors in the training set

Errors in the testing set

S_ns ns_s

S_n§ ns_s

P(wg | l—1)

109 1,533

260 5,904

The statistics of the error patterns for the baseline model in the real corpus.

In Table 4, it is obvious that the error is caused mainly from over-segmentation of words.
Therefore, to combine those over-segmented words into a word will improve the performance
effectively. To do this, the approaches with the morphological rules and an unknown word
model are introduced later in this paper.
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4. The Morphological Analysis

As mentioned above, many morphemes in Chinese have high derivative capability so that
they can combine with other words or morphemes to form new words, such as 4& » {1t .
Therefore, the words formed in such a way are unable and impractical to be enumerated
in the lexicon. Since the word formation processes associated with those morphemes are
quite regular, they are, therefore, predictable according to a few rules. Motivated by this
concern, a set of morphological rules are introduced in our system. Currently, there are 17
morphological rules in the system. They are divided into two parts according to whether part
of speech is applied or not. The first part consists of two morphological rules which only
relate to some particular affixes. On the ‘other hand, the remaining 15 rules in the second part
are applied with the lexical tags. Interested readers for the morphological rules are referred
to appendix A or [Lin 93].

Like most rule-based approaches, the use of the morphological rules will results in the
problem of redundancy, and inconsistency. Those redundant and, especially, the inconsistent
rules have to be withdrawn from the rule-base to improve the performance of the system both
in terms of the accuracy and efficiency. In this paper, a sequential forward selection method

is used in rule ordering, which will be described in the following subsection.

4.1. Rule Ordering

To examine the effectiveness of the morphological rules, the sequential forward selection
(SES) procedure [Devi 82, Liu 93] is applied to determine the ordering of morphological
rules. SES is a simple bottom up search procedure where one rule at a time is added to the
current rule set. At each stage, the rule to be included in the rule set is selected from the
remaining available rules, so that the new enlarged set of the rules yields a maximum value
of the criterion function used. The rule ordering procedure with the SES is shown as follows.

Assume that G1 is the original rule set and G2 is the set including the rules which are
ordered through the SES algorithm. Initially, G1 consists of all morphological rules and G2
is an empty set.

SFS(n rules) {
Gl= {n rules}; I* initialization for G1 set */
G2= {}; /*
initialization for G2 set */
I* the loop of moving the best rule in G1 to G2 *]
foop( while there is any rule in G1) {
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mincost=minimum_value, . /* initialize the variable
for minimum cost */ '
* the loop of computing the cost of embodying each of rules in GI1 to G2 */
loop ( for each rule_i in G1) {
cost=WordSegmentation(corpus, {rule_i}+G2);
I* computing the cost returned by word segmentation procedure for using
the new rule set which is composed of rule_i and those rules in G2 */
I* find the rule with minimum cost */
if (cost<mincost) then
swap(cost,mincost); I* swap the minimum cost with the
current one */
best_rule=rule_i; /* current rule is assigned to be
the best one */
endif
}
move_rule(G1,G2,best_rule) I* move the best
rule from GI to G2 */

ILLUSTRATION 1
The rule ordering procedure with.the sequential forward selection algorithm.

Note that the cost function returned by the WordSegmentation() function is computed
according to the following formula:

cost = wy X (1 — Pr) 4+ wp X (1 — Pp), (2)

No.of words identified correctly
No.of words in the corpus

age of the words in the corpus which are identified correctly by the system; P, =

No.of words identified correctly
No.of words ident:i fied by the system?

identified by the system being correct; w,,w, are defined as the weights to the error rate of

where P, = , named as the recall rate, is the percent-

known as the precision rate, is the percentage of the words

recall and precision respectively and they are both defined to be 0.5 in the following test.
Thus, the performance of both the recall rate and the precision rate are taken into account

through the cost function defined above.

Through the SES procedure, the results of cost versus number of rules is illustrated in
Figure 2. From this figure, it is noted that the cost is decreasihg as the number of rules is
increasing up to 11; however, the cost remains a constant as the rule number is in the range
from 11 to 16. Finally, it increases slightly when the last rule is incorporated. After checking
the resul‘ts, we find that it is the rule n-— g+ %5 (B¥M) which results in the increment in
cost. Therefore, it should be modified or withdrawn from the rule base. In addition, those
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rules that rank from 11-th to 16-th are never applied in the training corpus; however, they
are remained in the rule base because they may be useful in the testing set.
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FIGURE 2
Hlustration of the cost versus the number of rules through the rule ordering mechanism.

4.2. Summary of the Morphological Analysis

The results of various word segmentation models with the morphological analysis in the ideal
corpus as well as the real corpus are shown in Table 5, where the values in the parentheses
are the corresponding results of the baseline models.

Error rate in the training set Error rate in the testing set
Model word (%) sentence (%) word (%) sentence (%)
0.80 4.04 1.44 6.26
Plwg | lg-1)
(0.12) (0.62) (0.69) (2.63)
(a)
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Error rate in the training set Error rate in the testing set
Model word (%) sentence (%) word (%) sentence (%)
Plog | le_t) 1.32 8.86 1.81 10.70
(6.91) (52.34) (7.48) (54.16)
(b)
TABLE 5

The results of the baseline word segmentation model with the morphological analysis
in (a) the ideal corpus and (b) the real corpus.

It is observed that the performance in the ideal corpus degrades slightly. After applying
the morphological rules, the possibility of mis-combining the words or morphemes which
should be separated will inevitably increase. Therefore, the performance of the ideal corpus
degrade. On the contrary, the situation of mis-combination is not so serious in the real corpus.
In fact, the results are greatly improved with the morphological analysis, where it corresponds
to the error reduction rate of 75.8% in word and 80.43% in sentence. The statistics of the
error pattern for morphological analysis are listed in Table 6, where the corresponding results
with the baseline models are tabulated in parentheses.

Errors in the training set Errors in the testing set T
Models s_ns ns_s s_ns ns_s ]
Plw | 1) 429 370 168 110
(260) (5,904) (109) (1,533)

TABLE 6
The statistics of the error paiterns in the real corpus after morphological analysis.

The result shows that the morphological analysis significantly reduces the errors caused
by the over-segmentation, which is over 90%. Therefore, the performance is improved
dramatically with the morphologicél rule approach. On the other hand, checking up the s_ns
type of error in Table 6, it is observed that this approach has slight side-effect for increasing
the mis-combination errors. Those mis-combinations are caused by unconditionally applying
the morphological rules without regarding their contexts. For example, the mis-combination
of [# |5F&® |#E& | iscaused by applying the rule “ v — v(HR)+ & 7.

To further decrease the error of mis-combination, those morphological rules should be
accomplished with a context-sensitive framework, which is similar to the formulae for phrase
structure rules in [Chia 92b]. It will be our future work and will not be discussed in this
paper. Instead, we will pay attention to the unknown words which are formed irregularly
and cannot be recognized through the morphological rules. Because lexical tags will be used
as the parameters in the unknown word model, we will describe the tagging process in the
next section before starting the unknown word modeling.
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5. Tagging Part Of Speech

In the previous study [Chia 92a], we have shown that the incorporation of lexical information
is useful in word segmentation. However, the morphological rules are applied before the
tagging process. The introduction of the morphological analysis may result in changes of
the formation of words or the lexical tags. Accordingly, the effect of the combination of the
morphological and lexical knowledge sources is investigated in this section. To do this, we
derive the word segmentation model which incorporates the lexical information as follows:

W= argmax :]Z:P(Wi,Tj,i | cT), 3)

where T ; stands for the j-th lexical sequence corresponding to the :-th word segmentation
pattern W;. To save the time for computation in the above equation, we approximate it in
the following form:

W= argmax {r%ax P(W;,T;; | a;)}. (4)

The term P(W;,T;; | ¢}) in Eq.(4) is further derived as follows.
P(W;,T;; | 1)
= P(Tp; | Wi, ef) x P(W; | c1)

~ P(Tij; | W) x P(W; | }) )
_ PW:i| Tiy) x P(Tij)  P(eL | W) x P(Wy)
B P(W:) P(ct) ‘

Note that the approximation in the above derivation is based on the fact that the lexical
tags are attached only to words; therefore, it is assumed that tagging the part-of-speech is
independent of the character string if the word sequence is given. In addition, since the
character sequence can be determined uniquely if a word sequence is given, it causes that
P(c? | W;) = 1 holds for all word segmentation patterns. Besides, the term P(cT)is the
same constant to each segmentation ambiguity and it does not affect the result in Eq.(4) if
being neglected. Hence, the criterion in Eq.(4) is rewritten in the following form:

W = argmax {nr}ax P(W; | T; ;) x P(Ti,]‘)}. (6)
i i
Concerning the :-th word segmentation pattern W; = w; 1, w; 2, -+, w; pr, of M; words,

let ¢; ; denote the part-of-speech that is attached t0 w;; in the j-th lexical sequence
T;; = tij1,tij2 - ,tij M. To make the computation in Eq.(6) feasible, P(W; | T; ;) and
P(T; ;) are approximated asfollows.
P(W; | Ti) = P(wilf [ #31°)
M; (7)
~ k]_:llPi(wk ’ tj,k)~
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P(T,;) = B (1"

~ kHIPi (tk | tj,5-1)-

It is noted that P;(-), which denotes the probability function that relates to the :-th word seg-
mentation pattern, is introduced in the above equations to prevent from notational confusion.
Therefore, the word segmentation model with lexical knowledge incorporated is represented
as the following formula: |

i LM )T
Wi IBA! k=1

AM;
arg max {ma'x [H (wik [ i) X P(tisk lti,j,k—l)} } 9)
The results with the morphological and lexical analysis in the ideal corpus as well as the
real corpus are shown in Table 7, where the values in the parentheses are the results with the

model P(wy, | lx—1) before incorporating the lexical information.

Error rate in the training set

Error rate in the testing set

Model word (%) sentence (%) word (%) sentence (%)
Plug | 1) x Pltx | 1) 0.69 3.48 1.45 7.14
(0.80) (4.04) (1.44) (6.26)
(a)
Error rate in the training set Error rate in the testing set
Model word (%) sentence (%) word (%) sentence (%)
Pwy | t4) x P(ts | be_r) 1.24 8.58 1.74 11.16
(1.32) (8.86) (1.81) (10.70)

(b)
TABLE 7

The word and sentence error rate of various word segmentation models with the morphological
analysis in (a) the ideal corpus and (b) the real corpus.

From Table 7, it is observed that the results are improved slightly, except for the testing
set in the ideal corpus. However, the improvement is not significant enough to show the
superiority to incorporate the lexical information. Since the morphological rules are applied
in a context-free manner, the errors of mis-combination resulting from the morphological
analysis cannot be recovered even with a tagger. Besides, by using this tagging model, the
number of parameters is much larger than those of the baseline models so that the over-tuning
phenomena is more apparent. Hence, the results in the training set can be improved more
significant than those in the testing set.
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To couple the tagger into the system is, however, essential because the lexical information
is required in the following unknown word model. To examine the effectiveness of the tagger,
the error of the tagging process is also listed in Table 8. Note that in this paper, a correct

tagging to a word is defined when both the word segmentation and the lexical tag are correct

simultaneously.
Error rate in the training set Error rate in the testing set
Model tag (%) sentence (%) tag (%) sentence (%)
P(wy, | tr) x P(tg | tp—1) 7.56 46.86 8.92 51.70
(2)
Error rate in the training set Error rate in the testing set
Model tag (%) sentence (%) tag (%) sentence (%)
“Plwy | t) X Pty | th-1) 1.717 51.52 9.50 58.40
(b)
TABLE 8

The tag error of the morphological analysis in (a) the ideal corpus and (b) the real corpus.

6. Unknown Word Modeling
The unknown words in the corpus can be categorized into the following classes.

1. The words should be contained in the dictionary, such as % > R4 » ¥ > ¥4 % .

~ For the corpus of technical manuals, there are 263 words in the training set and 72 words
in the testing set of this class; while in the newspaper corpus, 141 and 40 words in the
training set and the testing set are categorized to this class respectively.

2. The words should be combined through the morphological rules, such as 4Af > 4 |
For the technical manuals, there are 35 words in the training set and 7 words in the
testing set of this class. In the newspaper corpus, 12 and 2 words in the training set and
the testing set belong to this class respectively.

3. Abbreviations, suchas B X » 1% » 4% . No word in the corpus of technical manuals

- are classified to this class. However, for the newspaper corpus, there are 6 words in the
training set and 2 words in the testing set of this class.

4. Proper nouns, biographical names, and geographical names, such as & B# A X SH
X4 » #8i& . There are 2 words in the training set and none in the testing set of this class.
As to the newspaper corpus, 39 and 6 words in the training set and testing set belong
to this class respectively.

5. Others: this class includes the words of typographical errors in the corpus, such as

%-f () and missing lexical tags in the dictionary, such as B . In addition,
several words in the dictionary are in conflict with the principals of word formation
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announced by Computational Linguistics Society R.O.C., which should be withdrawn
from the dictionary. «

Due to the incompleteness of the dictionary and the morphological rules, the words in class
1 and 2 are regarded as unknown words. They should be restored by renewing the dictionary
or modifying the morphological rules. In this paper, the words in class 3 and 4 are what we
are really interested in. Nevertheless, the words of class 1 and 2 will always appear unless

a dictionary in unlimited size is available.

Since the morphological rules are written for detecting unknown words which are formed
regularly, they cannot identify those words which are neither formed regularly nor able to be
enumerated entirely in the dictionary. Therefore, a statistical model is further proposed in
this paper to tackle the problems caused by these kinds of unknown words. In viewing the
word segmentation results, several unknown words are. segmented into a series of separate
characters, such as| B | X |® |3 |£& | & 1% | L

of the irregular type of unknown words belong to this case. Therefore, we will attack this

.In the current task, over 72%

kind of error in this paper. To deal with this kind of unknown words, only the region in
which all words are of single character is considered to have the possibility of possessing a
unknown word in our model. It means that the unknown words of length over than 2, such
as %4#&$E and BEBIHEAASE |, are not taken into account currently.

To consider the region of interest R, as shown below, which is composed of N, sep-
arate characters, wi,ws,---,wy,, With their corresponding tags t1,¢1,---,ty,, the contexts
associated with this region are wy, we, and their tags are {3, t. respectively. Here, we further
assume that there is only one unknown word resides in the suspected region in the unknown
word model. Accordingly, two decisions relating to this suspected region have to be made by
the unknown word fixing strategy: (1) to decide whether there is any unknown word in R,;

(2) to determine the way of combination of the unknown word if the previous answer is “yes.”

Ry

FIGURE 3
The suspected unknown word region.

To answer the first question, a likelihood ratio « is defined as follows:
P(Euw =1 (ws,ts), (wf“,tf“),(we,ten
P(-Euw =0 ‘ (wb, tb:)7 (w{vuv t{vu> ) (wea te)) ,

(10)
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where F,. 1S an indicator; E,, = 1 denotes the existence of unknown words, otherwise
E,w = 0. The number of parameters associated with the Eq.(10) are too many to be handled
in practice. Hence, it is approximated as the following equation:

P(Euw =1 l tbytivuate>

P(Euw =0 15,4 1)

Nu+1
I[I P(ti|tiz1, Byw = 1)] X P(te, Eyw = 1)
1=0
NN ; (wherety =1y, ty 41 =te).
\i H (ti | ti—laE’LHU = O)} X P(tEaEuw - O)
1=1

(11)
Currently, it is regarded that there is an unknown word in the region if v > 1; otherwise, the
suspected region is considered without any unknown word.

If the suspected region is considered with an unknown word, each possible way of
combination associated with the unknown word shown below is given a preference score
according to a scoring function. To clearly describe this function, we take the second case
(UW 2.2) for example. The score of the case (UW 2.2), where the unknown word is combined
by w9 and w3, is defined as follows:

P(UT-’V = wows | (wp.tp), <wllv“,t{v“>,(we,te),Euw = 1), (12)

where UW = wgws3 represents the event that the unknown word is composed of w9 and ws.

wNu W, (UW 2.1)

w w (UW 2.2)
Ny | e

WNu W, (UW 3.1)

FIGURE 4
The possible types of combination with an unknown word existing in suspected region, the
shaded regions indicate the possible positions and formations of the unknown word.

Again, Eq.(12) is too complex to make the computation feasible. In implementation, it
1s simplified as the following formula:

P(LT = tla UT = (t2;t3)> RT = t47LzL1u =2 I tb,t{V“,te,Euw = 1>7 (13)
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where Ly, is the random variable expressing the length (number of words to be combined)
of the unknown word. In such a way, this model will only take into consideration the
information related to the length of the unknown word, the lexical tags of its elementary
word and its left and right contexts. Furthermore, Eq.(13) is derived as follows:

P(LT =11, UT = (t9,t9), BT = t4, Luw = 2 | t1,t1" b0, Fu = 1)

- P(RT =ty |UT = (tg,t3), LT = t1, Lyw = 2,5, 8% 1, Byyy = 1>
X P(UT = (t2>t3) I LT = tl>Luw = 2>tb>t{vu>te)Eu-w = 1)

x P(LT =11 | Luw = 2, 13,8} to, Buy = 1)

1
xP(Luw:Q|tb,t{V",te,Euw:1) (14)

~ P(RT =14 | UT = (t3,43), Luw = 2, By = 1)
x P(UT = (t3,3) | LT = t1, Lyw = 2, Euw = 1)
x P(LT = t1 | Lyw = 2, Eyw = 1)
x P(Lyw =2 | By = 1)

In a similar way, the scores corresponding to the other types of the unknown word in Figure
4 can be computed by analogy.

Experimental Results and Discussions

In the training corpus, there are 336 irregular unknown words, in which there are 247 double-
character words, 69 tri-character words, and the rest 20 words are composed of over 3
characters. That is, at most 247 unknown words can be possibly identified through the
model described above, for only the case of double-character words being considered in the
simulation. Meanwhile, there are 89 irregular unknown words in the testing set, where there
are 71 double-character words. The examination of the unknown word model is illustrated

as follows.
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Ho > without unknown word

7287 (suspected regions) {

H I with unknown word

7043 (without unknown word) 244 (with unknown word)
(accept Ho) (rejectHo) (rejectHI) (accept HI)
7023 20 67 177
(mis-classified in the 1st stage) 3 174

(mis-recogized in the 2nd stage)

(a) Training Set.

H0 : without unknown word

1803 (suspected regions) { H , : with unknown word
1735 (without unknown word) 68 (with unknown word)
(accept Ho) (rejectHo) (rejectHI) (accept HZ)
1731 4 31 37
(mis-classified in the 1st stage) 1 36

(mis-recognized in the 2nd stage)

(b) Testing Set.

ILLUSTRATION 2
The illustration of the error types in the unknown word modeling.

In the above illustration, the null hypothesis Hy is defined as follows:

Hy: There is no unknown word in the suspected region.

Hj: There is at least one unknown word in the suspected region.

Note that there are 247 double-character words in the training set, but only 244 single word

regions containing unknown words, it implies that at most three of the suspected region

include more than one unknown word. Nevertheless, it is reasonable for us to assume that

there is only one unknown word in a single word region.
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From the above illustration, it is observed that 87 errors arise from the first stage by
using Eq.(11) to inspect the suspected region; that is, 1.19% (87/7,287) error rate is for the
first stage. Aside from that, there are additional 3 identification errors imposed using Eq.(14)
in the second stage; it means that there is 1.69% (3/177) error rate introduced by the second
stage. Thus, there are total S0 errors, which correspond to 1.23% (90/7,287) error rate,
resulting from using the current model to identify the unknown words in the training set.

With the taxonomy described above, the unknown words of class 3 and class 4 are
what you are really interested in. But there are only 2 words belonging to class 4, i.e.,
geographical names, none for class 3 in the training set; what is more, none of unknown
words in the testing set belongs to class 3 or class 4. In view of the recognition of unknown
words in the training set, 174 of the total 247 unknown words, i.e., 70.44%, are identified
correctly. However, the rest 70 ones are missed, and another 20 mis-combined errors are
imposed through the unknown word model. In the testing set, 36 of the 71 unknown words
are recognized correctly; it corresponds to 50.7% recognition rate. According to the above
analysis, it is apparent that the errors are mainly introduced from the first stage. Therefore,
to improve the performance of the model in the future, Eq.(11) should be modified.

The progressive results of the unknown word recognition procedure are summarized in
Table 9. Compared with the baseline model, the error reduction rate of 78.34% in word and
81.87% in sentence are obtained with the unknown word recognition procedure.

Error rate in the testing set
Computational Model word (%) sentence (%)
BS Plwg | lg—1) 7.48 44.16
BS+MA P(wg | lg=1) 1.81 10.70
BS+MA+TG P(wg | tg) x P(t) | tr_1) 1.74 11.16
BS+MA+TG+UW unknown word model 1.62 10.70

Note: BS: (baseline); MA: (morphological analysis); TG: (tagging); UW: (unknown word model).

TABLE 9
The progressive resulls in our approaches on unknown word recoghition.

To examine our approaches in a more general task, we also test a corpus of newspaper
(Free Times), which consists of 400 training sentences and 100 testing sentences; the results
are shown in Table 10. From this table, the error reduction rate of 40.15% in word and

34.78% 1in sentence can be observed.
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Error rate in the testing set
Computational Model word (%) sentence (%)
BS P(wy | lk-1) 19.00 69.0 B
BS+MA P(wy | lg—1) 13.06 50.0
BS+MA+TG P(wy | tr) x P(tg | tp—1) 12.21 52.0
BS+MA+TG+UW unknown word model 11.37 45.0

Note: BS: (baseline); MA: (morphplogical analysis); TG: (tagging); UW: (unknown word model).

TABLE 10
The results on newspaper task.

Looking into the errors in more detail, 3 unknown words of class 3 and 22 ones of class
4 are identified correctly in the training set, where originally, there are 6 and 39 unknown
words of class 3 and class 4 respectively. It means that 55.56% unknown words in these two
classes are recovered. Actually, the 17 mis-recognized class 4 unknown words are all caused
by the missing of the first stage. Hence, how to select more discriminative features in the
first stage is a key issue to improve the model in our next work. On the other hand, 1 of 2
unknown words for class 3, and 5 of 6 unknown words for class 4 are recognized correctly
in the testing set; it corresponds to 75% recognition rate for these two classes. Both these
two errors are tri-character words that are not considered in the current models. Although the
promising results have shown the superiority of the resolution procedure, the model proposed
in this paper, however, only tackles a very restrictive form of unknown words. We will
extend and modify the model to more general cases in the future.

7. Summary

Since we have shown in our previous work that the existence of unknown words is the
main factor that causes the performance of word segmentation task to be unsatisfied, we,
therefore, shift the focus to this issue in the paper. Unknown words are generally formed in
terms of regular or irregular ways. First, in this paper, a set of 17 morphological rules are
applied to recognize those regular unknown words. In addition, an unknown word model is
further proposed to deal with the unknown words of irregular forms. With the unknown word
resolution procedures, the error reduction rate of 78.34% in word and 81.87% in sentence
are obtained in a task of technical manuals. To examine the procedures in more general task,
a corpus of newspaper is also tested and the error reduction rate of 40.15% in word and

34.78% in sentence are observed.
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Appéndix A Morphological Rules

(1) WELEL —FHAGFE . #3348 o
1 & T& T,
2 2 Tx ETERK,
308 Ta Bk

{

(2) AT —FA@A LG . £3H1348 o
1 B I
"I
"R 1,
"N F ok
"W B
"#4#% B
"F A A
"Ht 4
"R X
10 cTE BT
11 37: ™% %7,
12 &4 @ T3 @R
13 4 0 T B4R

!
g

© ® 9 ™ B W

(3) REFAMEETFRNGH &
Bl —BME S — &
$A K FE D n —gtcldd
a — q+cl4cl
(n: &3 ja: HEH;q: ¥ ;cl: 37 )
RAHE  RIR AR AT HA ML AL £ o

(4) B e m
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M;A+;$,£ﬂ,+Aa’%&’%t%’ﬁ%@
CRRAMETE noqt F
n—q+ A
n—q+ B
n—q+ E
n—q+ 4

n—qt #

(5) £+8a4 (1§45 npfx)
#l: T AR, 0 Ta& WH R,
#$ Al & T % ! n—onopfx+n

BR-—M&HAF &~ Rk~ k35

(6) £#F #9444 & ( f§ %5 nsfx)
o TEEF OB, > T K&y
B A&7 % ¢ n— n-tnsfx
- EA LM R ko £H3Mmo

(7) g ey 8 (@ # vsfx)
# TH&E 4, o TH L
MR AT D vontvsix (v $39)
B—MEAg i 318
(8) & R3# & (44% rsfx)
# T £, > TR %,
F Al & T ik Lvo vtrsfx
B -RmOEA LR £H1E e
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(9) M ez (4% vdir) |
L TH kA, - T OHAE, > THE TFTx, o T#%
B, 0 TE T
AR F ik v vtvdic
B EA b~ TFo®m s H~ @Bk R E b
EF-~FTE~SFR LR -BFE-~BR~BF~BR -~ #
F EABESRARRAR > 2280
(10) #8423k ( f§ %% phase)
Bl T ok, TR Om, o T o®, > TH FH, o
"o, THO#, TR OB, TE &
# 8] & F i v - v-phase | |
B M EE N A B SRS B B B
B HE S A B s o R HIAE o
(11) ~(13) B Ea et g F
(1) #s %A (—)
v TEE F, 0 ek K, 0 THEEOEF
BAEFTE vovivE & |
A BRE T H, NOBERALALT L — % o
(12) ## A (=)

wTEREER, , TEHEE,) > TE2E

Jé
i
i

Tk

# A K FiE D vovatvatvb+vb
A vaRBEYAT R VDR FHFE — RS o
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(13) % %= (=)

Bl Tardr oy o0 TmE F, o0 TEE F, 0 T

B0 TR, TiRR, > TEE,
RANETFTiE v ovivn

vV 2> v+v

S RBHALAZE ik o

(14) @A AT & (£ #% vplx)
#ltTe &, TR OES, TR OAE
HA R T E D v o vpfxtv
i’é—-%ﬁ%?‘ﬂ%‘:ﬁ\‘*‘&’%%’rﬂtﬂo

(15) # &5 & (1§ 4% apfx)
#l0 T AL o T OAM
BB £ Tk . a - apfx+n
BB FEA Dk k1@ o

(16) & %14 & ( f Fadvsix)
Bl TR o, > THBOM,
# A & 7 ik ! adv — adv+advsfx
TR HEHE K EH1IME

(17) &3+ & (f§ Mvifx) 7 F &4
Bl: Tk F kg, "TH X RE,
A KT & D vevifx+v o v4vifx+v

B-MHAA DR AIE e

141

-
57





