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Abstract

We deal with the identification of the determinative-measure compounds (DMs) in
parsing Mandarin Chinese in this paper. The number of possible DMs is infinite, and
cannot be listed exhaustively in a lexicon. However, the set of DMs can be described by
regular expressions, and can be recognized by a finite automaton. We propose to identify

DMs by regular expression before parsing.

After investigating large linguistic data, we find that DMs are formed compositionally
and hierarchically from the simpler constituents. Based upon this fact, some grammar rules
are constructed to combine determinatives and measures. Moreover, a parser is also
formed to implement these rules. By doing so, almost all of the unlisted DMs are
recognized. However, if only the DM recognition procedure is fired, many ambiguous
results appear, too. Yet with our word segmentation process, these amiguities are greatly

reduced.
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Introduction

A determinative-measure compound (DM) in Mandarin Chinese is composed of one
or more determinatives, together with an optional measure.(1) It is used to determine the
reference or the quantity of the noun phrase that co-occurs with it. It may sometimes
function as a noun phrase by itself.(2) However, despite the fact that the categories of
determinatives and measures are both closed, the combinations of them are not.

this three CL
"these three books"

Q fEHKRE = @
he like this three CL
"He likes these three."

3 =Z # - + -
three hundred two ten one
"three hundred and twenty one"

BTN W F = " - + -
five ten-thousand four thousand three hundred two ten one
"fifty four thousand three hundred and twenty one"

A& % EE W F = H =+ —
nine hundred- zero five ten- four thousand three hundred two ten one
million thousand

"nine hundred million fifty four thousand three hundred and twenty one"

@ L B =t &
nine o'clock thirty minute
"half past nine"

ZA N B EHE EF AL B =+ o
March eight day Friday = morning nine o'clock thirty minute
"nine-thirty a.m., Friday, March eighth"

KREANTH=ZH N\ B EHE L5 AL B =+2

1991 March eight day Friday = morning nine o'clock thirty minute
"nine-thirty a.m., Friday, March eighth, 1991"
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G = + 52 #®
two ten five CL
"twenty five items"

¥ Z+ & #
this two ten five CL
"these twenty five items"

24 - + 1 #

other twoten five CL
"the other twenty five items"”

Take example (3) as an illustration: it is obvious that the total numbers of possible
combinations of numerals are enumerable but infinite. Because of the productivity of these
DMs, listing them directly in the lexicon becomes almost impossible. Consequently, the
process of finding proper word breaks for Chinese sentences is incomplete without DMs in
the lexicon. Therefore our design of a word segmentation system utilizes both the words
listed in the lexicon and those generated by DM rules. We have the following reasons to
support our strategy. First, from the processing point of view, it is better to recognize
compound words as early as possible and DMs can be considered as compounds. Since
the structure of DMs seems to be exocentric, they are not similar to other endocentric
phfase structures and can not be analyzed by head driven parsing strategies. Second, the set
of DM forms is a regular language which can be expressed by regular expressions and
recognized by finite automata. It is well known that the grammar of Mandarin contains
central émbedding and must be expressed by context-free grammars. [7] This also suggests
“that the processing of DMs should be separated from the processing of other phrases.
Third, the set of determinatives and measures usually serve only a single grammatical
function which are comparatively simpler than other categories which play multiple
grammatical functions due to the lack of inflections in Chinese. We believe that DMs can
be identified at the level of lexical analysis and this fact has been proven by our
experiments. We design a regular grammar interpreter with a chart parser to identify the
DMs for input sentences. The flexible design of this interpreter allow us to modify the
grammar rules generating DMs without changing the interpreter.
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II.

In the next section, the structures of DMs and their representations are given. The
third section states the design of the interpreter and its application to improve the DM rules.
The fourth section shows the experimental results and discussions. The last section
concludes with remarks on other applications of the DM identification system. |

The Structures and Representations of DMs

Earlier studies of DMs concentrate mainly on 1. listing members of determinative and
measure sets, 2. proposing classifications, and 3. describing agreements between measures
and their nominal heads. Chao[8], for instance, divides determinatives into four

subclasses:

AP

(6) (i) demonstrative determinatives: 2
(i) specifying deterrmnatlves %,

E, &, W

&, 0, F, K, Kk, £,

T, W, %, 4, %, ¥, %
BEAZZ, HER T et

(iv) quantitative determinatives: — , #, &, %, ¥ &% %,

055, F% T, 5%,

] %

A,
%

(iii) numeral determinatives: — ,

Measures, on the other hand, are divided into nine classes by Chao[8] 1. classifiers, e.g.
A "a (book)", 2. classifiers associated with V-O constructions, e.g. & "hand", 3. group
measures, ¢.g. ¥ "pair”, 4. partitive measures, e.g. ¥ "some",. 5. container measures,
e.g. & "box", 6.temporary measures, e.g. & "body", 7. standard measures, e.g. A R
"meter”, 8. quasi-measures, €.g. E3| "country”, and 9. measures with verbs, e.g.
=X "number of times". However, earlier studies do not analyze the internal structure of

DMs, which is crucial to their recognition and formation.

In what follows, we will first adjust the various determinative sets based on their

productivity and co-occurrence restrictions, and then discuss the internal structure of DMs,
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as well as the rules to construct them. As for the measures, although they also play a role
in forming DMs, the choice of them largely depends on the nature of the entity denoted by
the nominal heads. Since this paper focuses on the DM itself, the problem of agreement
between measures and nominal heads will not be pursued here.

2.1. The Determinative Sets

In general, determinatives are classified in terms of their meanings. However, if we
take typical grammatical properties such as productivity and co-occurrence restrictions into
account, we find that some of the classifications based upon meanings are questionable.

Instead we propose three criteria to classify various determinatives. They are
1. productivity, 2. syntactic Similarities, and 3. semantic meanings. The determinatives are
quite different in terms of productivity. For instance, 4 "todé’y", Bl "tomorrow", %
"last", #E "yesterday" precede no other determinatives. In fact, they can only co-occur with
a few measures such as H "day", X "day", and § "year". Since their usage is fixed, we
will put all the possible combinations of those determinatives and the measures, such as 4
X, AK,454% ,H4% ,5H,08,EX,EH, £ %, inthe lexicon. On
the other hand, the determinatives with high productivity will be classified according to
their syntactic and semantic similarity.

Although Mandarin Chinese allows two or more determinatives to be juxtaposed, not
every determinative can co-occur with the others. B "other",;and ¥ "side", for example,
are incompatible with other determinatives. But i "this" is relatively free: it can be
adjoined to either a numeral or a quantitative determinative :

7 *F = =K
other three home

*F ¥ R
side half day
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= 4
this three CL
"these three persons"

E ¥ 4
this half year
"this half year"

Therefore, co-occurrence relations will be the major syntactic criteria employed to

subclassify determinatives.

The primary function of a determinative is to restrict or quantify the references of the
following noun phrases. From the data collected, a variety of other words also have much
the same function and distribution as those well-discussed determinatives. 3T "near" and
# I "near" are two such words. Like 3 "this" in (8); ¥ "near" in (9) also modifies the
following noun phrase and determines which period the event expressed by the verb phrase
occurs! Actually, these two words can be substituted with each other in this context.
Based upon this principle, those with similar function and distribution as determinatives
will also be included in the determinative set.

1 Another reason for treating I "near” and#¥ I "near" as determinatives comes from the grammatical theory we

adopt. According to one assumption of the Lexical Mapping Theory, every verb must have a subject.[3][7]
However, this condition will not be held if we analyze ¥ "near" and# 3L "near" as verbs whenever they appear:

G &£ X ¥ &4 R &
I home from Taipei very near
"My home is near Taipei."

A # i
Dragon-Boat-Festival near
"It's almost Dragon Boat Festival."

G £ + B = + 4 RKEIHX
near ten o'clock thirty minute I back home
"I got home at about ten-thirty"”

In sentence (i), ¥ "near" cannot take 5k = "Jangsan" as its subject. In fact, no subject may occur before it. In
order not to violate the more accepted condition, we will classify #L "near" and # I "near” as determinatives

besides verbs.
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®E =t HF X E XK b3
this twenty  year come he every day morning swim
"He's gone for swim every morning for the past twenty years."

®#E = T F X @EF KR %
near twenty year come he every day morning swim
"He's gone for swim every moming for about twenty years."

Due to space limitations, we will simply list our revised determinative sets in
Appendix I and related DM rules in Appendix I without further discussion.

2.2. The Internal Structures and Formation Rules of DMs

As was mentioned at the very beginning of this paper, a DM can ccntain one or more
determinatives together with an optional measure. Closer investigation shows that the
composition of the determinative can be complicated: it may consist of only one kind of
iterating determinative, like numerals, or have several determinatives belonging to different
subsets. For example, in 3 b B H £ "hundreds of the other,” three different kinds of
determinatives are concatenated. In addition, these adjoining determinatives are not freely

ordered. They have to conform with some linear precedence restrictions.2

10)a. & = T+ A
this twenty person
"these twenty persons"

a' *=Z T+ & A

twenty this person

b. H# L — F H + £ B R
other near one hundred fifty CL member
"the other almost one hundred and fifty members"

b *— B A+ H #% & £ E B

one hundred fifty other near CL member

2Similar restrictions also appear among numeral compounds. However, such restrictions depend on mathematic
knowledge, not linguistic knowledge. In this paper, we do not handle these restrictions.
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In unmarked cases, a numeral compound occurs at the leftmost position-of a
compound made up of determinatives. Similar precedence relations also exist among other
determinative sets.

In order to account for the precedence order, we propose a tree structure for the
general construction of DMs. This tree structure represents two facts: first, that a DM
compound is formed compositionally and hierarchically from the simpler constituents such

e

as numerals and measures. Second, that two determinatives belonging to the same level

generally do not co-occur.

(11) The Tree Structure of DMs3
DM

N
# 17 & HS /////// \\

{DD,DS,0S} DM
/ \
DM
NO M
(12) E#BE—FHLT 4
.7 HS/
|
o / \
/ \
i NO *
I
—BAEt %

3Here M=mcasure, NO=numerals, XQ are various quantitative determinatives such as interrogative quantitative
determinatives. As for DD, DS, and OS, they are demonstrative determinatives, definite specific determinatives,
and ordinal specific determinatives respectwcly Finally, HS refers to those specific determinatives which have the
meaning of "the other".

118



Based on this tree structure, our DM formation rules begin with the combinations of
recurring numerals, numeral compounds, post-nominal modifiers (PNMs), and measures.4
New DMs can be formed by attaching other determinatives to these basic numeral
compounds. Co-occurrence restrictions developed by other linguists as well as by
ourselves will be taken into consideration at this stage. For instance, demonstrative
determinatives can not co-occur with interrogative determinatives, or with those listed in the
DS set. Some example rules can be seen in (13). Please refer to Appendix II for a
complete list of rules.

(13) IN1--> NO*;
IN2--> NO* (% ,#k % ) (& &,k );
DN--> (IN1) {®& } IN1;
FN--> INI {%Z }IN1;
FN--> IN1 {X }FN;
NOP1-->IN1 (DESC) ({3 }) M) ;
NOP2-->DESC ({*# }) LM ;
NOP3-->IN1 {F ¥ ,3L F } Nfga (% ));
NOP4-->IN1 (M) PNM ({¥ 1) ;
NOP5-->M (PNM) ({#7 }) ;
NOP6-->{IN2,DN,FN} (LM) ;

Three remarks can be made about the above rules. First, as observed in Lu [12],
some adjectives such as A "big",/) "small", % "whole" and & "long" may be inserted
into a DM.5 However, the measures that can follow & "long" are more restricted;

41n general, a determinative precedes a measure. But those listed in the PNM set, such as 3 "half, 2 “"whole",

the situation is quite to the contrary in that most determinatives have to occur after PNM measures.

SLu [12] lists seven such adjectives: X "big", /I "small",%& “long", & "thick", ¥ "thin", 7% "full” and%
"whole". However, owing to dialect variations, /& "thick" and ¥ "thin" never appear between determinatives and
measures in Taiwan Mandarin. As for i "full", we follow Chao [4] as well as CKIP [10] and regard it as a

determinative of the WQ subcategory which denotes the concept of wholeness.

119



actually, only six measures can co-occur with the word * "long". Since its productivity
is rather low, we will list all the combinations of & "long" and the compatible measures
directly in the measure set. Second, in Mandarin Chinese a DM may be followed by a
clitic ® "DE" to indicate that it serves as a modifier (Huang [6]), like = W R

"three pounds of meat" or W £ By & A "two tables of guests.” But not every measure
can co-occur with the B "DE": most classifiers, for example, are incompatible with #Y
"DE". For processing efficiency, we list the various combinations of B "DE" and the
immediately preceding measures in the measure set, too. ® Third, for the convenience of
language analysis, we also consider complex time cxpressidns (14) and reduplicated DMs

(15) as a single unit and express them by our DM rules.

a4 Yw#EREANT £ ALA THB Z B T4
R.O.C. - eighty year September ten day two o'clock ten minute
"ten after two, September tenth, 1991"

1s — & 1
one CL CL
"one by one"

— R MR OB
one CL CL DE
"bottle by bottle"

From the above discussion, it is shown that the structures of DMs are quite complicated.

6However, this does not imply that when B "DE" follows a DM, it will be always correct to combine them
together. In certain cases, this By "DE" should be attached to larger phrase of which the DM is only one of its
constituents. For example, in the following two sentences, the By "DE" adjacent to the DMs is actually a

relativizer relativizing the whole verb phrases.
0 % 3 W ¥ 8 2 &

sit front two row DE student
"the students who sit in the first two rows"

) & B % % — K wFEH A F FEX
already drink finish one cup coffee DE person please stand up
"Those who finished the first cup of coffee please stand up."

120



In order to test and modify our determinative sets and formation rules, we construct a
rule interpreter and a chart parser.

III. An Interpreter for Regular Grammar and Its Application to
Improve DM Rules

. We have already shown that DMs in Mandarin Chinese can be expressed by a set of
"Regular Expressions". We construct a regular expression interpreter and a chart parser in
order to recognize DMs in input sentences. By testing the real input data from corpus, we
can iteratively improve our classification and rule sets.

Our system is not the first DM parser. Chuang [11], based on the classifications
developed in CKIP [10], creates a set of grammar rules and a program to implement the
rules. However, the coverage of his grammar rules is incomplete and his program is
procedure oriented which means it has to be modified once the grammar rules have
changed.

Our system is divided into two parts: transformation-interpretation, and parsing.” At
the transformation-interpretation stage the system transfers the grammar rules into a simpler
format. The rules are originally in the form of regular expressions.8 They are transformed
into the format known as Chomsky Normal Form (Aho & Ullman [1]). The reason why
we did not write it in Chomsky Normal Form originally is because it is easier to write the

7This original interpreter of the grammar and DM parser is designed and developed by Charles Lee of Stanford
University and Yao-Jung Yang cooperatively. All other programs mentioned in this paper are written by Yao-
Jung Yang.

8In this paper, all the Determinatives and Measure words are defined in symbol sets placed together with the
grammar rules. By doing so, it is very convenient to modify the rules as well as the sets when we are running
tests. However, this strategy will not be adopted in actual implementation because it will cause data redundancy.
The lexical information of Determinatives and measure words must be attached to the words after dictionary
lookup.
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rules first in the form of regular expressions. On the other hand, it is much easier for
computer to interpret the Chomsky Normal Form. The benefit of the interpreting approach
is that we can modify the rules over and over again without changing the program. The

following is a fragment of our grammar rules before and after the transformation-
interpretation stage: ’

(16)
NO = { OI_‘I:I Iz.llﬁlﬁltljklj_bl—{nl
ﬁr}”lﬁr%l%lfrulatlglﬁ}r
IN1 -> NO*;
IN2 -> NO* { fé:é%rﬂﬁ } ( { %lfﬁl&[ﬁ Y )i
NO = {OI—I:lﬁlzlmIﬂl*l‘tl/\lﬂl+lﬁlﬂ+l
B, F &, 8k, F, %) v
IN1 -> NO IN1;
IN1 -> NO;

_2 -> NO;
3 -> 0 _1;
_3 => _0;
IN2 -> 2 3;
4 = {&y;

The parsing part of the program is built according to the concept of "Chart Parsing". The
reason why we choose chart parsing as our basic strategy is because the chart data structure
can hold all information about words which can then be used in the latter stage of the
Information-Based Case Grammar (ICG) (Chen & Huang [5]) parsing process.

However, for actual testing, the program still has to be equipped with a preprocessor
and a postprocessor: the former breaks the input article into sentences. Based upon the fact
that in general no DMs can cross a punctuation marker, this article can be broken into
substrings with punctuations as delimiters before being fed to the parser.? The latter reads

9But, in certain cases, a comma or punctuation mark " " is inserted into a numeral phrase. For example, we may
have FL#7< A B "during May and June", # = W~ F J& “the third fourth, and fifth floors", =W & A

122



IV.

the output chart files produced by the core parser and does a filtering process to eliminate
redundant or intermediate results. These two processors can be executed separately from
the core parser so that the core parser is kept more adaptive to the other usages.

All the programs mentioned above are developed in the C language on the Borland
Turbo C System. Some fragments of the input data and their output forms will be
presented and analyzed in the following section.

DiScussion of Results

During test runs, postprocessed output is evaluated based upon two factors: first, are
all of the DMs in the input article recognized, and second, how many are overgenerated?
The former is concerned with the completeness of the rules; the latter is concerned with
their accuracy. In the following we define some statistical values for the purpose of
analysis.

N,..= the number of DMs in the testing article.

N,v.= the number of substrings which are recognized but are not DMs.
N,;s= the number of DMs in the testing article which are not recognized.
N = the number of DMs which are recognized by our system.

"three or‘four hundred people”, —+ F» 7% BE "fifteen or sixteen years old", etc. These marks either indicate a list

(cf. the first two examples), or present an omission resulting from repetition (cf. the last two examples):

>
i o

A =
3

) or W H®H A
A oo T KX K

S o

+ 1
1
+ 1

At this moment in time, these phrases cannot be correctly recognized for our rules do not take punctuation marks

into consideration. The problem should be solved with an appropriate preprocessor.
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After testing over 16 articles picked from a corpus,!0 we have:

The recognitionrate = ( Ny, - Npis ) / Ny, = 100%
The missing rate = Npis / Nt = 0%
The overgeneration rate = Ny, / N... = 39.57%

Article# Nact N rec Nove Nmis
1 16 22 6 0
2 71 86 15 0
3 22 40 18 0
4 12 25 13 0
5 13 29 16 0
6 4 22 18 0
7 22 42 20 0
8 20 28 8 0
9 20 38 18 0
10 9 14 5 0
11 22 28 6 0
12 22 33 11 0
13 28 50 22 0
14 26 46 20 0
15 36 59 23 0
16 19 37 18 0
Total 362 599 237 0

From the missing rate, it shows that the completeness of the system is perfect. As
for the soundness, the overgeneration rate seems to be quite high. However, after carefully
studying the test result, we find that the overgenerations are mainly caused by ambiguous
word segmentation. Thus these ambiguities can be avoided if we incorperate the DM

recognition and word segmentation processes in parallel.

The ambiguities can be further classified into the following different cases:

10The corpus 1s supported regularly by two daily news associations: the Liberty Times and the United Daily News.
The amount of data supported per month is about 4 M bytes.
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1. Ambiguities resulting from lexical ambiguity. (i.e. polysemy of lexical items)

a7

This kind of overgeneration is caused by the multi-categorization of individual lexical
items. For example, £ "up" may function as a verb, a localizer, or a determinative. In
(17a), it is a verb; in (17b), it is a localizer; only in (17¢) does it function as a

a.

C.

determinative.

overgeneration.

Resolution Principle 1: If the first character of the longest matched DMs is a lexical
entry with multi-categories, such as E,FT .k, B and 'fi, then both the
longest matched DM and the DM without the first character are kept and the

® = — R RE L — & &R
Jangsan one day only wantup one CL class
"Jangsan has only one class a day."

FR LEZER E BRME
lawn up three CL old oak
"There are three oaks on the front lawn."

Lt - &K= R X
up one CL class Jangsan not come
"Jangsan was not here for the first part of the class."

We devise the following resolution principle to solve this kind of

ambiguity will be resolved in the parsing stage.

2. Ambiguities resulting from improper word-breaks involving lexical items.

(18)

}I\;E R]

should BAowe I DE money return
"(You) shoud return the money you owe me.

3

WOE R RW S EH R TE
I ASP

[y
1"

r— B B

want unify distribute these letter
"distribute these letters at the same time"
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W07 gHE #H T
order ASP many weekly magazine
"ordered many weekly magazines"

73% of the ambiguities in our test results belong to this type. We also found out that if an
ambiguous word break occurs between a lexical word and a DM, the lexical word has the
priority, as exemplified in (18). Therefore, we have the following resolution principle:

Resolution Principle 2: If ambiguous word breaks occur between the words in the
lexicon and the DMs, the words in the lexicon should have higher priority to get the
shared characters.

3. Ambiguities resulting from improper word breaks involving proper names.

19 a B B ORE T BEAXA H v # K
same-time cause ASP miyahonto death DE know
"At the same time Miyahon was forced to realize the meaning of death."”

b. ¥—a2k EHRATHZX
the-first-precint extremely busy
"The first precint was extremely busy."

The number of proper names is unlimited and therefore can not be exhaustively listed in the
lexicon. Thus we are not able to apply resolution principle 2 if the ambiguous word breaks
appear between proper names and DMs. So far, we do not have any good solution
principles to solve this problem. Fortunately, only 6.33% of ambiguities are of this type.

As was mentioned in the previous paragraph, most of the ambiguities can be
disambiguated by word segmentation. This does in fact happen after word segmentation is
tried. For instance, in example (18) JE 3% “should", &t — "unify", 4 & "distribute", 1
|| "magazine" are words in lexicon, and thus get the priority in becoming units. Since the
characters ¥% "should", — "one", 4" "distribute", 3 "week" are part of words, no
overgenerated DMs in these sentences exist any longer. However, to those
overgenerations resulting from lexical ambiguity, the ambiguous word segmentations will
still be kept. The following is our new test result derived from combining DM parsing and
word break procedure. The recognition rate is (Naci-Nmis)/Nact=99.17%, and the
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ambiguity rate is Nymt/Naet=12.71%. By ambiguities (Namp) we mean those caused by
ambiguous word segmentations and those resulting from proper names.

Article# Nacl: Namb Nmis
1 16 1 0
2 71 0 2
3 22 3 0
4 12 2 0
5 13 1 0
6 4 2 0
7 22 3 0
8 20 1 0
9 20 1 0
10 9 1 0
11 22 3 0
12 22 2 1
13 28 14 0
14 26 5 0
15 36 6 0
16 19 1 0
Total 362 46 3

Another type of ambiguity which we do not consider as overgeneration is that some
DMs are intrinsically ambiguous with multiple structures, as in (20), or multiple functions
as in (21).

e E T = X & #% F* % 7
this down three day also do not finish ASP
"Even in three days, we can not finish it."

1) T = X
2) T = X

Cha f H & # ¥ — &

almost like dream the same
"just like a dream”

b. # A F — 15

she use hand one point
"She pointed with her finger."

it [
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c. A m B ETEH LK
not know should bring child go where play
"(I) don't khow where to take the children to play."

For such cases, the ambiguity remains to be resolved by parsing.

Applications and Concluding Remarks

We pointed out at the beginning of this paper that the combinations of DMs are
infinite, and thus can not be exhaustively listed in the dictionary. Moreover, they occur
quite frequently in the text. In order to solve this unavoidable problem in parsing, we build
a DM parser to be a supplement of the lexicon.

The motivation for us to build this DM parser is to support the word segmentation
module of the project developed in the Institute of Information Science, Academia Sinica,
whose final goal is to establish a knowledge representation model of Mandarin Chinese.
However, the word segmentation module depends heavily on a dictionary, which does not
hold a complete list of DMs. With this parser, all those previously unrecognized DMs can
be recognized.

Another application of our DM parser involves improving the efficien'(':y of the
phonetic input of the Mandarin Chinese. The most common idea to improve the efficiency
of the phonetic input method is to utilize a lexicon with a phonetic code of every Chinese
word as a key index because the more syllables a word has, the fewer homophones it
possesses. With this parser, we can recognize the DMs by their phonetic spelling and
greatly reduce the homophonic ambiguity.

In this paper, a DM parser together with some test results are presented. After
scrutinizing a large amount of linguistic data, we form some grammar rules to combine
determinatives and measures whenever they appear, and a parser to implement these rules.
By doing so, all unlisted DMs are recognized. As for the test result, the recognition rate is

quite satisfactory, although many pseudo DMs are overgenerated. Nonetheless, these
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overgenerated "DMs" are disambiguated by incorperating word segmentation and the DM
recognition processes in parallel.

However, at this moment, no semantic features have been taken into consideration.
They are not only important to the interpretation of DMs, but also useful for the reduction
of ambiguous readings. This is because if co-occurrence restrictions between
determinatives and measures can be found, many pseudo DMs will no longer appear. But
these restrictions largely depend on the semantic compatibility existing between
determinatives and measures. We hope in the near future that these semantic features may
be added to our rules to reduce overgenerations, and thus reduce ambiguous readings.

After undergoing large amounts of testing, the rules and sets are proved to be quite
complete. The next step is to revise the DM parser program to a finite-automata version
instead of an interpreter version in order to improve the performance and reduce the
program size. By doing so, the DM parser can be more easily embedded into the whole
parsing project. ’
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NO

ON
DESC
PNM

Ndabe

Ndaac
Ndaad
Ndabb

Ndabdl

Ndabf
TPNM
WO

Q0

DO

PQ

DD

0S

DS

Appendix 1

_‘l_.lﬁil_llm ﬁr/\:’b:/\j’b‘l"ﬁ‘ﬁfﬁ ’
ok E T

{F, 2/ A" T/IX}:

{K )i

(.8, E W T BN B E,
EROEREREEE LT T R RN,
R S Ty T K 3

B R, OB, S B, B B, 4 RE REF, BB, B R, ORE, X B )
{6# ¥ ERE B, etc.};

{RE , FERERK, B, Am, etc.};
{(FR . FE . ZR.EE KX . KE. LXK X
(Ef— EN— BEW=, 20N, ENF,
%?gl%i:%ﬁ%'ﬁ}ffﬁfﬁﬂ—_’ﬁgﬁmﬂﬁ
{tA.+v8, Ta . FR, ER, FER, etc.};
{¥, 2 ,F ., %,1E);

{—/ 2 W B, —P, —E);
{20, 5F &%)
{Z2.&F2,.B% 32, 5%, 2F . 28,8, KZ8);
(¥, 5T, B}

& BB, 0y;

{E, T 80, %30, KK, B, FEE L

N = S R A R IS PR R
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INL
IN2
DN
FN1
FN2
ONP
NOP1
NOP2
NOP4
NOP3
NOP5
NOP6
NOP
WQP
WQP
Q0P
QOP
DQP1
DQP2
DQP3
DQP4
DQP5

DQP

Appendix 11

NO*;

NO* {£ , &%, 2K} ({E.f&,Jk}));
(IN1) {&} IN1;

(IN1 {X}) INl {4522} {INl, DN} ({5&,85})
(IN1 {X}) IN1 {4 2Z} {IN1l, DN};
ON (LM);

IN1 (DESC) ({¥1}) (LM);

DESC ({¥1}) LM ;

IN1 (M) PNM ({fV});

INL {5, ILF} NEga ({f)});

M (PNM) ({fJ});

{IN2,DN,FN2} ( LM );
{FN1,NOP1,NOP3,NOP4,NOP5,NOP6} ;
WQ (LM); | |

WQ (NEf ({fV1}));

QQ (NOP5);

00 {7} ;

{4F #} ({NOP1,NOP2,NOP3,NOP5}) ;

{DQ1l, DQ2} (LM);

({M});:

{% %, &7 ) (DQ3) {NOP1l, NOP3, NOP4, NOP6} ;

DQ3 {NOP1l, NOP3, NOP4, NOP6} ;
{DQ1, DQ2} {fy} ;

{DQP1,DQP2,DQP3,DQP4,DQP5} ;
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PQP1
PQP2
PQOP

XQP

CNP

DSP1
DSP2
DSP

Oospr1
0Sp2
OSP3
OspP3
DDP1
DDP?2
OHSP
OHSP
OSsP

HOSP
HOSP
STDM
STDM
TDM1
TDM1
TDM?2

TDM?2

{BX} ({NOP1,NOP2,NOP3,NOP5}) ;

PQ (NOP5);

{PQP1, PQP2} ;

{wWQP,0QQP,DQP,PQP} ;

INl {#} {IN1,ON} {HE} ;

DS (LM) ;

{&} ({NOP, PQP}) ;

{DSP1, DSP2} ;

{% )} NOP1;

{fF,% } {XQP,NOP,DSP2} ;

0S {PQP,NOP1,NOP3,NOP6} ;

{8, %) DESC {¥}) 1M ; |

DD ({ WQP, DQP, PQP, NOP, NOP2 });

{lIk} ({OSP1l, NOP});

({EE, Efh, HE)r ({M))) {f£{0} ({NOP1l, DSP});
({Ee, K, Her)y ({(H)1)) {(EM)Y ({B));
{0OSP1,0SP2,0S5P3} ;

({fEff 1) {H©, Hf, HE) ({xQp,DDP1,0SP,NOP,ONP});
({(fEf N {HE, HM, Hex)y ({}));

IN1 {43} (IN1 {%¥} (IN1));

INl {#} (IN1);

IN1 {B¥,2L,/NBE) (STDM) (TPNM);

INL {B§,B5,/NBFY IN1 {%]} (TPNM);
({Ndaac,Ndaad) }{jC }H{F } ({JTL Y{ A Y (IN1 ({H,%1})));
({Ndaac,Ndaad) }IN1 {F }({;mH{ A Y(IN1 ({H,%})));
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TDM2
TDM2
TDM3
TDM3
TDM3
TDM3
TDM4
TDM4
- TDM5
TDM6
TDM7
TDM8
TDM9O
TDM10
- LLP

ADP

TMP

DM

->

->

->

->

->

->

->

({Ndaac,Ndaad}) {7 {4 }(INL {F }(INL ({H.%})));
({Ndaac,Ndaad})IN1 {£ }(IN1 {HA}(INl ({H,5%})));
({Ndaac,Ndaad}){JC H4E HT HA B }:
({Ndaac,Ndaad})INl {F L HAMB};

({Ndaac,Ndaad }){JC M IINI{AH};
({Ndaac,Ndaad})INl {4E }IN1I{H 145 };

INL {H}(IN1 ({H,%})); |

(T, E, E, T, 8, AHAINL ({H, %))

INL {H, %}
{TDM2,TDM4,TDM5}({Ndabb,Ndabdl,Ndabf})(Ndabe)(TDMl);
Ndabdl (Ndabe) TDM1 ; '

Ndabdl (Ndabe) (TDM1) ;

Ndabe TDM1 ;

{#, £, T, &} ({{@})) TDMB ;

INL {E} (IN1 {53} (IN1 {#}));

(IN1 {Ex})(IN1 {#})(IN1 {F})INI({Z} INI)
{3y (INL {$}) ;

(MK, FEK) ({FT})) {INL,DN} {E} ;

{FN1,ONP,NOP1,NOP2,NOP3,NOP4,NOP6,XQP,CNP,DSP,O0SP,
OHSP,DDP1,DDP2,HOSP,STDM, TDM1, TDM2, TDM3, TDM4 , TDM5,
TDM6 , TDM7 , TDM9, TDM10,LLP,ADP, TMP} ;
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