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Abstract

This paper concerns the representation of temporal knowledge in Mandarin Chinese. We
investigate a variety of temporél information and adopt a logic-based approach to analyze and
specify interpretation procedures for each of the constituents. Then we represent temporal
knowledge in a formal way. Finally a temporal semantics algorithm is proposed to construct the
temporal meaning of sentences.

1. Introduction

The concept of time is crucially important because of its highly frequent use in utterances.
However, the temporal information in natural languages is fairly complex. It may refer to some
date in the calendar such as Nov. 18, 1989, or some deictic time adverbial such as yesterday on
which the event occurred. Temporal reference can be an exact point of time such as 2 o'clock,
vague period of time such as this year. The above information may refer to the beginning point,
the end point, or the duration of event. And the temporal relationships between events can be
explicitly or implicitly specified. In summary, most of temporal knowledge is introduced without
reference to an explicit date. That is, relevant temporal information is distributed within and across
distinct constituents and may be implicit and imprecise. |

A fundamental issue in natural language processing is the determination of the semantic
structure or the meaning of a sentence from its syntactic structure. We observed that natural
language sentences contain several kinds of elements expressing their meaning. Among these are
propositions, tense, aspect, and time adverbials at least. Propositions should be viewed as
corresponding to the core verb phrases rather than simply to the verbs. Tense has some specific
markers (e.g. -s, -ed in English) of past versus present to indicate relative position in time with
respect to the moment of speaking. Aspect, which concerns the different viewpoints that can be
utilized for describing a situation, has to do with such distinctions as perfective vs. imperfective,
extension in time vs. instantaneity [S, 15]. And time adverbials are used to specify temporal
relations between events, or give the time span occupied by the event [24]. For example,

John has‘ﬁnished his homework today.
The tenseless proposition John finish his homework can be interpreted as some kind of logical
formulae. Since many formalisms have been proposed to represent the logical formulae
successfully {4, 6, 16], we will not consider them here. However, the other constituents of tense,
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aspect and the time adverbial (has, -ed, today) which are all time-related notions should also be

represented in a formal way. In recent years, studies on natural language analysis have mainly
concerned with propositions, but algorithms for analyzing tense, aspect and time adverbials which
are indispensable for natural language understanding and machine translation have not been
sufficiently developed [11, 21, 22]. This paper concerns the temporal representation in natural
languages especially in Mandarin Chinese. We will adopt a logic-based approach to analyze
temporal knowledge, specify interpretation procedures for each of the temporal constituents and
represent temporal knowledge in a formal way. _ »

In English, many linguists and philosophers have investigated the temporal phenomena
about verb tense, aspect, and temporal adverbials [8, 9, 19, 20]. However, till now only a few
formalisms [7, 10, 18] have been proposed to represent such constituents, and how to use them is
still not obvious. Kowalski and Sergot's calculus of events [12], and Lee et al.'s iogic of time and
events [13] concern only the explicit date associated with the event. Those are not general in
natural language processing. Though the problem of time is repeatedly discussed in artificial
intelligence, much of the work focuses on such domains, e.g. planning [1], database updates [12,
13], medical texts [17], etc. Those discussions are not suitable for feasoning in natural language
sentences, €ither. _ '

In terms of temporal concept, Mandarin Chinese is different from English at least in the
following two respects. First, Chinese is one of the languages that have no specific tense markers.
Many Chinese sentences without overt temporal reference and other context information can be
translated into English with more than one kind of tense. For example,

R=TEBEFE

can be translated into past progressive tense ChangSan was reading this book or present
progressive tense ChangSan is reading this book. Second, Chinese punctual verbs (e.g. B ¥,
'ZE' ) can also co-occur with durational advcrbial.s. For example,

RZEXMET o
In English, punctual verbs cannot co-occur with FOR-adverbials. Thus, it is ungrammatical to say
that ‘

* ChangSan has graduated for two years.

Instead it should be translated into

ChangSan graduated two years ago.

This paper will analyze and extract all the time-related information in Chinese sentences,

and put them into an appropriate semantic form. This form can show when the events occur, how
long they carry on, and what their chronological orders are. Though the language investigated here
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is restricted to Mandarin Chinese, the concepts are quite general, and may be applied to other
natural languages. Since we use the term situation as the combination of proposition, tense, and
aspect, we first describe the classification of situations and their representation in Section 2.
Section 3 gives an analysis of time adverbials and their interpretations, and Section 4 gets temporal
semantics of the whole sentence based on this scheme. Section 5 is the concluding remarks.

2. Situations
2.1 Classification of Situations

In a sentence, the meaning of situation is composed of proposition, tense, and aspect.
Since Mandarin Chinese is one of the languages that have no tense and use aspect and other
constituents to denote their temporal meaning, we need not consider tense in situations.
Traditionally, situations have been classified into four categories, i.e. accomplishments,
achievements, activities, and states [23]. Achievements (e.g. dying, graduating, arriving at
the station, finding an umbrella) are non-extended dynamic situations that occur momentarily in
time. Accomplishments (e.g. walking to the store, singing a song) and activities (e.g. playing the
piano, looking for an umbrella), both are extended dynamic situations that last or endure through
time. In some literatures, accomplishments and activities both are referred as processes.
Accomplishments are distinguished from activities in that the former are completed in time, have
their natural terminal points, rather than merely going on and coming to an end in time. States
(e.g. knowing the answer, liking somebody) are like processes in that they too last or endure
through time, but they differ from processes in that they are homogeneous throughout the period of
their existence. Because aspect serves to distinguish such things as whether the beginning,
middle, or end of an event is being referred, and whether the event is completed or possibly left
incomplete, it seems reasonable for us to further expand traditional classification of situations. The
subcategories of situations are shown in Table 1.
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Situation Types Examples

achievement simple REFET o
progressive REMET
simple REARE

activity progressive R=TERE
inchoative REFHBEESE.
terminative R=E=B5xH.
simple BR=ZBET BT

accomplishment | progressive BEGZE—-HEBEFo
inchoative ﬁzﬁﬁﬁég—ﬁ%?o
terminative BB —#EBFo
simple R=EBFWN.

state ) .

inchoative RE=HEBEEHEFW,

Table 1. Situation classification and examples.

It is noted that the identification of situation types is not a trivial problem. Here, though we do not
discuss how we identify situation types in scnteri'ces, we can see that many constituents (such as
verbal aspect, locative prepositional phrase, objects, etc.) have something to do with it. For
example, ‘

DIR=FF. (simple acﬁvity)

QE=FBEAXE -, (simple accomplishment)
In sentence (1), the activity-denoting verb &' with the gerieric object ‘&' denotes a simple
activity situation, but the same verb &' in sentence (2) with the referential object & 74 &'

denotes a simple accomplishment situation. This is because the event & & 4~ #' can reach a
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natural terminal point of & 5% & 4 &' and the event B &' just goes on and comes to an end.
Let's take another example, |

)ik =3k —Hi#& . (simple accomplishment)

(4)iR =1k F|—#8% . (simple achievement)
The situation described in sentence (4) is a simple achievement, but this is not the case with
sentence (3), which indicates a simple accomplishment situation. The reason is that the verb ‘£
Z' is a kind of resultant verb compound (RVC, [14]) that has the meaning of success in 3% '.

Besides, the event ‘4% %[ — #2842 ' can occur momentarily in time and the event 3% — #£ 4% ' may
endure a lot of time.

2.2 Representation of Situations

In our syste'm, each subcategory of situation is represented by a unique two-place situation
predicate
pred_of_situation(P,T)
with two arguments: one for proposition P and the other for time T. This predicate not only
indicates the situation type, but also associates the proposition with the time on which it occurs. All

the situation predicates are listed in Table 2. For example, if the proposition 5& = FEE'is
denoted by P, then the following predicates

simp_acty(P,T1)

prog_acty(P,T2)

inch_acty(P,T3)

term_acty(P,T4)
denote situations of simple activity, progressive activity, inchoative activity and terminative activity
respectively.
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Situation Types Predicates
simple i
achievement simp_ahvt
progressive prog_ahvt
simple simp_acty
activity progressive prog_acty
inchoative inch_acty
terminative term_acty
simple simp_apsh
.accbmplishment progressive prog_apsh
inchoative inch_apsh
terminative term_apsh
state simple simp_state
inchoative inch_state

Table 2. Situation types and their corresponding situation predicates.

2.3 Aspectual Properties of Situations

It is obvious that there exists some relationship among those situations with the same

propositions. Here, we use a kind of PROLOG form to reflect it. For example, o
prog_acty(P,T1) :- simp_acty(P,T2), d(T1,T2). 7

That means if a simple activity situation of proposition P occurs at time T2, and T1 is during T2,

then a progressive activity situation with the same proposition occurs at T1. Note that we adopt

Allén's thirteen kinds of pﬁnﬁﬁve relations among intervals of time [2]. They are <, >, eq, m, mi,

o, oi, d, di, s, si, f, and fi. This rule can reflect the so called sub-interval property [3]. It
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refers to the fact that any segment of interval of certain kinds of events (i.e. activities and states) is
an event of the same type (at least down to a certain grain size). Thus, we have the rules
simp_acty(P,T1) :- simp_acty(P,T2), in(T1,T2).
simp_state(P,T1) :- simp_state(P,T2), in(T1,T2).
According to Allen's notation, in(T1,T2) means the relation of T1 and T2 may be eq, s, d, or f.
As a consequence of the sub-interval property is that, for activities, if John V-ed then at
some time John was V-ing, and if John was V-ing then at some time John V-ed. For example,

R =%HF o, (ChangSan read books.)
implies that at some time .
| ER=7FEFE . (ChangSan was reading books.)
and vice versa. That is,
inch_acty(P,T1) :- simp_acty(P,T2), s(T1,T2).
prog_acty(P,T1) :- simp_acty(P,T2), d(T1,T2).
term_acty(P,T1) :- simp_acty(P,T2), f(T1,T2).
simp_acty(P,T1) :- inch_acty(P,T2), si(T1,T2).
simp_acty(P,T1) :- prog_acty(P,T2), di(T1,T2).
simp_acty(P,T1) :- term_acty(P,T2), fi(T1,T2).
In other words, the predicate simp_acty can imply the predicates of inch_acty, prog_acty and
term_acty as well as the relation of time among them, and vice versa. States also have the
sub-interval property, that is,
inch_state(P,T1) :- simp_state(P,T2), s(T1,T2).
simp_state(P,T1) :- inch_state(P,T2), si(T1,T2).

On the other hand, accomplishments and achievements have no the sub-interval property
but have the problem of imperfective paradox [8]. The problem of imperfective paradox
- refers to the fact that the truth of the progressive form proposition does not imply the truth of the
corresponding simple form proposition, while the truth of the simple form proposition does imply
the truth of the corresponding progressive form proposition. In other words, if John V-ed then at
some time John was V-ing, and if John was V-ing then it does not imply that at some time John
V-ed. For example, »

E=FEE B Fo (ChangSan was building a house.)
merely says that ChangSan was engaged in some process, and says nothing about whether he
completed it or not. But

HB=ZT—1H#EFo (ChangSan built a house.)

means that ChangSan built a house and at some time ChangSan was building a house. In our
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system, we can reflect it by the following rules:
inch_apsh(P,T1) :- simp_apsh(P,T2), s(T1,T2).
prog_apsh(P,T1) :- simp_apsh(P,T2), d(T1,T2).
' term_apsh(P,T1) :- simp_apsh(P,T2), f(T1,T2).
The predicate simp_apsh can imply the predicates of inch_apsh, prog_apsh and term_apsh as well
as the relation of time among them, but the predicate prog_apsh cannot imply the predicate
simp_apsh.

As for achievements, the predicate prog_ahvt cannot imply the predicate simp_ahvt, either.
Because achievements are relatively point-like in nature and consequently do not tend to occur in
the progressive. For some situations of progressive achievement, they refer to only a portion of
the complete process. For example, -

BR=tRIET o (ChangSan was dying.)
does not imply that

5% =% T o (ChangSan died.)
because we can say that

R=ARRIET , HFEMTEAALMMLEEEE.

(ChangSan was dying but the new medicine cured him so he didn't die.)

3. Time Adverbials

It is common in sentences with time adverbials. The functions of time adverbials are to
specify temporal relations between events, to place events in calendrical intervals, and to give the
durations of events. In our system, the classification of time adverbials is shown in Figure 1.
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Time Adverbials

When-Adverbials Aspectual Adverbials
Deictic Locational Durational Boun

Adverbials Adverbials Adverbials Adverblals

Figure 1. The classification of time adverbials.

Time adverb1a1s are divided into two categories: one for when-adverblals, and the other for -
aspectual adverblals When-adverbials that are used as answers to "when" questions are
subclassified into deictic adverbials and locational adverbials. Deictic adverbials are adverbials that
have explicit relations with the moment of speech, for example, ¥E X', ‘£, TEM', EHE |
', WR#' etc. Locational adverbials are adverbials that identify the location of time without
any reference to the speech time, such as dates (like '— 71, /\ FL4¢ +—H-+/\B"), days (like
'E #§=") and times (like ' %5 & ). Aspectual adverbials that are used as answers to "how
long" quéstions are subclassified into durational adverbials and boundary adverbials. Durational
adverbials spcc1fy the penods of time (hke WEAH', =K. And boundary adverbials (like 'H

et e ', B, P¢---F ") give the beginning points and/or the end points of the
intervals. :

" When-adverbials can be represented as predicates and have separate interpretationi
procedures to interpret their meanings. For example, WE K'is repfesent_ed by the predicate
yesterday(D), and its interpretation is "one day ago". Thus, we have the rule

yesterday(D) :- n_days_ago(1,D).
where the predicate n_days_ ago(N D) means that the day D is N days ago and it is further
interpreted as

n_days_ago(N,D) :- today(DT), distance_day(D,DT,N).
The predicate today(DT) means that DT is the day of today, and the predicate
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distance_day(D,DT,N) means the distance between today DT and the day D is N. Of course, there
are several more primitive predicates to interpret these predicates in our system.

Durational adverbials are represented as length(I,Qty,Unit). For example, =K' is
renresented by |

length(1,3,day) »

that means the period of time I is three days long.

As for boundary adverbials, they are represented by predicates szart and end. For example,
'HE Z R ETE|BI K’ is represented by

~ start(I,Ds), end(I,De), n_days_ago(3,Ds), tomorrow(De)

It means that there exists an interval I starting with Ds and ending with De, Ds is the day.of three
days before today, and De is tomorrow.

4, Representation of Sentences

In preceding sections, we has proposed a formal representation of situations and time
adverbials. Now, it is the time to give the meaning of the whole sentences. For simplicity, we
restrict ourself to discuss the representation of simple sentences.

- 4.1 Sentences without Time adverbials

For Mandarin Chinese is a language of no tense, it does not obligatorily relate the time of
the situation being described to the time of utterance by any systematic variation in the structure of
the sentence. It is also very common in Chinese sentences without time adverbials. Perhaps, we
can make some defaults in semantics of aspect for Mandarin Chinese. For those nonstative verbs

without aspect marker or with the aspect marker "7 ' (-le) or ¥ ' (-guo), we assume that they
have perfective meaning. And for those nonstative verbs with the aspect marker '{F ' (Zai) before

the verb or the aspect marker 3 ' (-zhe) after the verb, we assume that they have imperfective
meaning. Stative verbs take no marker, and have only imperfective meaning.
In fact, in the absence of any contextual indication of time reference (e.g. when-adverbial),

the imperfective forms (i.e. 7F ' (Zai) and % ' (-zhe) forms of nonstative verbs or simple stative
verbs) are interpreted as referring to the present. For instance,

HB=Z{EBIEAEE, (ChangSan is reading this book.)
R=EBER . (ChangSan likes Mary.)
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While the perfective forms (i.e. T ' (-le) or 38 ' (-guo) forms of nonstative verbs) are interpreted
as referring to the past. For instance, ' . |

=% TEAE. (ChangSanread this book.)
Only in the presence of an overt indication of time would the imperfective forms be interpreted as
referring to the past. For example,

RERB=7EEEA®. (ChangSan was reading this book yesterday.)
Thus, there is a close relationship between imperfective aspect and present time, and between
perfective aspect and past time in Mandarin Chinese. For the sentence without when-adverbial,
we, therefore, use predicate present(R) as its predicate of when-adverbial for impc'ffective aspect,
and use the predicate irast(R ) for perfective aspect. |

4.2 Sentences with Time Adverbials

For situations being represented as pred_of_situatioﬁ(P,T), and when-adverbials as
pred_of_when(R), we need another prediéatc rel(T,R) to relate the event time T and the time of
when-adverbial R. The predicat; rel(T,R) can be d(T,R) or eq(T,R), depending upon the
granularity of the system. The minimum ‘scale of time is readjustable to any scale by a
straightforward extension. In our system, we choose the granularity of time as "day". Then for
those when-adverbials referring to "large" intervals of time (such as "F {8 Bl ) or "very large"
int‘ervals of time (s;_ich as ‘2 4£ ') during which t_hé events of sentences can occur, we use the
: prédicate d(T,R) to indicate the event time is during the time of when-adverbial. And for those ‘
. when-adverbials (such as WE K') referring to "small" interval of time, we use the predicate

eq( T,R) to indicate the event time is equal to the time of v_vhén—adverbial. Of course, for predicates
of present(R) and past(R) that represent "not small" intervals, we should use d(T,R) not eq(T,R).
For those sentences with aspectual adverbials, we have predicates of start(I,Ds),
end(l,.De), or length(I,Qty,Unit). We likewise should use ano%her predicate to relate the event time
T and the interval I denoted by the aspectual adverbial. For non-achievement situations, we use the
predicate has_.duration(T ,I) to indicate that the event lasts for a period of time. Because
' aéhiéy_ement situations denoted by punctual verbs can occur momentarily in time, we use the
p_rédiéate has_distance(T,now,I) to indicate the interval I being the distance between the event time
T and now. ‘
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4.3

The Temporal Semantics Algorithm

For we have discussed each constituent of temporal knowledge and have given their

meanings, respectively, the algorithm to get temporal semantics of the whole sentence can be
summarized as follows:

The T LS tics Algoritl
Step 1 : Determine the correct situation type of the input sentence to get the appropriate predicate
pred_of_situation(P,T).
Step 2 : Check for any occurrence of when-adverbials. If yes, we can get
pred_of_when(R), d(T,R),
or
pred_of_when(R), eq(T,R),
else we will get
past(R), d(T,R)
or
present(R), d(T,R).
Step 3 : If there exists some durational adverbial in non-achievement situations, then we can get -
length(I,Qty,Unit), has_duration(T,I)
else we will get
. _1¢ngth(I,Qty,Uhit), has_distance(T,now,I)
Step 4 : If some boundary adverbial is occurred, then we can get

start(I,Ds), end(I,De), has_duration(T,I).

Let's take some examples to illustrate this mechanism.

Example 1: R-TEBELE.

In Step 1, by % & Z &', it can be determined as an accomplishment. And by the

progressive aspect marker 7E', this sentence is further subclassified as a progressive

accomplishment, and represented as prog_apsh(P,T). Assume that P is the proposition 5 = &

BEXE

. In Step 2, because of the imperfective form and absence of any time adverbial, we can
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get present(R ), d(T,R). Therefore, the temporal meaning of the sentence is
prog_apsh(P,T), present(R), d(T, R)

Example 2: MEARZHERELE
This sentence resembles the sentence of Exampleql in that it has the same prbposition TR
=% & A E', but differs from Example 1 in that it has the when-adverbial ¥ % . BER'is
represented as yesterday(R). In addition, since the granularity of time in our system is "day", we
sii_ould use the predicate eq(T,R) to relate the event time and the time adverbial. So, the temporal

meaning of the sentence is
prog_apsh(P,T), yesterday(R), eq(T,R).

- Example 3: R=BELXEBETRHE.

The same proposition 5& =% 24 & ' is denoted by P. The durational adverbial ‘Fﬁ -y
appears in this sentence, and is represented by length(l,2,year). Since it is a non-achievement
~ situation, we should choose the predicate has_duration(T,I) to indicate that the event lasts for a
period of time. Then we get the temporal meaning of this sentence as '

simp_apsh(P,T), length(l,2,year), has_dliration(T,I).

~ Example 4: REEEWMET ,

The durational adverbial Y 4¢' appearing in this sentence is the same as Example 3 and it
is also represented by. length([ ,2,year). Because the verb & 3 ' denotes an achievement situation,
by Step 3, we choose the predicate has_distance(T,now,I) to indicate the distance between the
event time and the present moment. Therefore, we get temporal representation as

simp_ahvt(Q,T), length(l,2,year), has_distance(T,now,I).

Example 5: BT ERT
This sentence has the same meaning as Example 4, but differs from example 4 in that it
uses when-adverbial 'FJ 4E B ' (that is represented by the pre&icate n_cal_elts_ago(R,2,year)).
Because our basic units of time are days, we should use d(T.R) to relate the event and the tlme
adverblal Thus, the temporal meaning of the sentence is
simp_ahvt(Q,T), n_cal_elts_ago(R,2,year), d(T,R).
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5. Conclusion

This paper touches on the semantics of temporal information in Mandarin Chinese. We

has proposed a formal representation for simple sentences that is composed of situations and time
adverbials and also describe the interaction of each temporal constituent on sentence level. The
representation of situations can easily reflect their aspectual properties such as the sub-interval
property and imperfective paradox. And we have interpretations for a variety of time adverbials.
So far, our apprbach has been limited to process one sentence at a time and independent of all other
sentences. At last, the semantic form constructed by a temporal semantics algorithm can ell us
when something happened, how long it lasts, and how events are related to one another in time.
How to accurately capture temporal meaning of the sentences is central aim of this study. That is
very important for further temporal reasoning. '
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