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ABSTRACT

Sentential aspect is the integrated function of lexical main verbs, aspect markers, adverbials, subjects and
objects, and other syntactic constituents. The present approach represents sentential aspect by situation types and
further distinction of aspectual meaning. Situation types are the basic categorization of situations that human make
on the basis of their perceptual and cognitive facultics. Seven situation types are distinguished in this article, which
include events (accomplishments, processes, achievements and activities), states, habituals and generics.
Accomplishments and achievements express perlectivity, whereas others imperfectivity. Perlectivity and
imperfectivity can be further distinguished into subdivions such as 'telic' and 'perfcctive’, and ‘'habitual’,
'delimitative’ and ‘continuous' respectively. Based on the situation type and the further distinction of aspectual
meaning of a source language, the generation of verbs, aspect markers and adverbials [or a target language can be
properly made. In this paper, the translation of aspect from Japanese to Chinese is described in detail. The
problem that several aspect markers occur together in a sentence is also discussed. -

I. INTRODUCTION

It has been observed that the aspectual properties of sentences are not determined simply by
their lexical main verbs.l Rather, a large variety of syntactic constituents play a role in this
determination, which include aspect markers, adverbials, subjects and objects, and other
syntactic constituents such as prepositional phrases. According to different aspectual
properties of a sentence, situation types, which are the basic categorization of situations that
human make on the basis of their perceptual and cognitive faculties, can be distinguished. In

this article, we follow Smith (1986) and distinguish seven types of situations as follows:[1]
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Achievements (perfectivity)
Happenings
[-agent]
Processes (imperfectivity)
Accomplishments (perfectivity)

Actions
[+agent]
Activities (imperfectivity)

—l ___States (imperfectivity)

— Events

Habituals (imperfectivity)

" L Generics (imperfectivity)

Figure 1: Situation types and perfectivity

Except events and states, we also distinguish habituals and generics. Habitual situations
are characterized by an extendéd period of time, whereas generic one refers to situations that
denote facts, common sense, knowledge and 56 on. Events can be distinguished into
happenings and actions. If the subject of a sentence is agentive, it denotes an action situation.
Otherwise, a sentence denotes a happening situation. Both happenings and actions can be
further distinguished into achievements and processes, and accomplishments and activities
respectively. Achievements and accomplishments are percepted as a whole and thus are
perfective, whereas processes and activities are regarded to continue for a period of time and
are imperfective.

The perfective and imperfective oppositions can be mainly represented as follows: [212

[ 1
PERFECTIVE IMPERFECTIVE
| 1 | ) |
Telic Perfective  Habitual Delimitative Continuous

Nonprogressive  Progressive

Figure 2: Aspectual oppositions

In the subdivisions of 'conitnuous', a distinction is made between 'progressive’ and

'nonprogressive', the former being the combination of continuousness with nonstativity.
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While many languages do have a single category to expresé perfectivity and another to express
imperfectivity, there are other languages where perfectivity and imperfectivity are subdivided
into a number of distinct categories, and yet others where there is some category that
corresponds to part only of the n'meaning of perfectivity or imperfectivity.[2] The aspectual
System of a particular language has to be investigated. Our approach is to represent sentential
aspect by situation types and further distinctions of aspectual meaning and generate verbs,
aspect markers and adverbials for a target language based on situation types and further:
distinctions of aspectual meaning of a source language. The present treatment of aspect in

machine translation should be like the following figure:

Sentential Aspect

Linguistic Forms Linguistic Forms

Japanese

Figure 3: The treatment of aspect in machine translation

In the existing algorithms for processing Japanese, sentential aspect is identified to be such
as 'start’, 'continue’, 'completion’, and 'result.'[3][4] Our appi'oach is differeﬁt from those
algorithms in that both the notion of situation types and further distinctions of aspectual
meaning are suggested to be put into the treatment of aspect in machine translation mainly for

distinguishing conceputal differences. For example:3

(1) fABA 728 #IIFEA 7S, (Achievement, perfective)
WA PTGN1E, T

"'When I came into the door, he died.’
(2) REDEIZIZ. bIHRFATWE T, (State, perfective)

KBNS R, ARE 48T
'At the year that the war ended, my grandfather was dead.'

The main clause of (1) is catcgbrized into an achievement situation and (2) a state. Best
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translation should depend on both of the situation type and the further distinction of aspect that
are intended by the speaker. In (2), the English adjective 'dead’ is more proper than the verb
'die' to describe a state. For Chinese, the state of 'deadness' is better expressed by the verb
'3 'die' plus the perfective marker '7' and the adverb 'e.#’ 'already’ since the Chinese
lexicon does not distinguish the action from the state for deadness. _

On the other hand, sentential aspect can be marked by aspect markers or not depending on
the aspectual systems of particular languages. For example, for some Japanese
accomplishment and achievement situations they are not marked by any aspect markers and
simply occur in past tense (as in (3) and (4)). Besides, certain syntactic constructions (as in

(5)) also contribute to the sentential aspect of the sentence. For example:

(3) fLix&~XZ L. (Accomplishment, perfective)
LT ,
'T have eaten.' :
(4) $I3FEA 8. (Achievement, perfective)
#ET
'He died."
(5) FUIHEANTFLS ZEHH N TR/ A . (State, experiential)

R TS
'T have not been to Japan before.'

The use of situation types and further distinctions are easy for the treatment of the sentential
aspect of those sentences that are not marked by any aspect markers.

In section II and III we will first introduce the aspectual systems of Chinese and Japanese
respectively. Section IV will show how such an approach can be implemented in a Japanese to
Chinese machine translation, followed by section V that the combination of aspectual meaning

will be discussed. Finally, the concluding remarks of this paper will be included in section VI.
II. ASPECTUAL SYSTEM OF CHINESE

In this section and the following one, we will first introduce the aspectual systems of

Chinese and then Japanese.
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The aspects of Chinese are perfective and continuous (or durative), typically indicated by
the perfective marker ' 7', and the continuous markers '(i£)#'and '# . The former presents a.
situation from a perfective viewpoint and the latter an imperfective view. Besides, '#'is
known as an experiential marker, and '4e ' and "F% "are two continuous markers which
derive their aspectual meaning from fheir lexical meaning 'up' and 'down’ respectively.4
Other markers such as '&' 'finish' and ‘4 'good' are complements that mark telic and
perfective meaning respectively.

In determining the situation type of a sentence, verbs can be classified according to their
inherent meaning or to aspect markers that they can co-occur with. In Chinese, verbs can be
divided into action, process, telic, and state verbs. The classification of Chinese verbs are

exemplified as follows:

[mny] Floow, w3t RT W&,
+durative ,
Action (+agent) B oA

—[+actional]

Lphiual] s ws, 2f
(-agent)

Process
[-actional]

T ey

#:4, 3k ik

Telic PR, K 0 BX BR

| [?C:t:;?” Mental SN, 2ol X, B R, &
(-agent) Transient [+mental]
[+transient] Psycho

(agent) [rpaych] ~ *HR o L8 w8
State
| [+state] Olhers LD X W
[-mental] .
[-psych]

Permanent
[+permanent] gy yp g, gi, K, KA Dot
(-agent)

Figure 4: Verb classification of Chinese

Action verbs can be further distinguished into activity and act verbs. The former are
durative and the latter are punctual. Two categories of states are distinguished: transient and
permanent. The former are subdivided into mental state, psychological state and others. In the

three types of state verbs, only psychological state verbs can occur with the continuous marker
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()4 This is very similar to English that lexically stative verbs can be used nonstatively and
appear in the progressive.[2] On the other hand, only mental state verbs can be marked by the
continuous marker '#.' Telic verbs cannot be marked by the constituous marker ‘()£ but
adverbs such as &' 'almost,’ or '##' 'gradually’ to refer to a process that necessarily
comes to an end. Process verbs can be modified by 'A' and means that a process is
undergoing.

Action, process and state form a continuum. In Chinese, it is very often that action,
process and stafe arépolysemics. For example, the verb '#' 'open’ and 'f#' 'stop' can be an
action, a process or a state and occur in an accomplishment, an achievement and a state

situation respectively as follows:

€.8. Accomplishment Achievement State
* * >
M7 M7 GE 2
Accomplishment  Achievement State
%k * >
1#7 # 7 %

Action and process verbs are often marked by the perfective marker ' 7' to mean an
accomplishment and an achievement respectively. In some other cases, the vocabulary might

distinguish. For example:

Accomplishment Achievement "~ State
% ' * > 7
*£7 &7 CRRAT
Achievement State
* >
T BT

In the case of ‘&' 'deadness,’ there is not any state verb for ‘&%’ 'deadness.’ However, a
state situation can be expressed by the verb '#' 'die,’ the adverb'e.4s' 'already' and the
perfective marker ' 7 . For the treatment of aspect, action, process and state verbs that form a

continuum are suggested to be recorded in the dictionary as a unit.
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- In some languages, it is possible to derive verbs referring to specifically telic situations
from verbs that do not necessarily refer to telic situations, usually as part of the derivational
morphology.[2] Chinese is such a language that a resultative compound can be formed by an
action verb plus a complement to express the resultant state of the action including such as '’
'finish' and ‘4 'good’' and many other complements that the cooccurrence of which is mainly
dependent on different verbs.

The situation types and the interpretations of Chinese aspect markers are listed as follows:

Table 1: The situation types and the interpretations of Chinese aspect markers

ST

M Accomplishment  Activity Achievement  Process State  Habitual Generic
‘perfective’ ‘perfective’
1 "elic' * "elic’ ‘inceptive’  'perfective’  * *
% ‘experientiall  * ‘experiential * ‘experientiall % *
'progressive’
(£)& * ‘progressive’ * . * ‘habitual' *
'repetitive’
* * D L. ) %* * D I 3 %*
progressive nonprogressive _
Ty * 'inceptive’ * "inceptive’ * * *
T *  'continuous' * 'continuous’ * ‘continuous' *
wi * "delimitative’ * * * * *
orv-v .

ST: Situation types, AM: Aspect markers
The perfective marker ' 7' can both occur in an accomplishment and an achievement

situation. It can mean that the action is bounded or the terminal point of the action is achieved.

The two continuous markers '(£)#4' and '%' behave differently. Both ‘(&£)#' and '%' can
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occur in an activity situation and means 'progresssive.’ '&' but not ‘%' is used in a habitual
situation to denote habituals.

- Having analyzed the twelve textbooks of Mandarin Chinese for Elementary Schools, we
concluded that two categories of verbs often occur with the continuous marker %' in a
subordinate clause, which funétion as a background for the figure indicated by its maiﬁ clause.

Spacial postural verbs: 4% 'sitting,’ nﬁ%' 'lying’
State verbs that are used causatively:#p% s 'facing up,' #%A% 'curve waiste,’
q&% 2 'facing down,' g8 'with guts,’ %m0 'barefQot,' ar¥ s 'blushingly,’
#%# 'with oblique head,' 8 %.=#% 'hardhearted’
Also, some verbs, though subcategorize for verb phrases or sentential complements, must
contain aspect markers or the sentences will be unacceptable:
BERR ‘cry anxiously,' e=%m¥ 'busy in mowing,' ¥4k 'rush for lifting
water,’ $#¥%&Xx 'fight for growing up," %= 7%%4# 'forget to tell him,
237 #4 % 'forget that he will qome’ ‘ ‘
However, in the following types of sentences, we found that aspect markers never occur.

1.Verbs that subcategorize for verbal phrases occur. For examnle:

(6)* H AL T Liuifse.
I hoped to go to his place.

2. Verbs that subcategorize for sentential complements occur. For example:

(N* Ml T &,
- T knew that he would come.

3. Verbs that subcategorize for pivotal sentences occur. For example:

(8)* Huat 3% T HIRE B AT,
He criticized that this movie is not good.

4. Verbs that subcategorize for a goal or locative phrase occur. For example:

O * KA LW EARLES .
I saw him lie on the bed and read.
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5. Sentences that contain resultant or extent complements occur. For example:

(10)* &M BF#HE TRRRE.
This house was beautifully decorated.

6. Cleft sentences or causative sentences that occur. For example:

(1D* e T AKMMA S,
He made everybody happy.

Also, in Chinese the first event in a sequence of successive events are often marked by the

perfective marker. For exmaple:

(12) R 7T R A% .
: He bought a ticket and came in.

III. ASPECTUAL SYSTEM OF JAPANESE

The notion of aspect is related to seven auxiliary verbs in Japanese.. They are 'teiru’,
'teshimau', 'teoku’, 'tekuru’, 'teiku’', 'temiru' and 'tearu.[5] In general, 'teshimau' marks
perfectivity whereas 'teiru,' 'tekuru,’ 'teiku,' ‘temiru,' and 'tearu’ mark imperfectivity. While
'teoku’ can mark perfectivity and imperfectivity. Verbs in Japanese can be divided into state ,
action, and change verbs. Change verbs can be further distinguished into three types: process,
telic and resultant verbs. All verbs except state verbs can be marked by the aspect marker
'teiru.’ The three types of verbs are exemplified as follows:[6]

i. State verbs: 5. W3,  TE3
ii. Action verbs: Zts. &R3 . HF. H<
iii. Change verbs
a. Process verbs: R<. &kl
b. Telic verbs: #13 . 3
c. Resultant verbs: 33, i3, £3

The situation types and the interpretations of Japanese aspect markers are listed below:
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Table 2: The situation types and the interpretations of Japanese aspect markers

ST | Accomplishment Activity Achievement Process ~  State Habitual Generic
i) . M '
experiential
' -
. . rogressive . )
Teiru * ‘progressive’ » PO ‘perfective’  'habituall  *
‘repetitive’
‘nonprogressive'
Teshimau ‘telic’ * "telic’ * * * *
Teoku . x . . perfective . .
‘nonprogressive’
Tekuru . 'inceptive’
* ‘continuous’ s OEPIYE * * *
continuous
Teiku b ‘continuous’ *  ‘continuous' * ‘continuous’ *
Temiru * "delimitative’ * * * * *
Tearu * * * * 'nonprogressive’  * *

ST: Situation types

AM: Aspect markers

The interpretations of the seven aspect markers and the Chinese translation are discussed as
follows:
1. Teiru

In general, a verb in the '-te' form plus 'iru’ refers either (1) to an action\ that goes on over
a period of time, or (2) to the state resulting from an action.

a. teiru--> (Activity, progressive)

When 'teiru’ occurs with an action verb, it can mean 'progréssive' of an activity.
Adverbials that denote a period of time such as "4~ 'now’ often occur in an activity situation.

For example:

(13)4. REDLFEEZZF->TnIT.
RAEAYFABERE
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I am learning English conversation now.
(1B AL THATHET,

REKEASNTR
All are playing outside.

b. teiru--> (Process, progressive)
"Teiru' can mean 'progressive’ of a process when it occurs with a process verb. In such a

case, the translation 'f&' is better than 'i£ 4. For example:

(1IS)FDRE> TNDKPEALABITWS,
B & T @ A VAR N 697K Tt ) Fo 38 A1
The water in the river is continuously increased due to the rain.

c. teiru-->(Process, repetitive)
"Teiru' can mean 'repetitive' of a process when it occurs with a telic verb. The subject of a

sentence that describes such a case is usually plural. For example:

(160)2<DH FAEIHENT WS,

X ¥R 3
A lot of glass is breaking.

d. teiru--> (State, experiential)

'Teiru’ can also mean ‘experiential’ when it occurs with an action verb. Frequency adverbs
such as '==z &' 'two or three times' often occur in the states that expresses experience. In
Chinese, 'experiential’ is often expressed by an action verb plus ‘i#&', which is recognized as
an accomplishment situation.d

(INBDANIILKEADNFHEBNVTWVS,
AR EIK 513
That man has written many novels.
(IQHEEFEVWRICZ=ZEINDNHETA TV,

HA MBS AR 2K
I had read this novel two or three times when I was young.

e. teiru-->(State, perfective)
When 'teiru’ occurs with a telic, a resultant, or an action verb (as in (22) and (23)), it _

means the resultant state. To express a state, ' 7' should be used if a nonstative verb is chosen.

(1NDBHIZMICZL > TV S,
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B RR T Ek
The neighborhood has became an open area.

Qo) ZArEZAIL. AABLBRTWS,
FIRAAMAET

Trees have fallen down everywhere.

QDEER D SBOTENENT NS,
MERGFERMT ' ' :
Cherry blossoms have been in blossom since yesterday.

QADFIZT TR FDEETRATNS,
AR L Y
He has read that book.
@)HFIZBOFREIZ=ZFEHDbLH> TS,

RUSEARAS R 6T 4 T = 5
He has learned from the teacher for three years.

In the case of action verbs, in order to distinguish the sentential aspect '(state, perfective)'
from '(activity, progréssive),' the definiteness of the subject and the object, and adverbials
must be taken into consideration.

f. teiru-->(State, nonprogressive)

When 'teiru’ occurs with a resultant verb (as in (24) and (25)) or an action verb (as in (26)
and (27)), it can mean the 'nonprogressive' of a state. Most of Chinese state verbs are not
mafked for 'nonprogressive.' However, verbs such as '#’ 'wear.' and '#' 'wear,' which can

denote both an action or a state, are marked by the continuous marker '%' in a state situation.

QORI B L 2 BLTVWET.

Gk &8
I lee you.

25z nEIZH->T W5
HEL PP
“The road curves.

OB I AZRFEZEITTNS,

R 2 R IR SR
Mr. Chen has glasses on.

RCNEIARELRZETNS,

IAEEFEBR
Mr. Wang is in a suit.

In the case of (25) and (26), both interpretations, '(state, nonprogressive) and '(acti\/ity,
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progressive),' are possible.

g. teiru-->(Habitual, habitual)

"Teiru' can also occur in a habitual situation, which means that the situation lasts for a
period of time. Adverbs such as '# 47 'every morning' and ' &' 'recently’ usually occur in

habitual situations.

R{OBITBHNA TN EZHATWS,

RERT LIRS

He reads Bible every morning.
QRINZNEIIRBRATANEALEATLATVS,

W B B B A K AT 6 5 N
Recently, people are dying due to malnutrition.

2. Teshimau

A verb in the '-te' form plus 'shimau' indicates either (1) that an action has been completed,
or (2) that the speaker has regrets about the completion of the action.

a. teshimau-->(Accomplishment, telic)

When occurring with an action verb, 'teshimau’ means that the action reaches the endpoint.

Therefore, we categorize it as 'telic.' Its best Chinese translation is ‘%' 'finish.' For example:

GO)HIHERN > TELEZRALZENTLEVWE LA,

FRIFRSRGEDICLET
The cow has eaten up all the grass that were mown yesterday.

GDHONRIZEEWPS—BTHATLE 2,
AR AL AR A M ff PA— 1B, L3 B 52 T
That novel is very interesting so I have read it in a night.
b. teshimau-->(Achievement, telic)

"Teshimau' also means 'telic' when it occurs with a process verb and its Chinese

translation sho_ﬁld be' T -6

CORK[VPBVDTLS SADEHVBNTLE - L,

HATLEKR#H S 2HMT )
Due to the economic depression, many companies went bankrupt.

BI)boRiIFT->TLEWE L,

A8k T
That girl has gone.
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3. Teoku

A verb in the '-te' form plus 'oku’ refers to doing something for future use or something
being left in a certain state.

a. teoku-->(Accomplishment, perfective)

When 'teoku’ occurs.with an action verb, it can mean that an action is done eaﬂicr than the
time indicated or the speech act time. It is categorized into an accomplishment situation and can
be translated by the complement '4# 'good.' Since Chinese does not have a single grammatical
category to mark tense, the adverb '#i' 'in advance,' which indicates the' time earlier, can be
used. Thus the Chinese translation of this type of sentential aspect is '#i%..4F’ 'in

advance...down' if the ‘verb is transitive. Otherwise, '4,' 'first’ will be given. For example:

GAHRBROEMELTBEZT,
TRk AT A B 6 R
" Have the preparation for the examination done in advance.
GOKEBRBIEAIEBH>TE—NVRE->TBEZ L,
ALK KR R A IATIL RATHA
I guessed my friends might probably come so I had bought beer in advance.
BOMENERZHHEL TBL I EVLEL,

A 5L F LRG0 2 X AL ILERAT .
It is necessary to have recorded the main points of the report in advance.

Adverbials such as '8 & - T 'in advance,' ‘i 'first,' ‘72 (2 'for the reason that' and
“{z' 'for' often occur in such a situaticn,

b. teoku-->(State, nonprogressive)

When 'teoku’ occurs with an action verb, it also means 'nonprogressive.’ In such a
situation, it emphasizes the state that is caused by the action remains. It is better translated into
%' if Chinese verbs such as '#' 'open' nd '#' ‘close,' which can both denote the action and

the state, occur. For example:

BNDELIIHEI ZWT. BETHITEI I,
&M —E M ET e
Do not turn off the light till the morning.

BOEREZHMOTHBELE N,
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BT LM ET
Let the door be closed.

CHHEFEZREILHFLETENL,

BHFTER
Let your opponent be jealous.

4. Tekuru

A verb in the "-te' form plus 'kuru' indicates either (1) that a change has Been taking place
up to certain time, or (2) that an action is done in the direction of the speaker.

a. tekuru-->(Activity, progressive)

When 'tekuru’ occurs with an action verb, it can mean the action is 'progressive' if a period

of time is indicated as is exemplified below:

AOVFMIEZ D THT=HEMBWT E 2,

CKEF M A T R A
I had been working for this factory during the thirty years.

Translation for 'progressive' should be '£.'and the adverb'— % - 'always' can be used.
b.tekuru-->(Process, inceptive)
"Tekuru' can also mean inception when it occurs with a process verb or a resultant verb. In

such a situation, 'deg+ or’ 7' can be translated. 7

@) BBHESEITEL,
NG T

I was putting on weight.
AQ)BEDERICONTHWB LA LARITTER,

[LE RN, LB 252 ° XN Lub i R A

The sugar started to melt as the temperature went up.
A3)—BRALIEEZ->TITTWE L, BERTEL,

XM T PRI AALRT )
Having working for one hour without a stop, I started to be tired.

* ¢. tekuru-->(Process, continuous)
When 'tekuru' occurs with a telic or a process verb, it means 'continuous.' It should be
translated to ' 7 'if a Chinese telic verb is used, or '— % # ' 'always..been' if a process verb is

chosen. For example:
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(A4) 2 DAMESIE A A BORT S 12,

T AR ERT
Its nature was revealed.

5B r3EZDHIIVBEILRBIZENWTLS,
AEEL TOHRARBE S BALRE
The feeling to be personally in the situation comes up.
(AR EETIMP L THT 22 TPMEEERTEL,

HAELEWEITL—HALME
I had been bearing urine from the time that I got up till I got off.

In the case of (46), the process verb is interpreted as ‘continuous' since a period of time is

used.
d. tekuru-->(Habitual, habitual)

"Tekuru' can mean ‘continuous' of a habitual situation when adverbs such as "4 H’ 'every

day' occur. For example:

@ANEH. —RETFORREROTEEZRATEL.
FHRNEF3H— w5 & T X
Read averagely one hour a day everyday.

5. Teiku
A verb in the '-te' form plus 'iku' refers to a change taking place for a period of tiﬁue.
a. teiku-->(Activity, continuous)
When ‘teiku’ occurs with an action verb, it means 'continuous' and can be translated as

... TF-&. For example:

UB)EFDEEHF > LHEATWL.,

LBRGERE—FUHRRT £

Read the books on the shelf from this side.
AHDFILVWERTETCEFEALARTTNWL,

85— AT H TG ET £

As soon as the road was done, new houses are built one after another.

b. teiku-->(Process, continuous)
When 'teiku’ occurs with a process or a resultant verb, it means ‘continuous' of a process.
The continuousness of a process is marked by the aspect marker ' 7+ with adverbs such as

"4 % 'almost' and '#g#' 'gradually, if a Chinese telic verb is used. The aspect marker "F.2'
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can be used, if a Chinese state verb is used. For example:

BOEALRAREZERTWVL,
s T AKX
I gradually forget English.

GDFLWEELLLEARTNLS,

MR T A6

I am getting used to the new teacher.
2D EHIZTHE> TV,

AR RO FT
The body is getting weaker.

c. teiku-->(Habitual, continuous)

'"Teiku' can occur within a habitual situation and means 'continuous.'

(33)&EH. —REFOREZ RO TEZHATWVL.

FERNAE P3G — PR & T 2
Read averagely one hour a day everyday.

6. Temiru-->(Activity, delimitative)
In general, a verb in the '-te' form plus 'muru’ means 'to try and see.' "Temiru' can only
occur with an action verb to mean 'delimitative’ since volition is involved in 'delimitative." The

Chinese 'delimitative’ is expressed by reduplicating a verb as 'VV' or using the pattern
VV-. |
GCHHEDNDEMERXRTAZT.
sboboA B AW
Eat some Japanese food.
(OS)PETREZH->TATTEWN,

WARFFHERAE
Please use a ruler to measure the length.

7. Tearu-->(State, nonprogressive)

A transitive verb in the '-te' form plus 'aru’ refers to a state that has resulted from an
action. We represent it as 'nonprogressive." In Chinese, a state can be expressed by adding
the continuous marker %' or it can be translated into passive sentences, if a verb that ca;i"; both

denote actions and states are chosen. For example:
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SOMRMBRRKICHE-TH S,
B ARAS AR L
(AR L85 ¥ 3. B])
The map is pasted on the blackboard.

CNHFEVKICENWTH S,
FRAR LKL
(4L HF)
Words are written on the paper.

In each first translation of the above examples, the continuous marker '#'is not used since a

prepositional phrase indicating location is used.

In summary, the relation between verb classes and aspect markers is presented in the

following table:

Table 3: Sentential aspect related to verb types and aspect markers

Ve ) Change Verbs State
Action - Verbs
AM verbs Process Telic Resultant
(Activity, pg)
Teiru (State, exp) (Process, pg) (State, pf) (State, nonpg) x
(State, nonpg) (Process, rept)
(State, pf)
(Habitual, hb)
Teshimau|  (Accmp, tic) (Achv, tic) * * *
Teoku (Accmp, pf)
* * * *
(State, nonpg)
Tekuru (Activity, pg) (Process, cnt) (Frocess, cnt) | (Process, incpt) [
(Habitual, cnt) - (Process, incpt)
Teiku .
(Activity, cat) (Process, cnt) * (Process, cnt) *
(Habitual, cnt)
Temiru (Activity, dlm) * * * *
Tearu (State, nonpg) * * * *

VC: Verb classes, AM: A
Accmp: accomplishment, Achv: achievement, pg: progressive, cnt: continuous
exp: experiential, tlc: telic, dim: delimitative, incpt: inceptive, rept: repetitive

hb: habitual

t markers
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Except for the above combinations of situation type and further distinction, other
combinations are possible. For example, the sentential aspect of those sentences that contain

no aspect markers would be (Accomplishment, experiential) as follows:8

e.g MIZ=FHANFTTEZ L,
L& 8 A@m=R
I have gone to Japan two or three times. ,

IV. COMBINATIONS OF ASPECTUAL MEANING

For a sentence, it is either perfectivity or imperfectivity that is focused. However, there are
situations that several aspect markers occur together. Logically, there are two possible
combinations of perfectivity and imperfectivity. One is perfectivity in imperfectivity and the
other is imperfectivity in perfectivity. —k In the first case, it is imperfective if the resultant state of
a perfective situation is emphasized and it can be marked by an imperfective marker. For

example,

OO LIBDEFTATLZ»T WA,

KEBRERAET
I had already read that book.

In the above example, the first aspect marker 'teshimau' indicates that the situation is an
accomplishment and can be interpreted as 'telié.' The second aspect marker 'teiru' indicates
that the resultant state of the accomplishment situation is in the focus. Thus, it can be further
marked by the imperfective marker 'teiru.' Thus we categorize the sentential aspect as '(Sfate,
telic).’

On the other hand, the other case that imperfectivity in perfectivity is impossible because it
is only perfectivity or imperfectivity that can be focused in a sentence. Though an activity or a
process can start and end before the reference time, yet it can not be marked by a perfective
marker. Nevertheless, it can be expressed by Sirriple past, past perfect or present perfect

instead of perfective.
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V. MECHANISM FOR THE PROCESSING OF SENTENTIAL ASPECT AND
THE GENERATION OF ASPECT MARKERS

The treatement of aspect is shown in the following figure:

possible situation
types by verb

class
Determine situation
i type and further
contain aspect ™ 4' distinction by
mazkens? adverbials and
other syniactic
| constituents
i I
D Lo Determine
a Chinese verbs,
type and further +
distmction by upua - d, dverbials by
markers, ldvethh b situation type
o other syniaciic and further
ressssssssanneBsssssssssanan,
Generation of
Chineac aspect
markers
Nrmmrnrrnarnarnarnannasnosnasnsslt

Figure 5: The flow of the treatment of aspect

Let us use sentence (22) as an example here. First, the class of a main verb is checked and
possible situation types are determined:

Verb class=action

Possible situation types=
{(Accomplishment, x), (Activity, x), (State, x), (Habitual, x), (Generic, x)}

Following the check of verb class, aspect marker(s) are checked. When 'teiru’ occurs with an

_ action verb, the possible sentential aspects are as follows:
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4B

Aspect marker-->"teiru’

Possible sentential aspects:
{(Activity, progressive), (State, experiential), (state, nonprogressive), (state,
perfective), (Habitual, habitual)}

Except aspect markers, the situation type can also be determined by the following factors:

i. Adverbials

Adverbials are important for determining situation types. For example, Japanese time
adverbs such as '# a' 'every day' denote habitual situations.

ii. Tense

Since accomplishmehts and achievements may only occur in simple past tense and may not
be marked by any aspect markers, tense must be taken into consideration in the algorithm.
Sentences in simple past tense may denote accomplishments and achievements. Also, a generic
situation is described in present tense.

ili. Definite vs. indefinite subject and object

Definite subjects and objects are usually used in an accomplishment situation. Thus
definiteness of subject and object is useful in distinguishing an adcbmplishment situation from
an activity one.

iv. Number of the subject and the object

The number of the subject and object in a sentence is related to situation types. For
example, generic sentences often occur with plural subjects and objects.

v. Quantified subject and object

An accomplishment situatioﬁ accompanies with quantified objects, or quantified subjects
that are more than one. |

vi. Complements

Complements implies aspectual meaning, which must be considered in the overall

- algorithm.

In sentence (22), due to the adverb is ' §Ciz' 'already' and the object is definite, we can

derive the sentential aspect as '(State, perfective).'
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Adverbials: ' 3-CIz' 'already’-->'perfective’
Object: definite-->'probably perfective'

In this case, the adverb 'already’ is featured by 'perfective’ and the definite object is
characteristic of 'probably perfective." Thus it can be interpreted as '(State, perfective),’ which
should be translated by adding the perfective marker ' 7' and it results in the translation '
fe.se3k T A48 T have read that book already.' Af_ter all the constituents are checked, if
there is still ambiguity in situation types or further distinctions, all of them will be included as
the result of parsing. Nevertheless, only a default one will be translated into Chineée.

Finally, the Chinese translation is based on the situation type and the interpretation of the
aspect marker. In this case, as long as the action verb '3’ 'read’ is translated the perfective

marker ' 7' can be given.
VI. CONCLUDING REMARKS

Chinese is different from Japanese and English in that it does not have a grammatical
category to mark tense but has perfectivity and imperfectivity markers. In the machine
translation systems that aim Chinese as a target language, the treatment of aspect must be
carefully dealt with or the translation will be quite unacceptable. With this model, sentences
that contain one aspect marker, several aspect markers or no aspect markers can be considered
by the same approach. Moreover, it can also be applied to the translation of other languages

with the only requirement that the aspectual systems are investigated language by language.
“NOTES
1. In this article, we do not distinguish predicative adjectives from verbs. When we refer to

verbs, we mean predicative adjectives and verbs both in Japanese and Chinese.

2. We add 'telic' and 'delimitative’ to Comrie's subdivion of perfectivity and imperfectivity
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respectively.

3. In the examples and the followings, two values indicated in the »parcntheses mean situation
type and further distinction of aspect respectively.

4. Aspect markers 'tekuru' and ‘teiku’, which are derived from 'come' and 'go’, are very
similar to the Chinese aspect markers 'sef' and "F#', which are derived from 'up' and
‘down.’

5.'"Experience’ can be represented as an accomplishment or a state. In Japanese, an

accomplishment that expresses experience is as follows:

e.g M TSEHANTEZ LIz,
KEHatd= K _
I have gone to Japan two or three times.

A state that expresses experience is as follows:

e.g HIIZ=ZEHAENTT->TW5,

K A& aARmER
I have been to Japan two or three times.-

6. 'Telic' of achievement situations can be translated into Chinese by adaing complements such
as '#' 'fall' and "F-%' 'down,' which can be quite different depending on the meaing of verbs.
The generation of these complements is possible if only if they are recorded in the dictionary.

7. In Chinese, there is a perfect marker 7', which occurs in the final position of sentence,
indicates that the situation happens earlier than or at the reference time or the speech act time.
In (41) to (43), the perfect marker ' 7' is used.

8. For the easy treatment of aspect, all the combinations of situation type and further distinction

are stored in the computer.
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AN ERS MODEL FOR TENSE AND ASPECT INFROMATION -
IN CHINESE SENTENCES

Hsi-Jian Lee* and Ren-Rong Hsu
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ABSTRACT: In this paper, we address a ERS model of time and aspect in Chi-
nese sentences. We first discuss the possible tense forms in simple sentences
when translating from Chinese into English. Next, we also address the possible
combinétions of the tense forms of complex sentences joined by linking ele-
ments and some complex sentences containing one subclause. Finally, we pro-
vide some conventional rules in English to modify the tense forms before gen-

erating the output English sentences.

*To whom all correspondences should be sent.
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1. INTRODUCTION

Both tense and aspect in sentences play important roles in transmitting temporal and
situational information between human beings. For a machine translation system, the analysis
of tense and aspect has great influence on the quality of the output sentence. Lacking the
analysis of tense and aspect may result in syntactic or semantic errors. Take the following Chi-

nese sentence as an example.
(1) tal zuo2-tian1 mai3 le5 yi4 ben3 shu1
The corresponding sentence in English should be
(1a) He bought a book yesterday.
The translation such as
(1b) He buys a book yesterday.

would be illegal. Without the analysis of tense and aspect, a human being can hardly translate

sentences correctly, neither can the machine.

The tense can be viewed as determined by the relationship between the time of the
action or the state denoted by the verb and the time of speech. Thus, the tense information
involves at least three components: the event time, the speech time and the degree of under-
standing of the subject between the hearer and the speaker. On the other hand, aspect does
not refer to the time relation between the event time and speech time, but to how the situation
itself being viewed from its internal structure[1]. All the information of tense and aspect re-

flecting in the verb sequence and tense form will be defined in the following section.

In order to transfer tense and aspect information of Chinese sentences into those of
English sentences, we have to find the relationships between these two languages, which has
been done in [2] and will be summarized in Section 2. In this paper, we will address the prob-
lem about the possible tense forms in a sentence. Still, the sentences we will analyze are con-

fined to simple declarative sentences, which contain only one predicate. We will also analyze
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some more complex sentences joined by linking elements such as “de5 shi2-hou4”(when),
“yi3-houd”(after), “yi3—qian2”(before) and some sentences containing one subclause. We
also provide some conventional rules to modify the tense forms before generating English

sentences.

2. FORMALISM OF TIME AND ASPECT

In an English sentence, the verb sequence is one of the most important constituents,
which are generally affected by the tense and aspect. Winograd [3] defined the verb sequence

as a sequence of verbs and auxiliaries following a fixed order, as illustrated below:
(Modal) (Have) (Bel) (Be2) Main Verb

where Modal has either the tense meaning or modal meaning; Have represents the auxiliary
has (or have or had); Bel represents the verb be; Be2 denotes the clause being passive if pres-
ent and Main verb is self-explained. Each combination of Modal, Have, Bel, Be2 and Main

verb is also called a tense form. For example, the sentence
(2) He has finished  his job,
Model Have Bel Be2 Main verb

has the option Have, but has no other options (Modal, Bel, Be2). Indeed, it has the tense form

of “present-perfect”.

Many linguists take only present and paét as tense, future is considered as the modal.
This kind of classification is not intuitive since human beings always partition the time axis
into three parts: past time, present time and future time. Winograd [3] proposed that the first
element of the tense sequence is the tense of the first element in the verb sequence unless
it is a modal. The rest, correspond to the entire auxiliary sequence, excluding the main verb,

are assigned tense features according to the following mapping:

element in a verb sequence tense feature

Modal : Future if the word is shall or will
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Modal otherwise
Have Past

Be1 Present
Consider the following sentence,
(3) By the time he comes home, | will have finished my job.

The tense sequence for the clause “I will have finished my job.” is (Future, Past) since “will”
gives the feature Future .and “have” gives the feature Past. Now, we summarize the tense se-

quences (excluding the feature Modal) of possible verb sequences in Table 1.

Table 1

Tense sequences for the sequences

tense sequence

examples

Pres

Pres Pres
Pres Past
Pres Past Pres
Past

Past Pres

Past Past

Past Past Pres
Pést Fut

Past Fut Past

Fut

Fut Pres

Fut Past

Fut Past Pres

(4) | read every day.

(5) I am reading now.

(6) | have lived here for six years.

(7) It has been raining on and off since this morning.

(8) | wrote a letter yesterday.

(9) | was reading when he came in.

(10) When he came in, | had finished my job.

(11) | had been reading a novel till he came to see me.

(12) She was going to give me her address.

(13) He once said he was going to have fixed all radios in
town by the time he was forty.

(14) | will go to Taipei tomorrow.

(15) | will be reading when you come back.

(16) When you come back, | will have finished my job.

(17) 1 will have been learning English for five years by

next month.
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Aproblem in the above formalism appears when the sentence involves the progressive
or perfective aspect. For example, it gives sentences (8) and (9) the tense features (Past) and
(Past, Pres) respectively to capture their differences by time. However, both events in these
two sentences occurred during the past time. What makes them different is not the time but
the aspect. Thus we would like to give both sentences (8) and (9) the same time denotation

and use other feature to capture their difference.

As mentioned above, the tense sequence is got by tracing the elements in the verb se-
quence in order. Unfortunately we can not apply it in Chinese sentences since there is no tense
marker in Chinese. Thus, we have to use other information in a sentence. Here, the informa-
tion we use is called temporal information. To represent this information, we partition the time
axis into three parts which are past time, present time and future time. We can also divide each
partition recursively. Therefore, the temporal information can be used to denote the relative

relationship in the time axis. The representation for this relative time is called “time marker”.

There are two aspects in English - perfective and progressive. Since these two aspects
greatly influence on the tense form of English sentences, we choose aspect as the other attrib-
ute to represent the information for the tense form. Thus perfective or progressive are the

two aspect marker.

Based on the time and aspect markers mentioned above, we distinguish the tense form
of English by the values present, past, future, perfective and progressive. The tense forms of En-
glish sentences and their attribute values are listed in Table 2. Taken the tense form “past-per-
fect” in item 7 as an example, its time marker past-past denotes the event specified by the
verb sequence occurred in the past, with respect to the past reference time. Consider the fol-

lowing sentence
(18) ta1 hui2-jia1 de5 shi2houd, Zhang1isan1 yi3jing1 zuo4-wan2 tal de5 gong1zuo4 led

( When he came h_ome, Zhangsan had finished his job. )
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The pair of time and aspect markers for the verbs “hui2-jial” (go home) and

“zuo4-wan2” (finish) should be {past - } and {past—past perfective } respectively. The meth-

od to determine these markers has been discussed in [2].

Table 2

Table of Tense Forms

tense form time marker aspect marker

1. present present

2. present-progressive- present progressive

3. present-perfect past perfective

4, present—perfect—pfogressive past perfective—progressive
5. past past

6. past-progressive past progressive

7. past—perfect past-past pérfective

8. past-perfect-progressive past-past perfective—progressive
9. past-future past-future

10. past—future-perfect

11. future
12. future-progressive

13. future-perfect

14, future-perfect-progressive

past-future—past

future
future-past
future—past

perfective
future
progressive
perfective

__perfective-progressive

3. POSSIBLE TENSE FORMS IN SENTENCES

We have provided a formalism of time and aspect to determine the tense form of

the sentence. That is, if we can find the time and aspect markers of a verb, we can find the
- tense form through Table 2[2]. However, there is another approach to determine the tense
form of an English sentence which will be translated from the Chinese sentence. This ap-
proach is based on the relations among speech time (S), reference time (R) and event timé
(E) proposed by Han Reichenbach in 1947 [4]. In this section, we will discuss the possible

tense form in simple sentences and those in sentences containing two events.
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3.1 Formalism of E, R, S and Aspect

To analyze the tense system of English, Han Reichenbach found that the analysis based
on the absolute event time or the relative time relation between event and speech is not
enough. Thus, he proposed the speech time, reference time and event time to account for
the underlying structure of the English tense system. The speech time and event time are self-
evident, while the reference time is the “temporal perspective™ from which the described
event is viewed[5]. There are six relations among E, R and S in simple sentences, which corre-
spond to different tense forms, as Table 3 shows.

Table 3
The Mapping Between (E, R, S) and The Tense Form

relation of E.R.S tense form
E=R=S present
E<R=S present-perfect
E=R<S past
E<R<S past-perfect
S<E=R future
S<E<R future-perfect

From this table, we find that the relationships among E. R. S are not enough to represent
all various tense forms in English. Take the following sentences (19)—(20) as examples. The

relations among E, R, S are all E=R =S8,
(19) He usually plays the basketball.
(20) He is playing the basketball.
In fact, the role of the relationsamong E, R, S is the same to thé time marker proposed

in our time and aspect formalism. They all denote the time relation. The difference is that
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former is explicit, while the latter is implicit in the denotation of the reference time of an
“event. Thus, to distinguish the various tense forms in English, we still need the aspect marker

to denote the progressive attribute. We summarize this result in Table 4.

Table 4
The Mapping Between (E. R, S ect Marker and The Tense Form

E. R, S relation aspect marker tense form

E=R=S none present

E=R=S progressive present—progressive
E<R=S none present—perfect

E<R =S progressive present-perfect-progressive
E=R<S none past

E=R < ¥ progressive past-progressive
E<R<S none past-perfect

E<R<S progressive past—perfect—progressive
S<E=R none future

S<E=R progressive future-progressive
S<E<R none future-perfect
S<E<R progressive future-perfect-progressive

Now, we can make use of Table 4 to determine the tense form of an English sentence

/
if we can find the E, R, S relation gnd the aspect marker from the Chinese sentence. As an
example, see sentence (21). In sentence (21), since the relation among E, R, Sis E=R<S
and the aspect marker is progressive, we have the “past-progressive” asA the tense form of

the translated English sentence.
(21) zuo2-tian1 ci3-shi3 tal zai4 kan4-shufi.
(He was reading this time yesterday.)

We have discussed the tense forms of English by E, R, S and aspect marker. However,
not all tense form can be used in a simple sentence. In a sentence containing more than one
event, the use of tense forms is further restricted. In the following sections, we will discuss

the possible tense form in a simple sentence and those in a sentence containing two evens.
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3.2 Possible Tense Forms in Simple Sentences

In Table 2, we have listed fourteen possible tense forms of English sentences. Howev-
er, some of them can not be used in simple sentences. To discuss the possible tense formé in
sentences, we first define some terms used below. The first one is the time category. Since
time phrases contain the message of time, we partition the time phrases into four categories:
Past, Present, Future, Nondeterministic[2], according to the time these phrases represented.
The second term is the time precedence relations “<™, “=", “>" where “<” represents
“happen before”; “ > ” represents “happen after” and “ =" represents “happen simultaneous-

ly”, respectively. In this section, we will discuss and give an example for each of them accord-

ing to the E, R, S formalism mentioned in the last section.

The “present”, “present-progressive” “present-perfect” and “present-perfect—
progressive” tense forms are all current relevant (i.e, R=S), thus they do not need time
phrases to specify their reference time. Sentences (22)—(25) show this case. The events in
“past”, “past—progressive”, “past-perfect” and “past-perfect—progressive” tense forms are
relevant to some past time, they need some phrases in Past time category to specify their refer-
ence time. Sentences (26)-(29) show such case. The word “qu4-nian2 ci3—shi2” (this time last
year) in sentence (28) specifies the reference time for the event “zuo4-wan2 gongl-zuo4”
(finish the Work) and the words “za03”, “yi3” (already) specifies that the event happened be-
fore the reference time, thus the event “zuo4-wan2 gongl-zuo4™ (finish the work) happened
in the past—past time with respect to the speech time (i.e, E < R < S). The sentences of “fu-
ture”, “future-progressive”, “future-perfect” and “futﬁre—perfect—progressive” tense forms
usually have some phrases in Future time category to specify their reference time. The Sen-
tences (30)-(33) denote this condition. The other two tense forms “past-future” and “past-
future-perfect” are seldom used in a simple sentence. The reason is thbat these two tense forms

are not current relevant and there does not exist any time phrase that can both specify the

past meaning and the future meaning (relevant to the past time).
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From above discussion, we show that we can use twelve tense forms in simple sen-
tences, some of which need time phrases to modify the events in sentences. In the following

section, we will discuss the tense forms in complex sentences.
(22) wo3 xi3-huani huat (I like flowers.)
(23) ta1 zai4 kan4 shui1 (He is reading now.)
(24) ta1 yi3-jian1 zuo4-wan2 gong1-zuo4 le5 (He has finished his job.)
(25) tat yi3-jing1 zai4 du2-shui le5 (He has been reading now.)
(26) zuo2-tian1 tal qud le5 Tai2-bei3 (He went to Taipei yesterday.)
(27) zuo2-tian1 ci3-shi2 tal zai4 kan4-shﬁ1 (He was reading this time yesterday.)

(28) qud4-nian2 ci3-shi2 wo3 zao3 yi3 zuo4-wan2 gong1-zuo4 Ié5 (This time last year,

| had finished my job. )

(29) qu4-nian2 ci3-shi2 wo3 zao3 yi3 zai4 kand-shul (This time last year, | had been
reading.)

(30) ming2-tian1 tal jiang1 qué4 Tai2-bei3 (He will go to Taipei tomorrow.)

(31) ming2-tian2 ci3 shi2 wo3 jiang1 zai4 kan4-shu1 (I will be reading this time tomorrow.)

(32) ming2-nian2 ci3-shi3 ta1 jiang1 yi3 bid-yeh4 (He will have graduated this time next

year.)

(33) ming2-nian2 ci3-shi2 ta1l jiang1 yi3-jing1 zai4 zhun3-bei4 kao3-shi4 le5 (He will

have been preparing the examination this time next year.)

3.3 Possible Tense Forms in Sentences with Two Events

As we have analyzed in the last section, we can use one of the twelve tense forms to
represent a simple sentence. When there are two events ina sentence. the tense forms of these
events can not be any combination of the twelve tense forms. however. There may have some

new tense forms such as “past-future” and “past-future-perfect™ which can not be used in
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58 2.

the simple sentence. There may also have some illegal combinations such as {past, present-
progressive} as in the sentence “When I came in, he is eating his lunch.”. The requirement

of correct combination for tense forms in a sentence is called rense agreement.

Some people define the tense agreement as that the tense forms in a sentence should
be the same, as the sentence (34) shows. The sentence (34) is correct because the tense form
of the verbs “knew” and “read” ar_é the same while (35) is illegal because the tense forms of
the verbs “knew” and “reads” are different. Some might think that the tense form of the sub-
ordinate clause should follows that of the main clause (such as the sentence (34) shows), or
that the tense form of the main clause should follows that of the subordinate clause (such'as
the sentence (36) shows). Howevef, these still have deficiencies[6]. They can not explain the

correct sentence shown as sentence (37).
(34) T knew that he read a book.
(35) *I knew that he reads a book.
(36) The boy I talked to had blue eyes.
(37) The boy I grew up with is the president of America.

Lin & Chen[7] made some notes about the tense agreement in English. They claimed
that in a complex sentence, if the main clause has the tense form of ” present”, “future”, or
“present—perfect”, the tense form for the subordinate clause can be any of the twelve tense
forms mentioned above. When the fense forni of the main clause is “past”, change the tense
forms of the subordinate clause to the past form. Thus, the tense forms of the two.clauses

in a sentence may be any one in Table 5, ignoring the progressive aspect in the main clause.

Table 5
Possible Tense Forms for Sentences Containing Two Clauses

tense form of main clause tense of subordinate clause
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present, preSent—perfect - ,‘present, present-progressive
future, or futureéperfect ; pre'sent—per_fect
' present-perfect-progressive

past, past—progressive,
past-perfect,
past-perfect-progressive
future, future-progressive
future—perfect
future-perfect-progressive

past, past-perfect past, past-progressive,
past-perfect,
past-perfect-progressive
past—future, past—future-perfect

Now, we consider the situations in Chinese. Taking sentence (38) as an example, the
main clause has “past” as its tense form while its subordinate clause has the “past-future”

tense form.
(38) tal zuo2-tian1 dal-ying4 wo3 lai2 zhe4-Ii3. -

(He promised me yesterday that he would come here.)

(He allowed me to cdme yesterday.)

- To find out the possible combinations of the tense forms for the two clauses in a sen-
tence, we divide our domain into six parts, i.e., (a) nondeterministic, (b) E2 > E1, (¢) E2 <
El in serial verb construction sentences and (d) E1 “deS shi2-hou4” (when) E2”, (e) E1l

“yi3-qian2” (before) E2, and E1 “yi3-hou4™ (after) E2[2].
(a). nondeterministic for verbs in serial verb constructions

The possible tense forms of the events in sentences of serial verb constructions will
be the same to those in Table 5. The reason is that the two events in the sentence héve no
predetermined relation. Thus, any possible relation is permitted to exist between them. For
example, the combinations .{present, present-perfect}. {future. present} are all legal as sen-

tences (39)-(40) show.
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(39) wo3 zhi1-dao4 tal yi3-ying1 qu4 ri4-ben3 le5.
(I know that he has gone to Japan.)
(40) ming3-tian1 ta1 jiang1 zhi1-dao4 Zhangisani xi3-huan1 A1-Huail.
(Tomorrow he will know that Zhangsan likes A-Hua.)
(b). E2 > E1

The possible tense forms of the clauses in sentences of such kind are more restricted
since the relation between the two events is specified. We list the possible combinations of
tense forms for them in Table 6 and use the sentence (41) to illustrate it. In sentence (41),
the tense forms for the verbs “dal-ying4” (promise) and “lai2” (come) are past—perfect and

“past-future” respectively.
(41) ta1 zao3 yi3 dal1-ying4 wog3 lai2 zhe4-Ii3.
(He had promised me that he would come here.)
(He had allowed me to come here.)

Table 6
Possible Tense Forms for E1 and E2 in E2 > E1l

tense form of E1 : tense form of E2
present future
present-progressive future
present-perfect ~ future
present-perfect—progressive future

past past-future
past-progressive past-future
past-perfect past—future
past-perfect-progressive past—future
future future
future—progressive future
future—perfect future
future—perfect—progressive future

(c)E2 < E1
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The possible tense forms of the events in sentences of such kind are also restricted
as those of E2 > E1. We list the possible combinations of tense forms for them in Table 7
and illustrate it by the sentence (42). In sentence (42), the tense forms for the predicates

“pil-ping2” (criticize), “lan3-duo4” (lazy) are “past™ and “past—perfect” respectively.
(42) ta1 pi1-ping2 wo3 tai4 lan3-duo4.
( He criticized that | had been too lazy. )

Table 7
Possible Tense Forms for E1 and E2 in E2 < E1l

tense form of E1 tense form of E2
present ' past
present-progressive past
present-perfect past
present——perfect-progressive past

past past-perfect
past—progressive past-perfect
past-perfect past-pertect
past-perfect-progressive past-perfect
future past
future-progressive past
future-perfect past
future—perfect-progressive past

The roles of events E1 and E2 in serial verb construction sentences are different from
those of E1' and E2’ in sentences linked by linking element. In fact, the clause containing
the event E1 is the main clause and the clause containing the event E2 is the subordinate
clause, while the clause containing the event E1 is the main clause and the clause containing
the event E2' is the subordinate clause. As we have mentioned in Sec. 3.2, there are twelve
possible tense forms for the main clause of the sentence and the tense form of the subordinate
clause may be determined by the time relation between E1 and E2. However, any time phrase

in the subordinate clause may change the reference time for E2. Thus, we can hardly use the
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event time of E1 as the reference time of E2. For example, the reference time of verb “lai2”
(come) in sentence (43) is not the event time of “da3-suan4” (propose) but some time in to-

morrow.
(43) ta1 da3-suan4 ming2-tian1 lai2.
( He proposes to come tomorrow.)

On the contrary, in sentences linked by “de5 shi2-hou4™ (when), yi3-hou4” (after),
“yi3—qian2” (before), the possible tense form of the event E2’ can be usually determined by
the relations of E, R, S. This is because in sentences of such cases, the event time of E1’ can

be used as the reference time for the event E2’. In the following paragraph, we denote the

event times of E1’ and E2’ as E; and E, respectively. We also denote the speech time as

S and the reference time for the event E2 as R; . We analyze them as follows:

(d).E1 de5 shi2-hou4 E2

(i) If the tense form of the event E1’ is “past” or “past-progressive”, the event time
of E1 (i.e., E1 or say, Ry) is past. Thus, we have R; < S. From Table 4, we have four pairs
of { E, R, Srelation, aspect} : { E; = Ry < S,none }, { E; = Ry < S, progressive }, { E2
< Ry < §,none }, { E; = Ry < S, progressive } with the correéponding tense forms “past”,

" &L

“past—progressive”, “past-perfect”, and “past-perfect-progressive” for E2’.

(i1) If the tense form of the event E1’ is “future” or “future-progressive”, the event

time of E1’ is future. Thus, we have S < R, . From Table 4, we have four pairs of {E, R, S
relation, aspect markef} :{S < E;= Ry,none },{S < Ey =R, progressive }, { S <
Ey < Rp,none }, {S < E; < Ry, progressive }. From these pairs, we can get the possible

tense forms : “future”, “future-progressive”, “future-perfect” and “future-perfect—progres-

sive” for E2’.
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(iii) If the tense form of the event E1’ is “present™ or “present—progressive”, the event

time is viewed as the same to S (i.e., £1 = S). That is, R, = S. Thus, we have the pairs of
{E, R, Srelation, aspect}: { E; = R, = S,none }, { E; = R, = S, progressive} and E2’ may

&

possess the tense forms: “present”, “present-progressive”.

We summarize the results in Table 8 and givé three sentences (44)-(46) with the tense
forms as examples. One might find that some‘of the tense forms in the English sentences has
been changed. For example,vthe tense form of the verb “1ai2” (come) in sentence (45) is “pres-
ent” while its original tense form is “future”. This phenomena is due to the convention of

English. We will discuss them in the next section.
(44) zuo2-tian1 ta1 lai2 de5 shi2-houd4, wo3 zai4 kand-shui.
( When he came yesterday, | was reading. ) {E1':pést, E2’:past-progressive}
(45) tal lai2 de5 shi2-hou4, wo3 jiang1 kail men2.
( When he comes, | will open the door. ) {E1':future, E2":future}
(46) mei3 ci4 wo3 zai4 kan4 shul de5 shi2-hou4, tal doul zai4 shui4-jiao4.

(Every time when I'm reading, he is sleeping.){E1":present-progressive, E2'":present-

progressive} .
Table 8
Possible Tense Forms for E1' and E2" in E1" deS shi2—hou4, E2°
tense form of E1 tense form of E2
past past, past-progressive.

_past—perfect, past-perfect—progressive

past-progressive past, past—progressive.
_past—perfect, past-perfect—progressive

future _ future, future progressive.
future—perfect, future-perfect—progressive

future-progressive future, future progressive,

future-perfect. future—perfect-progressive
present present, present-progressive

[
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present-progressive present, present-progressive

(e). E1’ yi3—-qian2 (before) E2’

In this case, the relation between E1’ and E2’ is specified. This relation restricts the

possible combinations of the tense forms for E1’ and E2’.

(1 )If the event time of E1" is past (i.e. E; = R, < S), we have the relation E; <

Ry < S. Thus, the tense forms for E2’ may be “past-perfect” or “past—perfect-progressive”,

as the sentence (47) shows.
(47) wo3 qud Tai2-bei3 yi3-qian2 mai3 le5 yi4 ben3 shui.
( | had bought a book before | went to Taipei. )
(ii) If the event time of E1" is future (i.e., S < E| = R, ). we have the relation S < E»

< Rj .Thus, the tense forms for E2’ may be “future—perfect™ or “future—perfect-progres-

sive”. Sentence (48) illustrates such a example.
(48) wo3 qu4 Tai2-bei3 yi3-gian2 jiang1 y.i3 zuod4-wan2 gong1-zuo4 les.
( I will have finished my job before | come to Taipei. )
We also summarize the possible combinations of tense forms in Table 9.

Table 9
Possible Tense Forms for E1 and E2 in E1 yi3-qian2 E2

tense form of E1 tense form of E2

past past—perfect

past past-perfect—progressive
future future-perfect

future future-perfect-progressive

(f) E1 yi3-hou4 E2



In this condition the relation between E1’ and E2’is E; < E,. There are two cases:

(i) If the event time of E1” is past (i.e., E; = Rz < S), we have the relation R < E
< S. However, there is no such case in Table 4. Therefore, we have to make some changes.
Infuitively, the event E2” happened before the speech time, thus we may give the tense form
of E2’ “past” or “past—progressive”. The event E1’ happened before E2’, i.e., it happened
in the past—past with respect to the speech time. It possesses the “past-perfect” as its tense

form. The sentence (49) shows a good example.
(49) ta1 lai2 zhe4-li3 yi3-houd4 mai3 le5 yi4 ben3 shul.
( He bought a book after he had come here. )

(i) If the event time of E1’ is future (i.e.,S < E; = Ry ), we have the relation: S < R;
< E, . Still, there is no such case in Table 4. The obvious solution to this case is to set the

tense forms for E1” and E2’ as {future-perfect, future} or {future-perfect, future—progres-

sive}. See sentence (50) as an example.
(50) ta1 lai2 zhe4-Ili3 yi3-hou4 jiang1 mai3 yi4 ben3 shufl.
( He will buy ‘a book after he comes here. )
The result is summarized in Table 10.

Table 10
Possible Tense Forms for E1 and E2 in E1 yi3—hou4 E2

tense form of E1 _ tense form of E2
past-perfect ~ past

past—perfect | past—progressive
future—perfect future
future-perfect future—progressive



In this section, we have discussed the combinations of tense forms in sentences con-
taining two events. However, there are some conventions in English that may change the
tense forms of English sentences. We will discuss them in the next section.

4. Some Conventional Rules in English for Translation

When translating a Chinese sentence into English, the sentence pattern and the syn-
tactic roles of corresponding words may be changed. In this paper, we assume a verb in Chi-
nese sentence is translated into a verb in English. In most sentences, this assumption is cor-

rect.

Suine tense forms in English need be modified according to other world knowledge.

For example, the sentence

*(5 lé) Einstein has visited Princeton.

is incorrect because Einstein is dead, but sentence (51b) is correct.
(51b) Einstein visited Princeton.

In this paper, we propose a rule-checking method to solve this problem. After we gen-
erate the tense form, we test the tense forms to see whether they satisfy the following rules

to avoid errors. We list some of them below[6,7].

(a). If the tense form we get is “present-perfect” and the person referred by the subject is

dead, then change the tense form to “past™. Sentence(51b) is an example.

(b). If the tense form is “present—perfect™ and the time phrase is given specially, use “past”
tense form instead. Take sentence(52) as an example.
'(52)' tal zou2-tian1 yi3—jing1 qu4 le5 Tai2-bei3 Ie5.
* ( He has gone to Taipei yesterday. )

( He went to Taipei yesterday. )

(c). If two clauses are linked by the conjunction “before™ or “after”, the tense form “past—

past” can be changed to “past” and “past-future-past” to “past-future”. It is because the con-
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junction “after” or “before” is sufficient to indicate the relation between the two clauses it

connects. As an example, see sentence (53).
(53) wo3 zuo4-wan2 gongi-zou4 yi3-hou4, cai2 chil wan3-fand.
( | ate my dinner after | had finished my job. )
( | ate my dinner after | finished my job. ‘) |

(d). In subordinate clause, such as when-clause, if-clause, and so on, replace the “future”

tense form by the “present” tense form. Sentence(54) shows such an example.
(54) dang1 chuni-tian1 lai2 de5 shi2-hou4, yan4-zi5 jiu4 hui4 hui2-lai2.
* ( When the spring will come, the swallows will return. )
( When the spring comes, the swallows will return. )

(e). If the tense form of the main clause is “past” and the statemént in the subordinate clause
isa fact or a truth, the tense form of the subordinate clause is set to “present”. The sentence
(55) illustrates this convention. However, this rule is difficult to implement because the main-
tenance of the world knowledge is hard.

(55) wo3 gao4d-su4 tal cheng2-shi3 wei2 shang4 ce4.
(1 told him that honest was the best policy. )
( | told him that honest is the best policy. )

To further demonstrate the applicability of above rules, we analyze sentence (56) in

detail.
- (56) ta1 da1-ying4 wo3 zai4 wo3 li2-kai1 yi3-qin2, gian3 wo3 chil wan3-fan4.

The time markers for verbs “dal1-ying4” (promise), “li2-kai1” (leave) and “chi1” (eat)
in the sentence are past, past-future and past-future—past, corresponding to the tense forms

N3

“past,” “past—future” and “past-future-perfect” respectively. By rule (c), the tense form of

the verb “chi1 wan3-fan4” (eat dinner) is changed to “past-future” (that is, item 9 of Table
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2) since there is a conjunction “before.” By rule (d), the tense form “past-future” of “li2-kai1”
(leave) is changed to “past.” In summary, the tense forms of verbs “da1-ying4” (promise),
“li2-kai1” (leave) and “chi1” (eat) are changes to “past,” “past.” “past—future” respectively,
Because there are several ways to express the future tense of a verb, we still have to select
the representation of its tense forms. Finally, the sentence generated would be “He promised,

that he would give me a dinner before I left.”

5. CONCLUSION

The paper has presented a preliminary analysis of possible tense forms in both simple
sentences and complex sentences through the ERS model. We have found that different sen-
tential structures may have different tense forms for the predicatesin sentences. Thus, we may
predict the possible tense forms from the structure or the linking elgment possessed by the

sentence.

The problem in this paper is restricted-by the domain anyway. The analysis and imple-
mentation of the tense forms for simple sentences have been done. However, we still have

a long way to go for more complex sentences, discourse, and so on.
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Abstract

This paper concerns the representation of temporal knowledge in Mandarin Chinese. We
investigate a variety of temporél information and adopt a logic-based approach to analyze and
specify interpretation procedures for each of the constituents. Then we represent temporal
knowledge in a formal way. Finally a temporal semantics algorithm is proposed to construct the
temporal meaning of sentences.

1. Introduction

The concept of time is crucially important because of its highly frequent use in utterances.
However, the temporal information in natural languages is fairly complex. It may refer to some
date in the calendar such as Nov. 18, 1989, or some deictic time adverbial such as yesterday on
which the event occurred. Temporal reference can be an exact point of time such as 2 o'clock,
vague period of time such as this year. The above information may refer to the beginning point,
the end point, or the duration of event. And the temporal relationships between events can be
explicitly or implicitly specified. In summary, most of temporal knowledge is introduced without
reference to an explicit date. That is, relevant temporal information is distributed within and across
distinct constituents and may be implicit and imprecise. |

A fundamental issue in natural language processing is the determination of the semantic
structure or the meaning of a sentence from its syntactic structure. We observed that natural
language sentences contain several kinds of elements expressing their meaning. Among these are
propositions, tense, aspect, and time adverbials at least. Propositions should be viewed as
corresponding to the core verb phrases rather than simply to the verbs. Tense has some specific
markers (e.g. -s, -ed in English) of past versus present to indicate relative position in time with
respect to the moment of speaking. Aspect, which concerns the different viewpoints that can be
utilized for describing a situation, has to do with such distinctions as perfective vs. imperfective,
extension in time vs. instantaneity [S, 15]. And time adverbials are used to specify temporal
relations between events, or give the time span occupied by the event [24]. For example,

John has‘ﬁnished his homework today.
The tenseless proposition John finish his homework can be interpreted as some kind of logical
formulae. Since many formalisms have been proposed to represent the logical formulae
successfully {4, 6, 16], we will not consider them here. However, the other constituents of tense,
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aspect and the time adverbial (has, -ed, today) which are all time-related notions should also be

represented in a formal way. In recent years, studies on natural language analysis have mainly
concerned with propositions, but algorithms for analyzing tense, aspect and time adverbials which
are indispensable for natural language understanding and machine translation have not been
sufficiently developed [11, 21, 22]. This paper concerns the temporal representation in natural
languages especially in Mandarin Chinese. We will adopt a logic-based approach to analyze
temporal knowledge, specify interpretation procedures for each of the temporal constituents and
represent temporal knowledge in a formal way. _ »

In English, many linguists and philosophers have investigated the temporal phenomena
about verb tense, aspect, and temporal adverbials [8, 9, 19, 20]. However, till now only a few
formalisms [7, 10, 18] have been proposed to represent such constituents, and how to use them is
still not obvious. Kowalski and Sergot's calculus of events [12], and Lee et al.'s iogic of time and
events [13] concern only the explicit date associated with the event. Those are not general in
natural language processing. Though the problem of time is repeatedly discussed in artificial
intelligence, much of the work focuses on such domains, e.g. planning [1], database updates [12,
13], medical texts [17], etc. Those discussions are not suitable for feasoning in natural language
sentences, €ither. _ '

In terms of temporal concept, Mandarin Chinese is different from English at least in the
following two respects. First, Chinese is one of the languages that have no specific tense markers.
Many Chinese sentences without overt temporal reference and other context information can be
translated into English with more than one kind of tense. For example,

R=TEBEFE

can be translated into past progressive tense ChangSan was reading this book or present
progressive tense ChangSan is reading this book. Second, Chinese punctual verbs (e.g. B ¥,
'ZE' ) can also co-occur with durational advcrbial.s. For example,

RZEXMET o
In English, punctual verbs cannot co-occur with FOR-adverbials. Thus, it is ungrammatical to say
that ‘

* ChangSan has graduated for two years.

Instead it should be translated into

ChangSan graduated two years ago.

This paper will analyze and extract all the time-related information in Chinese sentences,

and put them into an appropriate semantic form. This form can show when the events occur, how
long they carry on, and what their chronological orders are. Though the language investigated here
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is restricted to Mandarin Chinese, the concepts are quite general, and may be applied to other
natural languages. Since we use the term situation as the combination of proposition, tense, and
aspect, we first describe the classification of situations and their representation in Section 2.
Section 3 gives an analysis of time adverbials and their interpretations, and Section 4 gets temporal
semantics of the whole sentence based on this scheme. Section 5 is the concluding remarks.

2. Situations
2.1 Classification of Situations

In a sentence, the meaning of situation is composed of proposition, tense, and aspect.
Since Mandarin Chinese is one of the languages that have no tense and use aspect and other
constituents to denote their temporal meaning, we need not consider tense in situations.
Traditionally, situations have been classified into four categories, i.e. accomplishments,
achievements, activities, and states [23]. Achievements (e.g. dying, graduating, arriving at
the station, finding an umbrella) are non-extended dynamic situations that occur momentarily in
time. Accomplishments (e.g. walking to the store, singing a song) and activities (e.g. playing the
piano, looking for an umbrella), both are extended dynamic situations that last or endure through
time. In some literatures, accomplishments and activities both are referred as processes.
Accomplishments are distinguished from activities in that the former are completed in time, have
their natural terminal points, rather than merely going on and coming to an end in time. States
(e.g. knowing the answer, liking somebody) are like processes in that they too last or endure
through time, but they differ from processes in that they are homogeneous throughout the period of
their existence. Because aspect serves to distinguish such things as whether the beginning,
middle, or end of an event is being referred, and whether the event is completed or possibly left
incomplete, it seems reasonable for us to further expand traditional classification of situations. The
subcategories of situations are shown in Table 1.
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Situation Types Examples

achievement simple REFET o
progressive REMET
simple REARE

activity progressive R=TERE
inchoative REFHBEESE.
terminative R=E=B5xH.
simple BR=ZBET BT

accomplishment | progressive BEGZE—-HEBEFo
inchoative ﬁzﬁﬁﬁég—ﬁ%?o
terminative BB —#EBFo
simple R=EBFWN.

state ) .

inchoative RE=HEBEEHEFW,

Table 1. Situation classification and examples.

It is noted that the identification of situation types is not a trivial problem. Here, though we do not
discuss how we identify situation types in scnteri'ces, we can see that many constituents (such as
verbal aspect, locative prepositional phrase, objects, etc.) have something to do with it. For
example, ‘

DIR=FF. (simple acﬁvity)

QE=FBEAXE -, (simple accomplishment)
In sentence (1), the activity-denoting verb &' with the gerieric object ‘&' denotes a simple
activity situation, but the same verb &' in sentence (2) with the referential object & 74 &'

denotes a simple accomplishment situation. This is because the event & & 4~ #' can reach a
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natural terminal point of & 5% & 4 &' and the event B &' just goes on and comes to an end.
Let's take another example, |

)ik =3k —Hi#& . (simple accomplishment)

(4)iR =1k F|—#8% . (simple achievement)
The situation described in sentence (4) is a simple achievement, but this is not the case with
sentence (3), which indicates a simple accomplishment situation. The reason is that the verb ‘£
Z' is a kind of resultant verb compound (RVC, [14]) that has the meaning of success in 3% '.

Besides, the event ‘4% %[ — #2842 ' can occur momentarily in time and the event 3% — #£ 4% ' may
endure a lot of time.

2.2 Representation of Situations

In our syste'm, each subcategory of situation is represented by a unique two-place situation
predicate
pred_of_situation(P,T)
with two arguments: one for proposition P and the other for time T. This predicate not only
indicates the situation type, but also associates the proposition with the time on which it occurs. All

the situation predicates are listed in Table 2. For example, if the proposition 5& = FEE'is
denoted by P, then the following predicates

simp_acty(P,T1)

prog_acty(P,T2)

inch_acty(P,T3)

term_acty(P,T4)
denote situations of simple activity, progressive activity, inchoative activity and terminative activity
respectively.
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Situation Types Predicates
simple i
achievement simp_ahvt
progressive prog_ahvt
simple simp_acty
activity progressive prog_acty
inchoative inch_acty
terminative term_acty
simple simp_apsh
.accbmplishment progressive prog_apsh
inchoative inch_apsh
terminative term_apsh
state simple simp_state
inchoative inch_state

Table 2. Situation types and their corresponding situation predicates.

2.3 Aspectual Properties of Situations

It is obvious that there exists some relationship among those situations with the same

propositions. Here, we use a kind of PROLOG form to reflect it. For example, o
prog_acty(P,T1) :- simp_acty(P,T2), d(T1,T2). 7

That means if a simple activity situation of proposition P occurs at time T2, and T1 is during T2,

then a progressive activity situation with the same proposition occurs at T1. Note that we adopt

Allén's thirteen kinds of pﬁnﬁﬁve relations among intervals of time [2]. They are <, >, eq, m, mi,

o, oi, d, di, s, si, f, and fi. This rule can reflect the so called sub-interval property [3]. It
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refers to the fact that any segment of interval of certain kinds of events (i.e. activities and states) is
an event of the same type (at least down to a certain grain size). Thus, we have the rules
simp_acty(P,T1) :- simp_acty(P,T2), in(T1,T2).
simp_state(P,T1) :- simp_state(P,T2), in(T1,T2).
According to Allen's notation, in(T1,T2) means the relation of T1 and T2 may be eq, s, d, or f.
As a consequence of the sub-interval property is that, for activities, if John V-ed then at
some time John was V-ing, and if John was V-ing then at some time John V-ed. For example,

R =%HF o, (ChangSan read books.)
implies that at some time .
| ER=7FEFE . (ChangSan was reading books.)
and vice versa. That is,
inch_acty(P,T1) :- simp_acty(P,T2), s(T1,T2).
prog_acty(P,T1) :- simp_acty(P,T2), d(T1,T2).
term_acty(P,T1) :- simp_acty(P,T2), f(T1,T2).
simp_acty(P,T1) :- inch_acty(P,T2), si(T1,T2).
simp_acty(P,T1) :- prog_acty(P,T2), di(T1,T2).
simp_acty(P,T1) :- term_acty(P,T2), fi(T1,T2).
In other words, the predicate simp_acty can imply the predicates of inch_acty, prog_acty and
term_acty as well as the relation of time among them, and vice versa. States also have the
sub-interval property, that is,
inch_state(P,T1) :- simp_state(P,T2), s(T1,T2).
simp_state(P,T1) :- inch_state(P,T2), si(T1,T2).

On the other hand, accomplishments and achievements have no the sub-interval property
but have the problem of imperfective paradox [8]. The problem of imperfective paradox
- refers to the fact that the truth of the progressive form proposition does not imply the truth of the
corresponding simple form proposition, while the truth of the simple form proposition does imply
the truth of the corresponding progressive form proposition. In other words, if John V-ed then at
some time John was V-ing, and if John was V-ing then it does not imply that at some time John
V-ed. For example, »

E=FEE B Fo (ChangSan was building a house.)
merely says that ChangSan was engaged in some process, and says nothing about whether he
completed it or not. But

HB=ZT—1H#EFo (ChangSan built a house.)

means that ChangSan built a house and at some time ChangSan was building a house. In our
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system, we can reflect it by the following rules:
inch_apsh(P,T1) :- simp_apsh(P,T2), s(T1,T2).
prog_apsh(P,T1) :- simp_apsh(P,T2), d(T1,T2).
' term_apsh(P,T1) :- simp_apsh(P,T2), f(T1,T2).
The predicate simp_apsh can imply the predicates of inch_apsh, prog_apsh and term_apsh as well
as the relation of time among them, but the predicate prog_apsh cannot imply the predicate
simp_apsh.

As for achievements, the predicate prog_ahvt cannot imply the predicate simp_ahvt, either.
Because achievements are relatively point-like in nature and consequently do not tend to occur in
the progressive. For some situations of progressive achievement, they refer to only a portion of
the complete process. For example, -

BR=tRIET o (ChangSan was dying.)
does not imply that

5% =% T o (ChangSan died.)
because we can say that

R=ARRIET , HFEMTEAALMMLEEEE.

(ChangSan was dying but the new medicine cured him so he didn't die.)

3. Time Adverbials

It is common in sentences with time adverbials. The functions of time adverbials are to
specify temporal relations between events, to place events in calendrical intervals, and to give the
durations of events. In our system, the classification of time adverbials is shown in Figure 1.
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Time Adverbials

When-Adverbials Aspectual Adverbials
Deictic Locational Durational Boun

Adverbials Adverbials Adverbials Adverblals

Figure 1. The classification of time adverbials.

Time adverb1a1s are divided into two categories: one for when-adverblals, and the other for -
aspectual adverblals When-adverbials that are used as answers to "when" questions are
subclassified into deictic adverbials and locational adverbials. Deictic adverbials are adverbials that
have explicit relations with the moment of speech, for example, ¥E X', ‘£, TEM', EHE |
', WR#' etc. Locational adverbials are adverbials that identify the location of time without
any reference to the speech time, such as dates (like '— 71, /\ FL4¢ +—H-+/\B"), days (like
'E #§=") and times (like ' %5 & ). Aspectual adverbials that are used as answers to "how
long" quéstions are subclassified into durational adverbials and boundary adverbials. Durational
adverbials spcc1fy the penods of time (hke WEAH', =K. And boundary adverbials (like 'H

et e ', B, P¢---F ") give the beginning points and/or the end points of the
intervals. :

" When-adverbials can be represented as predicates and have separate interpretationi
procedures to interpret their meanings. For example, WE K'is repfesent_ed by the predicate
yesterday(D), and its interpretation is "one day ago". Thus, we have the rule

yesterday(D) :- n_days_ago(1,D).
where the predicate n_days_ ago(N D) means that the day D is N days ago and it is further
interpreted as

n_days_ago(N,D) :- today(DT), distance_day(D,DT,N).
The predicate today(DT) means that DT is the day of today, and the predicate
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distance_day(D,DT,N) means the distance between today DT and the day D is N. Of course, there
are several more primitive predicates to interpret these predicates in our system.

Durational adverbials are represented as length(I,Qty,Unit). For example, =K' is
renresented by |

length(1,3,day) »

that means the period of time I is three days long.

As for boundary adverbials, they are represented by predicates szart and end. For example,
'HE Z R ETE|BI K’ is represented by

~ start(I,Ds), end(I,De), n_days_ago(3,Ds), tomorrow(De)

It means that there exists an interval I starting with Ds and ending with De, Ds is the day.of three
days before today, and De is tomorrow.

4, Representation of Sentences

In preceding sections, we has proposed a formal representation of situations and time
adverbials. Now, it is the time to give the meaning of the whole sentences. For simplicity, we
restrict ourself to discuss the representation of simple sentences.

- 4.1 Sentences without Time adverbials

For Mandarin Chinese is a language of no tense, it does not obligatorily relate the time of
the situation being described to the time of utterance by any systematic variation in the structure of
the sentence. It is also very common in Chinese sentences without time adverbials. Perhaps, we
can make some defaults in semantics of aspect for Mandarin Chinese. For those nonstative verbs

without aspect marker or with the aspect marker "7 ' (-le) or ¥ ' (-guo), we assume that they
have perfective meaning. And for those nonstative verbs with the aspect marker '{F ' (Zai) before

the verb or the aspect marker 3 ' (-zhe) after the verb, we assume that they have imperfective
meaning. Stative verbs take no marker, and have only imperfective meaning.
In fact, in the absence of any contextual indication of time reference (e.g. when-adverbial),

the imperfective forms (i.e. 7F ' (Zai) and % ' (-zhe) forms of nonstative verbs or simple stative
verbs) are interpreted as referring to the present. For instance,

HB=Z{EBIEAEE, (ChangSan is reading this book.)
R=EBER . (ChangSan likes Mary.)
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While the perfective forms (i.e. T ' (-le) or 38 ' (-guo) forms of nonstative verbs) are interpreted
as referring to the past. For instance, ' . |

=% TEAE. (ChangSanread this book.)
Only in the presence of an overt indication of time would the imperfective forms be interpreted as
referring to the past. For example,

RERB=7EEEA®. (ChangSan was reading this book yesterday.)
Thus, there is a close relationship between imperfective aspect and present time, and between
perfective aspect and past time in Mandarin Chinese. For the sentence without when-adverbial,
we, therefore, use predicate present(R) as its predicate of when-adverbial for impc'ffective aspect,
and use the predicate irast(R ) for perfective aspect. |

4.2 Sentences with Time Adverbials

For situations being represented as pred_of_situatioﬁ(P,T), and when-adverbials as
pred_of_when(R), we need another prediéatc rel(T,R) to relate the event time T and the time of
when-adverbial R. The predicat; rel(T,R) can be d(T,R) or eq(T,R), depending upon the
granularity of the system. The minimum ‘scale of time is readjustable to any scale by a
straightforward extension. In our system, we choose the granularity of time as "day". Then for
those when-adverbials referring to "large" intervals of time (such as "F {8 Bl ) or "very large"
int‘ervals of time (s;_ich as ‘2 4£ ') during which t_hé events of sentences can occur, we use the
: prédicate d(T,R) to indicate the event time is during the time of when-adverbial. And for those ‘
. when-adverbials (such as WE K') referring to "small" interval of time, we use the predicate

eq( T,R) to indicate the event time is equal to the time of v_vhén—adverbial. Of course, for predicates
of present(R) and past(R) that represent "not small" intervals, we should use d(T,R) not eq(T,R).
For those sentences with aspectual adverbials, we have predicates of start(I,Ds),
end(l,.De), or length(I,Qty,Unit). We likewise should use ano%her predicate to relate the event time
T and the interval I denoted by the aspectual adverbial. For non-achievement situations, we use the
predicate has_.duration(T ,I) to indicate that the event lasts for a period of time. Because
' aéhiéy_ement situations denoted by punctual verbs can occur momentarily in time, we use the
p_rédiéate has_distance(T,now,I) to indicate the interval I being the distance between the event time
T and now. ‘
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4.3

The Temporal Semantics Algorithm

For we have discussed each constituent of temporal knowledge and have given their

meanings, respectively, the algorithm to get temporal semantics of the whole sentence can be
summarized as follows:

The T LS tics Algoritl
Step 1 : Determine the correct situation type of the input sentence to get the appropriate predicate
pred_of_situation(P,T).
Step 2 : Check for any occurrence of when-adverbials. If yes, we can get
pred_of_when(R), d(T,R),
or
pred_of_when(R), eq(T,R),
else we will get
past(R), d(T,R)
or
present(R), d(T,R).
Step 3 : If there exists some durational adverbial in non-achievement situations, then we can get -
length(I,Qty,Unit), has_duration(T,I)
else we will get
. _1¢ngth(I,Qty,Uhit), has_distance(T,now,I)
Step 4 : If some boundary adverbial is occurred, then we can get

start(I,Ds), end(I,De), has_duration(T,I).

Let's take some examples to illustrate this mechanism.

Example 1: R-TEBELE.

In Step 1, by % & Z &', it can be determined as an accomplishment. And by the

progressive aspect marker 7E', this sentence is further subclassified as a progressive

accomplishment, and represented as prog_apsh(P,T). Assume that P is the proposition 5 = &

BEXE

. In Step 2, because of the imperfective form and absence of any time adverbial, we can
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get present(R ), d(T,R). Therefore, the temporal meaning of the sentence is
prog_apsh(P,T), present(R), d(T, R)

Example 2: MEARZHERELE
This sentence resembles the sentence of Exampleql in that it has the same prbposition TR
=% & A E', but differs from Example 1 in that it has the when-adverbial ¥ % . BER'is
represented as yesterday(R). In addition, since the granularity of time in our system is "day", we
sii_ould use the predicate eq(T,R) to relate the event time and the time adverbial. So, the temporal

meaning of the sentence is
prog_apsh(P,T), yesterday(R), eq(T,R).

- Example 3: R=BELXEBETRHE.

The same proposition 5& =% 24 & ' is denoted by P. The durational adverbial ‘Fﬁ -y
appears in this sentence, and is represented by length(l,2,year). Since it is a non-achievement
~ situation, we should choose the predicate has_duration(T,I) to indicate that the event lasts for a
period of time. Then we get the temporal meaning of this sentence as '

simp_apsh(P,T), length(l,2,year), has_dliration(T,I).

~ Example 4: REEEWMET ,

The durational adverbial Y 4¢' appearing in this sentence is the same as Example 3 and it
is also represented by. length([ ,2,year). Because the verb & 3 ' denotes an achievement situation,
by Step 3, we choose the predicate has_distance(T,now,I) to indicate the distance between the
event time and the present moment. Therefore, we get temporal representation as

simp_ahvt(Q,T), length(l,2,year), has_distance(T,now,I).

Example 5: BT ERT
This sentence has the same meaning as Example 4, but differs from example 4 in that it
uses when-adverbial 'FJ 4E B ' (that is represented by the pre&icate n_cal_elts_ago(R,2,year)).
Because our basic units of time are days, we should use d(T.R) to relate the event and the tlme
adverblal Thus, the temporal meaning of the sentence is
simp_ahvt(Q,T), n_cal_elts_ago(R,2,year), d(T,R).
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5. Conclusion

This paper touches on the semantics of temporal information in Mandarin Chinese. We

has proposed a formal representation for simple sentences that is composed of situations and time
adverbials and also describe the interaction of each temporal constituent on sentence level. The
representation of situations can easily reflect their aspectual properties such as the sub-interval
property and imperfective paradox. And we have interpretations for a variety of time adverbials.
So far, our apprbach has been limited to process one sentence at a time and independent of all other
sentences. At last, the semantic form constructed by a temporal semantics algorithm can ell us
when something happened, how long it lasts, and how events are related to one another in time.
How to accurately capture temporal meaning of the sentences is central aim of this study. That is
very important for further temporal reasoning. '
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ABSTRACT

In a Natural Language Processing System which takes English as the source input lan-
guage, the syntacﬁc roles of the prepositional phrases in a sentence are difficult to idéntify. A
large number of ambiguities may rcsuit from these phrases. Traditional fulé—based approabhcsv
to this problem _rely‘heavily on general linguistic knowlcdgé, complicated knowledge bases
and sophisticated control r__ncchanism. ‘When 'unceriainty about the attachment patterns is en-
countered, some heuristics and ad hoc procedures are adopted to assign attachment preference
for disambiguation. Hence, although the literatures about this topic are abundant, there is no
guarantee of the objectiveness and optimality of these approaches.

In this paper, a pfobabilistic semantic model is proposed to resolve the PP attachment
problem without using complicated knowledge bases and control mechianism. This approach
elegantly integrates the linguistic model for semantics interpretation and the objéb'tive char-
acteristics of the probabilistic Semantic Score model. Hence, it will assigri a much more
objective preference measure to each ambigudus attachment pattern. It is found tIiag approx-
imately 90% of the PP attachment problem in computer manuals :c.an be solved with thls
approach without resorting to any heuristics-based rules and complicated control mechanism.
The mapping between the abstract Score Function paradigm and the real PP attait:lnnént’ prob-
lem will be addressed in this ‘paper. Fufurc expansion 6f the semantic score function for
resol'ving’ general ambiguity problems is also suggested.
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1. PP Attachment Problem

Ina natufal language processing system, thérc are many sources which may cause a given
sentcnce]tol be mliltiple analyzed. One of the problems is the uncertainty on the placement
of the modifiers. Such problem is known as the attachment problem. The most well-known
attachment problem in English is the PP attachment problem (hereafter, PPAP), where a given
prepositional phrase (PP) may modify either the main verb or the preceding noun phrasc of
the sentence. (Modi(ication to other consﬁments, for example, the whole sentence, is also
possible.) This uncertain characteristics on the placement of the prep(;sitional phrase may
lead to a large number of ambiguities.

'I'herimportancg of resolving the PP attz,}chment' problem is twofold. First, the *sentences
with prepositional phrases are common in Eng’lfsh. ‘Secondly, the number of. ambiguities
resulted from PPs increéses with the number of PPs. It is estimated that the number of
ambiguities approximately follows a combinatoric série_s called the Catalan numbers (1, 1, 2,
5, 14, 42, 132, 469, 1430, 4862... and so on) {CHUR 82]. Therefore the importance of PP
attachment disambiguation can not be overlooked. | |

In the past few years, there is an abundance of literature concerning the resolution of the
PP attachment problem. .For ,examplé, Frazier and Fodor [FRAZ 78] uses, the well-known
heuristic principles Right‘Association (RA) and Minimal Attachment (MA) to cope with the
attachment problem in thgir Sausage Machine (SM). - Marcus [MARC 80] uses a case-frame
interpreter to decide the proper attachment pattern in his PARSIFAL parser, which relies
heavily on selectional restriction. Ford, Bresnan and Kaplan [FORD 82] proposed their
Theory of Closure to tackle this problem. Other solutions to the PPAP is numerous. Most of
them are not explicitly aimed at the PPAP but éim_ed at more general semantic analyses. For
example, Wilks applied Preference Semantics [WILK 75a, 75b, 83] in his intelligent analyzer
and understander of English. More detailed information and comments on these approaches
can be found in [HIRS 87].

2. Problems with Conventional Approaches

* The rule-based approaches in the previous section do resolve certain attachment problem
-in some specific domain. However, these approaches share some common characteristics
which make them difficult to adopt in a large practical system such as a commercialized

machine translation system. The following problems are frequently encountered w1th such
mechanisms :
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[a] The rule-based systems are inappropriate for handling uncertain knowledge; When -

dealing with a large system with wide coverage, this problem becomes even worse.

[b] The heuristic measures used to assign preference to various ambiguities by rule-
based systems are usually ad hoc or heuristics-based. There is no objective measure .
for evaluating the effectiveness of such rule systems, nor is there any formal way
to predict whether the evolution of the rule sysfem is toward the direction of the
optimal selution. | |

[c] A large number of rules or templates are required Which impose a heavy load on
the linguists. Any variation in the rules may have unpredictable effect on the whole
system.- Hence, the large rule system also makes the maintenance of the system
a hard task. In addition, complicated control mechanisms are usually required. to

handle such a rule system.

[d] In sum, these approaches are non-systemanc in that there is no s1mple systematlc
approach for extracting the required lmgulstlc knowledge, venfymg the validity of
these rules, maintaining the consistency of the rule system and manging the rules or
templates in an effective way.

In the following sections, we will propose a probabilistic semantic model to resolve the
PP attachment problem. Due to the inherent properties of objectiveness, trainability and
consistency of a probablhstlc model such model will be more appropriate than rule-based

~ systems when the above problems are taken into account.

The probabilistic semantic riodel is based on the Score Function paradigm suggested in

[SU 88, 89, 90b, 90c], which combines both semantics and statistics to deal with general

~disambiguation problems. By taking ser'nanti_cs'into account, we can avoid blind preference
assignment as suggested in some heuristic approacbes like RA and ‘MA principles. By

introducing statistics, the probability will provide a mere objective preference measure than

heuristically assigned scores in some other systems. Moreover, because a semantic score 1s

given to each analysis, requu‘ement for imposing ngld priority order on conﬂlctmg rules are

eliminated in uncertain situations. Furthermore, the rules or templates will be revealed in the

form of probability distribution if they do have some 1ingbistic feality._ Hence'the linguists

can be relieved of writing exact rules such as those used in selectional restriction or templates

for lexical preference.
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3. The Score Function and Semantic Score Approach

Due to the p;bblems mentioned above on conventional disambiguation methods, we seek
to find a systematic way to overcome these problems during‘the development of our English-‘ ‘
Chinese Machine Translation System, ArchTran [SU 85, 87]. Since the ArchTran is meant to
be an operational MTS rather than just a laboratbry system, a systematic approach to semantic
interpretation is very important. To achieve this goal, we have proposed a probability based
- Score Function as the overall evaluation function for preference measurement of a sentence
'[SU 88, 89, 90b, 90c]. |

~ To state formally, for a given parse tree (or more generally, a subtree) T which is
annotated with semantic feature values on 1ts nodes, the score associated with this particular
interpretation of the sentence is given by the following Score Function :

Score(T) = P»(SEM, SYN, LEX|WRD) (1)
= P(SEM|SYN,LEX,WRD) x P(SYN|LEX,WRD) x P(LEXIWRD)
where SEM, 'SYN and LEX are the specific set of semantic annotation, syntactic structure
‘and lexical features attached to the nodes of the parse tree, and WRD is the set of tcrmmal

words of the sentence. For example, in the analysis :

[;aw]v{ +atat) [the gz'rl],,,,{ +am-'m} [withHmc,;,,,} [q teleécOPG]np{+tool}]pp]

the verb phrase is given a spec1ﬁc set of semantic annotation SEM = { saw/+stat(ive), [the
gifl]/+anim(ate), .. }; the syntactic structure SYN is identified by the subtree of the parse,
namely VP[v NP[det n] PP[p NP[art n]]]; and the lexical feature is repm'séntcd by the lexical
categorieé (and other lexical information) of the lexical items as LEX = { v(erb), det(erminer),
n(oun), p(reposmon), art(icle), n(oun) }. The score for this subtree is then defined as the
condmonal probability of SEM, SYN, LEX, given the input words WRD = { saw, the, girl,
with, a, telescope}. In this sense, we can measure the degree of preference of a semantically
annotated parse tree with the conditional probability of any specific.set of SEM, SYN and
LEX, given the known WRD.

As shown in equation (1), ..the score function can be further divided into three product
terms, which are called semantic score, syntactic score and lexical score, respectively.
Intuitively, the semantic score P( SEM | SYN, LEX, WRD) corresponds to the control
mechanism of the sémanti‘c analyéis phase in traditional stratified analyses. By dividing
the score Mqﬁon into these components, it is much easier to apply them to differex_it phases
of the analyses or to incorporate them into the system incrementally.
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The score function can be shown to be optimal as a decision rule in Bayesian sense; and '
the function (or its component functions) has been adopted for several applications [SU 88,
89, 90a, 90b]. For example a sunulatlon has been conducted to select the prefened parse '
among a set of amblguous constructions [SU 88] based solely on the syntactic score. The
syntactic score paradigm successfully models the parsing process in which arbitfary degree
of context sensitivity can be handled. The result is quite promising. It shows that the correct
syntactic structures of more than 85% of the test sentences are successfully ranked at the first
place when a total of three local left and 1_'ight context. symbols are consulted. ‘In addition,
over 93% of the correct syntax trees are ranked at _the first or second place based on the
syntactic score and two context symbols. )

With this promising result, we were encouraged to develop the semantic score model
for ambiguity resolution. In particular, in this paper, we show how the semantic score (more
exactly, the partial semantic score for a verb phrase in a sentence) can be used to solve the PP
attachment problem. To state briefly, the semantic score approach to PP attachment problem
adopts a simplified version of the semantic score as the preference measure for possible
attachment patterns. The attachment pattern with the highest semantic score is regarded as
the most probable attachment. In the next section, we will give a more detailed introduction
to the mapping between the PP attachment orobleni and the semantic score function.

4, Semantic Score for PP Attachment

To simplify the discussion of the semantic score approach we shall only consider a special
case of the PPAP which i is characterized by the four major components, [V N; P Na], of a
verb phrase . A typical verb phrase of this type is : "saw the girl with a telescope.” The
symbols V, Ni, P and N refer to the main verb, the head noun of the object, the preposition,
and the head noun in the PP, respectively. These four components are selected to characterize
the attachment problem because the. resolution of the attach’m‘ent problem depends h'eavily on
their semantic features. Some exatnples will be shown later. If V-PP is used to mean that PP
is attached to the main verb a“nd‘ N;-PPto mean that PP is attached to the preceding noun, then
the (partial) semantic score associated with these attachnien't.,,patterns can be formulated as :

SCSEM (X|V7 Nl:PaNZ)' . .(2)
= P(X|V, Ny, P, \y)
Z [P (le ni,p, nz,V Nl,P Ng) X P(v nl,p, n2|V Nl,P Nz)]

v,n1,p,n2
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where X can either be V-PP or N;-PP, and the summation is taken over all semantic
features v, nj, p, ny of V, Nj, P, Nj, respectively. In other words, we try to assign
the attachment preference by evaluating the probability of a particular attachment pattern
conditioned on the [V, N, P, N3] 4—tﬁple. If SCspym (V — PP|V, N1, P, N,) is greater than
SC’SEM (Ny — PP|V, Ny, P, N;), then the PP will be attached to the main verb, otherwise
the attachment to N; is preferred.

An alternative formulation is to compute the joint conditional probability of the attachment
pattern and the possible combiﬁation of the semantic features [v n; p ny] based on the input

strings. The score can then be formulated as :

SCSEA-[ (‘Y>v)nl’p’ nZ'V, Ny, P, NZ) (2,)
= P(X,b,?l],p, n2|V,N1,P, Nz) .
= P(X|v,ny,p,n2, V, N1, P,N3) X P(v,ny,p,n2|V, N1, P, Ny)

which is exactly the individual terms in Eqn. (2). _
If SCyrax (V - PP) = MAX (50000 (V- PPv,ny,p,malV, Ny, PN, )] is greater
than SCprax (N] — PP) = [SCSEM (N] — PP,v,ny,p, 712|V, Ny, P, Ng)], then the

attachment pattern V-PP is preferred over N;—PP, otherwise N;—PP is the preferred attachment

v,ny,p,n2

pattern. In other words, the preferred attachment pattern is determined by the most probable
attachment pattern and the sequence of semantic classes given the [V N; P Nj] 4-tuple.
Furthermore, the semantic feature [v n; p nz] which corresponds to the maximal score is
assigned to the input [V N; P Nj3]. Hence, with this formulation, the lexical ambiguity
on multiple word senses, can also be resolved at the same time when the most preferred

attachment pattern is decided.

It is obvious that the second alternative requires less computation than the first one.
However, due to the constraints on the amount of tagged corpus and the consideration of

producing significant statistics, we use the first formulation as the basis in our simulation.

We can simplify Equation (2) further if we make the following assumptions [LIU 89] :

1. Once the semantic feature of a word is known, the word itself does not affect the score
significantly. For example, if the semantic feature {v} of the verb is known, then the
input {V} can be ignored from the conditional probability. If this is the case, we can
assume that P (X |v,ny.p,n2, V. Ny, P, N-_>):tﬁ P (X|v,ny,p,n2) by ignoring {V, Ny,
P, N2}. In other words, the attachment pattern is more closely related to the semantic

features of the words.



2. The semantic feature of a given word is not strongly influenced by other words or the

semantic features of these words so that we can assume that

P(v,n1,p,n2|V, N1, P,Ny)
= P (v|n1,p,n2,V, Ny, P, N3) x P (ny|p,n2,V, Ny, P, Ny)
x P (p|nz,V, N1, P,N3) x P(n;|V, N1, P, N)
z'P(;W) x P (n1]N1) x P (p|P) x P (nz| Np)
In other words, we assume that the dependency between the semantic feature of a

given word and its context symbols is nearly context-free.

Under these assumptions, equation (2) can be simplified as :
SCseum (X|V, Ny, P, Np) - (3)
~ Y. P(X|v,n1,p,n2) x P(v|[V) x P(n1|N1) X P (p|P) x P (nz|Nz)

v,n1,p,n2

(See [LIU 89] for more details on the derivation of the simplified formula.)

Although it is not known whether the second assumption is true, we make the assumption
so as to simplify the problem. The tests show that this assumption still leads to satisfactory
results. To take contextual information into account, we can simply retain the items that are
significant to the resolution of the PPAP, and extend the above formulation to an arbitrary

degree of context sensitivity. In this paper, we will not discuss such topics.

Eqn. (3) is used in our tests to show the effects of the semantic score approach to PPAP
when all four components in {V, N;, P, N} are considei‘cd. We ‘shall refer to such test
scheme as [VNPN] in the following sections. To reduce the computational complexity and to
. show the individual effect of each cdmponent in {V, Ny, P, N2}, we also conduct a series of
tests with some of the terms in equation (3) igndred. The testing schemes and their simplified

score functions are listed as follows :

[VxPN] (Ignore the contribution of the object)
SCsem (X|V, N1, P, Ny) |
~ Y [P(Xv,p,n2) x P(v|[V) x P(p|P) x P (na|N2)] ...(4)

v,p,n2

[VxPx] (Ignore the contribution of the nouns)
SCSEM (lea Nla Pa N2)

~ 3 IP (Xlv,p) x P (v]V) x P(p|P)] ..(5)
v,p ’
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[xxPx] (Consider the contribution of P only)
SCspum (X[|V, N1, P, N)
~ ) [P(X|p) x P (p|P)] .-(6)
P :

(An "x" in the test scheme means to ignore the contribution of the corresponding component
in [VNPNJ; that is, "Don’t Care".) | -
The [xxPx] scheme will cover the simplest cases in which the preposition étrongly implies
the attachment preference. For example, the preposition of usually leads to the N'1-PP‘
~attachment preference such as in : '
» "change the format of the disk" (Nj-PP).

4

The [VxPx] scheme further includes the cases in which the subcategorization feature
of the main verb or its feature co-occurrence characteristics with the prepo;s'itional phrase
provides extra information"'for assigning attachment. preference. This scheme will assign

different preferences to the sentences such as :

e "sent the ticket to Taipei" (V-PP), and

» "lost the ticket to Taipei™ (N;-PP).

When the head noun (N3) of the noun phﬂéé in the prepositional phrase reveals stnbng
evidence on the case role of the prepositional phrase, including N, will definitely be helpful
for assigning attachment preference. The [VxPN]- scheme formally encodes such preference.

It can be useful in resolving such ambiguities as :
»" "eat the apple in the box" (N;-PP), and
"finish the job in two minutes" (V-PP).

In the latter case, the noun minutes strongly implies a [+TIME] feature. Hence, the
prepositional phrasc "in two minutes" has the preference o; being filled into thé'case slot
of ﬂi_c verb with [+TIME] constraint. Hence, V-PP attachment is preferred. |

‘Finally, when the case is so cbmplicated that we must jointly take into account the
- subcategorization features of ‘the main verb, the predicate-argument structure ainong the
main verb, the object noun Ny and the possible case filler N, and the feature co-occurrence
constraints between the [VNPN] 4-tuple, then we might need a rhore complicated model such
a5 the one suggested by the [VNPN] scheme. ' |
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Note that we have encoded the attachment preference with the semantic aitributes of
the [VNPN] 4-tuple only. Hence, we can easily determine the attachnient preference without
resorting to complex knowledge bases and control mechanism as traditib_nal rule-based systems
do.- We can also benefit from such approach in that an objeétive, trainable and consistent

system for assigning attachment preference can be easily acquired.

5. The Classification of Semantic Attributes .

Before the combutation of the rcquiréd scores, the semantic features must be assigned
to each of the four components V, Ni, P, N,. Among the four components, the semantic
features of thé verbs are considered to be of most importance. To see how the semantic
features of the verbs affect the resolution of PPAP, we have tried three différent semantic
feature sets/hierarchics which are suggested by Givon [GIVO 84], Tang [TANG 88] and
Chodorow [CHOD 85], respectively. »

- According to Givén’s 'classiﬁcation, each sense of a lexical item is unique to the language.
Hence, each word sense can be regarded as one class. Therefore, the verbs "contain”, "have"
and "hold", though all have the sense of "inclusion"”, will be regarded as three different verb
clﬁsscs which differ only slightly. With such criterion, the selected verbs in the test séntcnées
are classified into 16 classes [LIU 89], ch;éspondhlg to 16 word senses of the 14 most
frequently used verbs in our test set and training set. The semantic classes thus defined is

show in Figure 1 for the verbs used in our preliminary experiments.

VERB

‘ |
| ]

be | discuss | find | have(1) | hold inake see(1) | use

contain display get have(2) illustrate provide see(2) write

Figure 1 Verb Classification according to [GIVO 84].

In Tang’s analyses, the verbs can be classified into stative and non-stative according
to their semantic features. Non-stative verbs can be divided further into non-dynamic and
dynamic verbs, which in turn consists of accomplishment verbs and activity verbs. Such .
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classification forms a semantic hierarchy of the verbs which is characterized by the syniactic
functions and aspect features of the verbs [TANG 88, LIU 89]. Figure 2 shows the hierarchy

for the verbs used in our tests.

VERB"
STATIVE - NON-STATIVE
_ | _ /\
be .
) NON-DYNAMIC DYNAMIC
contain |
have(l) I | /\
have(2) hold | ACCOMPLISHMENT ACTIVITY
see(l) | | - I |
e - diSpl a y - ‘
find discuss
get see(2)
illustrate use
make : write
pI'OVide I

Figure 2 Verb Classification according to [TANG 88].

In the third classification sysiem, Chodorow classifies the verbs which have "similar
scnse'.' into. the same class. Hence, for example, the verbs "contain", "have" and "hold" will
be classified into the same class as opposed to Givén’s classification. The classification is
meant for extracting semantic hierarchies from on-line dictionaries. In our testing, we adopted
the definitions in Webster’s Dictionary (1988 edition) to determine whether two verbs have
"similar sense". According to such criterion, a list of 10 veri) classes are selected for the test

sentences. They are shown in Figure 3.

For prepositions and nouns, only one classification system for each category is adopted.

The semantic features for prepositions came from Quirk [QUIR 85], where semantic features

" on

such as "duration", "manner" and "means" are used [LIU 89]. The semantic features for nouns,

on the other hand, came from [CKIP 88]. They are classified into a hierarchical structure of

" " 1" "

"physical entity", "non-physical entity", "animate”, "non-animate" ([LLIU 89]), and so on.

-—
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VERB

Classl1 Class3‘ ClassS Class7 Class9 | ...... -

" Class2 Class4 Class6 Class8 Class10

be discuss find ‘have(l) | provide
contain display get illustrate see(1)
have(2) ... ... make see(2)
hold use ...
...... write

oooooo

Figure 3 Verb Classification according to [CHOD 85].

With these semantic features, the test sentences in the corpus are either tagged by the
ArchTran MTS or manually tagged for testing.

6. Simulation Results

To test the validity of the semantic score approach, we selected the most frequently used
verbs, nouns and prepositions from fen books in the computef field and 1607 sentences parsed
by the ArchTran MTS. The result is a list of 14 verbs, 10 prepositions, 6 nouns for N; and 18
-nouns for N,. Because not all the sentences have the required verbs, nouns and prepositions
~ in the selected list, we divided the training data and test sentences into 6 databases for
different tests. The four training databases are called 1607PC(1), 1607PC(2), 1607PC(3) and
1607PC(4), each éontaining 595, 370, 109 and 31 sentences, respectively. They are chosen
from the 1607 sentences and one of the ten books. The 1607PC(1) database is a superset of
1607PC(2), which, in turn, is a superset of 1607PC(3). The 1607PC(4) database is the subset
of all the other three. The 1607PC(1) database contains [VNPN] 4—tuples which include one
of the prepositions in the list of common prepositions; it is used'to train the probability for
the [xxPx] scheme. Similarly, 1607PC(2), 1607PC(3) and 1607PC(4) contain the required
patterns for training [VxPx], [VXPN] and [VNPN] schemes, respectively. ;Fhe;e are two test
sets, AL and B9, each containing 235 and 115 sentences, respectively. The AL database is
selected from two of the ten books, while B9 is selected from nine out of the ten books.
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The probability entries are estimated with relative frequency counts. If a null entry
is found, it is replaced with the reciprocal 6f the number of semantic features of the
corresponding lexical category. 'In other words, if we do not have any information about
the semantic- feature of a given word, we assume that it can be assigncd with' any of the
possible semantic features with equal probability.. Moreover, the probability of the form P(X
| v.n p ny) is assigned 1/2 if the [v i p n2] combination is not found. In other words, we'
assume that only attachment to V and Nj is possible. -

With the semantic features properly tagged, the following results are observed for the test
schemes. Eqn. (3), (4), (5), (6) are used in the test schemes [VNPN],'[VxPN], [VxPx] and
xxPx] respectively. Through the result of these schemes, we can estimate which of the four
components in {V, N1, P, N3} is more significant, and evaluate the number of componcnts
required to solve the PPAP. In the following tables, we will show the effects 0f the score
function on PPAP. The semantic features will be included gradually in the order of P, V,
N, and Nj in the tests.

TEST |

In this test, only the contribution of the preposition is considered in resolving the PPAP.
The training data is the 1607PC(1) database, and it also serves as the testing data for close
daté sét test. Thc open data set test, which takes sentences not in the training data, uses
the AL database for testing. The success rates are shown unpai‘erithcsized in the table. To
compare the semantic model with the RA-MA heuristics in Frazier and Fordor’s work [FRAZ
78], the success rate for the RA-MA heuristics is shown parenthesized in the table. (For the
folléwing tests, thesc two types of success rates will be shown ih the same manner.) ‘It‘ is

evident that the semantic ‘score approach outperforms the RA and MA heuristics drastically.

Test Data T B [xxPx]
1607PC(1) T 78.82 (33.45)
AL |] . 81.28 (18.72)

Number of Sentences : 1607PC(1) = 595 & AL =23 °

TEST Ii

~ Inthis test, the effects of both verb and preposition are considered. The effects of different
semantic feature sets for verbs as proposed in [GIVO 84], [TANG 88] and [CHOD 85] are
also shown in ‘the table. It shpws a success rate of about 90% in both open and close data
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st tests. The semantic feat_uré set proposed by [TANG 88] is slightly better in the open data

set test. However, the difference is not distinct.

| B [VxPx]

Test Data GIVO TANG CHOD

1607PC(2) 88.92 (28.92) - 86.22 (28.92) 87.84 (28.92)
AL 88.94 (18.72) 92.77.(18.72) 89.79 (18.72)

1607PC(2) = 370 & AL = 235

Number of Sentences :

"TEST Il

Another tést scheme [VxPN] is conducted by taking account of the noun in a PP.
Comparing the test schemes [xxPx], [VxPx] and [VxPN], the success rates increase as the

head nouns of the PPs are taken into consideration. Over 90% of the attachment can be
correctly decided in these¢ cases.

1607PCQ3) || 9541 | 8624 | 9450 [ 9633 | 9083 | 9633
30.28) | (30.28) | (30.28) || (30.28) | (30.28) | (30.28)
B9 9043 | 9304 | 9043 | 9217 | 9043 | 9217
696) | (696) | (6.96) Ji 696) | 6.96) | (6.96)

Number of Sentences : 1607PC(3) = 109 & B9 =115

TEST IV

For the last test, the database 1607PC(4) is used. Because there are d_nly 31 seritences
in the training set, we do not conduct any open data set test. The results for different test
 schemes are shown in the table. -The table shows a high success rate for all.test schemes.
Because the database size is small, this table is meant for reference only. However, it shows

the trend of increasing success rate when more and more semantic features are involved.

90.32 (51.61)

[VxPx]

100.00 (51.61)

90.32 (51.61) .

96.77 (51.61)

VP

100.00 (51.61)

96.77 (51.61)

100.00 (51.61)
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[VNPN] " 100.00 (51.61) 100.00 (51.61) 100.00 (51.61)
DataBase = 1607PC(4) & Number of Sentences = 31 ’

7. ‘Perspectives and Conclusion

In this paper, we propose a semantic score approach to solve the Prepositional Phrase
Attachment Problem (PPAP) without resorting to complex knowledge bases and complicated
control mechanism. The probabilistic semantic model elegantly bridges the gap between |
linguistic knowledge and probability theory, and hence provides both systematic and non-
heuristic approach to resolving the ambiguity problem. In the various simulations, about 90%

- of thé attachment patterns can be correctly determined with this approach. In essence, the only
semantic information used to acquire this performance is the feature co-occurrence distribution
of the semantic classes of the [VNPN] 4-tuple. Hence, no complicated lexical entries and
control mechanism are required in such paradigm. Th1s is a very attractive property over

conventional rule-based -approaches.

We have also attempted to explore the disambiguation effects of different semantic feature:
sets (for verbs). Although the differences are not distinct in the preliminary tests, they do
present another important issue in constructing a ’s‘ystematic mechanism for. solving general
ambiguity problem. Hence the selection of the most sigriiﬁcant semimtic features will be
studJed in greater detall and be incorporated into the ARCHTRAN MTS in thc future.

In this paper, the semantic score approach is applied to the PP attachmcnt problem only.
_For I_nore general problems of disambiguation in which various sources of ambiguities can
:occur"'silnu}taneously, a generalized probabilistic semantic model, such as in [CHAN 90},
will be required to-deal with the semantic part of the ambiguity probiems. In addition, the
integration of lexical preference, syntactic preference and semantic preference will be very
important for resolvmg more complicated ambiguity problems in various context. Some of

the approachcs of integration, such as [SU 90c], will be studied more cxtcnswcly
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[Analyses of Dialogue Patterns and Sentence Patterns of Telephone Switching Requests]

23] 15 1 [Hai-Hsﬁ Hi FTEMHoeniryg SHHEB mwving Hu BB [Ren-Rong Hsu]
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[Telecommunication Laboratories, R.O.C.]
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ABSTRACT

Based on the corpus of dialogues between customers for switching telephone calls
and the switchboard operator of the Taipei Liaison Office of the Telecommunication
Laboratories, this article analyzes both these "dialogue patterns" and those "sentence
patterns of sentences spoken by customers for requesting telephone switching". Both
types of patterns induced from these analyses construct partial knowledge base for
implementing an "Automatic Telephone Switching System capable of talking in text form
Mandarin utterances with its custoumers”. Considerations on selecting appropriate
"knowledge reprcscntatibn" and "system architecture” for this ixnpiémentation and their
paradigms are also included.
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KA (BEEE) (MR { (RY¥%3E) )
6

WIEMR - (%)
' . |
. B

BN (BABGHE

WA R MIT
Lk 1ol

v

EEHBPE

v

LLE: S

B (Z) BEALTOHRE, BVXRHERRID
FEFHMgEHEEN ) B
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| FEEESREN BorVEEEXEF - SEVBERMAR, EE
G AE{E A SRR RIS B AU B 5589 ¥ (T-R: Telephone-Rings) & , #2388 I &%
FTABEE, B EREARABITF2H, EEEAEKEINET ARG
Hif. EMTHENEIEENTEEMSENRENE I EEETRUEEER
MENHESE . EREHET, EXISUEUEN, TR —-EF
P EHREN 7, HPBESBo= N> #Rl:
{1A-17a ) : TR [(SIRBHITAE, BHBHESE, )
- Op: WFFEA o
- Cus: A\, AXFEARRZ?
- Op:Eo
Cus: A\ , FIE/RBRRE 25T R IF 7
Op: 257M9 ? |
Ding-T (M {EMBE B I BRBER, THENSE. )

EER €1A-17a) FIRRMEREE—RBTFH ATWLE 17 EH
sao FIELHEMR (B [)) ARHBXHEARYN (UTEHEAHF
B, FABRETROEE, FHHE) - EHEF, BLHEEHMSR (Op) B
GEVHCHENENEWARN, M&EA (Cus) %iﬁiéaiﬁ%ﬂ’?ﬁ
SRR ERERR - TN\, HAMRA=R 7. , EREMRBEZ T2, ,
RETETEFHIRRAMOKRE -

BRTHE TRE  TESRERGETEECLE)  TES. %
WRERIFOb, THEHREG ) ot IUEEEAN THEREHER
1= 1 r%fﬁéE’.H’J%{b‘J A9+, Z!ﬂ'FfﬁJ'ﬁzr

((513 130) T-R
Op: Ao
->’ Cus : R/NE )'}o
Opi %jo

5> Cus:BESE JY.
op: J\, EEIE I,
LEFBBEEEREN R, BAMEYSERENTESBENR
Dy --- TEEEME ) . TEFEBE, BoNEESEHEARERLA I

B, UREHEMESTRBENINE. FAUCERWBKRE> RIHW
BER, QREEEABTY T##H - EFARHB>RTHE R
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BEARBHEEERNDEEEBENZE, BB BERMEED K
## [ 3% B 5& {A (Semantic Grammar)) & X [Allen '87:250-253,364; Rich
'83:320-322] &, XHEHT16 EIE, His5 EEBRESIEBRE
B BRI EEE, HERMW11EEBR <GS ABWWEREEE 5 G 3
REVABHERBZE . BRTEIcBEELXTGEZ, bHLOEITFE
R<BABTETHERBHEREEDE , EREENIFE2HD HER <
AANBRBRRBEF > MAGTERBNRRBE D NIYFIERK o T
B LABNF R A SR B LD FREMERIBA ¢

ERWEE> =B HRBOERBEZ> |
' <SE AR HIEKEEE> |
<O HHERENEE(u R B R BORMERS> |
o A& Ae o BEIR IS B9 R W§EE>
<SS HRIEH) BEKIEIESE>: = <P1> | <P2> | <P3> | <P4> |
<P5> | <BBFIAB>
<R ABBIERWIETD> ::= <P6> | <P7> | <P8> | <P9 > | <P10> |
<P11> | <P12> | <P13> | <P14> |
< E‘Wﬂﬁﬁ >
<EOMb BETR B/ R BEA BEREEEEEE> .= <P15> | <P16>
<BARIEB> ::= [%E%fﬁﬁ%ﬁ%??ﬁﬁ@k%ﬂ?ﬁl@o ]

FHBEBERER <¥22$5§§‘5> MEE, BERIEIH T E
awfI R T, FRA

21,1 BASLTOHRG, HOXWEAKD)
HRHEUEDFOOESH

TECERWEE> P, E—HRTHIVRBNDFENBERK
PHFERA—BRANMRNMERRVANDERE, tFH7HERE, W
AaANBo <EAHMBIUBREEE> F5EVE, BRIUTHERES
WERBL. HP<PHESBERPNELRGEY, RFWT 2

<P1> ::= {<P1H1> | <P1H2>} <P1T>

CPIHI> ::= {FR) ( <BAKRFE3E>) { <PIHIT> )

<PIHIT> ::= { <EiRIREE>) («<B@#EE5A>) |
(<EAKEE>) ( <HBEE )

<P1H2> ::= {{R) { <8 REIBEE>) { <P1H2T> }

CPIH2T> ::= (<B$IEIEE>) | (HAREE>) (<M

<PIT> ::= {<EIREE>) «DHRB>) (<HARTRE» I
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{(<HAKBE>) (<GB} <DTHRE)
<ECRMERE> ::= lEXREE | TARHEL

<CERAREE> ::= IR | FECAR | BRAEAR | S5RAR | FRBAAR
<BEEZ - EIE-TI®WIB-TI&XIRZK ] -

¥

<EEREBE>::=F | B | HE | HES I FHEISE | -
<ERREE> ::= IRE . .

<GEEERTE> ::=292 | r48292 | RER292 | 212434 | -
<GHRBRE> =k | BE—T | T | FHE | -

PORAEHREBRHEMODF, WAFHEN RGoHRENT
Fi TIHHFTREELEGHERNYF ¢
{1A-2 ) : T-R o
Op: BFFEF o
- Cus: A\ , 5582520
Op: 252 ¥, ME—TW,
Ding-T

<P2> WP MEREWE<P2> WEIFHFEWBIFE (B B
) o B<HWBIEE £ PO HEPHER, THL M «HEEHE tBHE
MEFHE, TEHNAFFIUSHEESE. |
(1A-41) : T-R |
Op : HIFERR o
- Cus: #x4F, AW 8261,

Op: 2610 WE—T Yo
Ding-T

<P3H> FHLL PO P> IE HERE, MEEHEME> (BM) o
<R LUBEZ %N, AATEAERERBEWNIALE s HRNE
EERERO, EEIETFREHALMELEN. FBETHEHHIMA T

{7B-88 ) : T-R

Op: W&o
- Cus: 0%, 35F9 , SFHEBB—T292,

<P4> EHi<P1>yv <P2>\ <P3> FEIMIE, FARMT M 2B R
A S R EHE MPHO>RAARTEETENARA TN FE B
& BEALUSEMINGXNEREE, WA, (RIF, RO L2465 7

d o
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BEEHEBINESEX DN

BANLL G0 HESRIBRY BRI REBENEXRZ2ER, HAE
FWEET, THREKERAERNGERENESIERE, , E—
FRERME—HEHRmOYEEN R, BEEHE L E BT
MEOBEOEgE AR RBEBEEEEI H5FE (HENE—T
=) REAEMETHE; ERASHNHSET, HHMES R SESHHN
BIENSBRE, HEXAHER, SARBETHREMMETOE. £/
REMEEIF, RE—EEE/IMF :

€2A-97) : T-R

Op: MR-
"Cus: MR, 5% 236,

- Op: 2460 [OpiEifio ]
- Cus: 2360 (CusBA<POEIGFEE, )
- Op:236o [OpEHiEH. ]

Cus : 35 3#f o

Ding-T

ECHR THREMERERIBINSWIRE ) nEERER. &
CEEHEERE, SHEMSTREZANGKRNTESSE, SHMER
K, #RBEIATEARNSHRE, EE2FHEE, RmL <HMEED
MEAN, HFHRBREER MEANNL@ERIBI>FEDNE,

GRHEEL> = (CKBED) S EME> BT
KB = BERDS, REGER—T, BFE | -

<FEPREE> ::= (H )| -
(1A29) ER—EEHHEHAOHF :
{1A-29 ) : T-R

Cus: 358 254, (BHAKBEESETEBEBL. )
- Op: \, KE—H, ;&’Z“;&’ 254 & J—i?
- Cus: “& » 't o

Ding-T

E=FL THREMRRENGERBEINIMRE ) EERK
EE—EHAF, EANBEEAEANT, BRESSRLSER D H, X
REFBLHRBERNBIBRTF. EEENRNAT, SHERIRXLAN
Ta <sHlE2> MEA, REANBEEFEIARTEROEOALR ¢
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<IRIRE 2> ::= B | «<KEBE> | 220 [%%HE&% QAR
SERENE—-EFEE2. ) | -

TREy 1B-47) B2 EH <M 2> NFF, MABRA TR R
{1B-47) : T-R '
Op: WHFFo
Cus: 5518239,
- Op: &, BERD, KERKER T, FAK?
Cus ¢ 239,
- Op:2%07 (AR MBEMEMINREBFES. )
Cus: 239 o
Op: 2399
- Ding-T

. MEBENERE GIME 2> NRERERN S BRGR, TRIRE
HENHFA TEREMRIRSENEREENES O MRGE KA
THREHGEXEFE—&F, REEFBRR.

RELENNS, BPCSSARATARE (=) B, TEAL
THMME, BAXMERRY ) A BRSO HEEARE.

212 FEARLTHEREEWNA iﬂ!%‘iu ﬁﬁ%ﬁ% BZ2— >
HE)REBEKRD)

ERMEDFOOESH

RTEMEOA M BEUABSE=B2-NEEBENERY S
METFOURBHHEREBFEOMRBER "HEHREN . 85,
MEERIEEEXHER, FIAAPE TBHEEES . WHEE
o ' '

FEANGTEHENOA (W2B) , UBEXEE) noHEE, A
MABERBENVA, BEFUFIORNERIKE. BERHEZEOAN
HEESHE, FIMUTRE A2 AAKRBEFRE—E. HLIL<A®>
AR EFoERBHIRKEEZ> s EAEP2 <o HRE>, =
HUEEBS SETE. FBEFWEMNERS, REAFL <P1> X
PO TEALTEHRENANEBLUEREGE NDHE.,. EER
RBELFR2HER <AR> MEMAEES (DER) HEEKE, 1 <o#
WS> RIMATER o

<A%>::= BBERF | B/ E | EREBELE | ik | ZRIE | -
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B < BRABNEBEKREEZ OO BFIME, 1€ «P6> Z| <P14>,
<P6> 1 <P7> FHIEIETH <P1> f1 <P2> BHIYU <A&> MARAHEHPH
<GB FREANDE . U «P6> B Hl - |

<P6> ::= {<P1H1> | <P1H2>}<P6T>

<P6T> ::= {<ERIE>) <EBEMNA> FHEXRKIR> |

{EFHARFRE>) («<EREB>) <EHEIA>

<ERRER A = (B IR TEEAR | <> B

< BITEEA 1Y) (BRI (A%
<TBITIFEM> ::= BRAKIKHARZE | BRAE | ER | -

HB> = S ZHEHEE | BOE] -

<P6> HHEPHEILIHTFA®>, HEAB HZ EBENOA> &
— MRy FPRI—88, 1 <AB> FREHORMES (NedHE, B «<Fr
B TAFEEfz> B} B> F)EFHREALZ> 2001 T @K ST Y
'g=,%), 18 <> FHE M. TRASEAB AL > BPHF:

{1A-72) : T-R
Op: MFFFT o
- Cus: EZF,
Ding-T

<P8> F|«P1oH>EFHERENT, EORMOoMT<GEIETRE > (&
ATEN ES RTERAEY ) s EWIREBEAZMEBEEAERS E
B, HHLll«p10> fI<PI13> LB H Bl <PIO>AEURFZAECH TR
I RERE, AIRAMEURREHEMREN TR BEEHVTE, T
F {1B-31) P RAFHEAF. siEFIoMBISEIREZ2P I A B> BH
RESDEMPEE (R, v T#@,y TRy v T, %) 2
®, HFxP13> gEPr cAB>BENHE PSR (& T, 5 M.
%) 2¥Hi, TF (9A-192) FREFEHF o

{1B-31) : T-R

Op: IR

5> Cus: A, RElEMR, MHISERE,
Op: EHRE,
Ding-T

{9A-192) ¢ T-R
Op: IR
- Cus: HKIEFPIBEEBRE -

283



Op : BB -
Ding-T

FrE AR THESENLE, UERBE, 9 98 & P15
<Pl>FifE, EAFHERSIENGFELS, JUEEEHAEZASTEH
HREE—HEs, lﬂﬁ'ﬁiﬁ%ﬂlﬁt_ko <<9A 53) RFEEERERBHF

{9A-53 ) : T-R
Op: BIH o |
- Cus: WR, R¥F, FEAHERIBENBEHREW?
Ding-T
EEHESINESERIDHN

FEARTEHEOAS, IRBERRIIL H TEALTIHER
5, MIRBEXARI) ) REYERN TEHFEERs ) WEHEEA XA
NEg, RESHTIANEREE, v ganRE (=) 1, #EF TES
WES7) ANZEYERAXTRE, BRI/INZFHER 2N =ZEHFEE
RikEo

(1) SE (=) RHE THMRE) 5 E FA%J WA, sRAli§ <&
HMRTE R BORMERE > R AR BERMEE>, LBl GF
RIGEI>HIEE ;

(2) B <EHREE2> FIYET <FERB > TR, W ERKE TEHBEMRER
RAEBUS BB o R ﬂ‘iﬂ%iﬁ%’% MEERS RIS
BTN B ) HEEK

Q) KBELRSBWREBWGE (=) F, #F B SENEHEBES
Blfty TCy @ik B TA) GiEERMEBE, B—X8% , LT
XEMITEBMLEE "B 6, EREXRN THEERERER
BRRIANsHERE ) HERAERS TERERSREERE
FIA% 1 BB |

4) Ezﬁﬁﬂ%%ﬁ%fﬁ#&ﬁ@ﬁﬁﬁ%?ﬁﬁ%ﬂﬁfﬁm# LE (Z) ;R
, EHERERSERNBZAR, MAERB, ATEFEKD T4
HWEMARICNEBERENOIMRE ) HYEHEASR THEHE
HMERSCNSEREOAL ) NHEEER,
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%ﬁ%ﬁ
(A%)(ﬁ%%%%JW I(m% >}

#—T®

BN : (R

E (=) Eﬁ&%%fﬁ%ﬁﬁﬁﬁk%ﬁﬁﬁﬁﬁ*ﬂﬁf‘ﬁ

Eﬂrgk%Trﬂ%%%JﬁTIWEH%%J%%%%%#
wh) PR TEENE BoNEEEARER, A B M2zl X
FTHEHEMAHEI R TEAGTAL NHERREERAREE T
B TA%L BIT@ig.

213 EABELTEMEMNAL, NOSTHERE, HXH
8 BT, 3 7 0 M ISR T

FEXA, IFE THL) BEEEBELGFE, Ele HEEEX
R, BB T TA%, , M TSN AERDS T 8RB,
o R, WHEMREHEEE "RELXINER K, DAEAREA
FEEAREREFRAZAFNROEMBE S, RMERT B
. EEAE T AR—3 WEEFELAN, ARFEZARHKES
H, LTHRODHMRE . B TAZR M TS HERB), F—HBER
HBIR, SEEMELANEEA, B EBOHE, ERNYEERER
221 MM RNEHMIEYE W BETAZ I M TOMRE,) —X
, MOBRMEHBEENER, FAEKNERT, BEBKEERE—
EHENRHE. TEEBEKYETF, HRFATESHERRPTHIER
Zo, AU EEHERAIHE BFAMERS ) mEHGERAPRGE
—8, E—HRENPHTREEEARTHEK

{4A-78) @ T-R

Op: MIH& Ao
- Cus: 203 FfERHE,
Ding-T
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2.2 BN bE

BRTE 2.1 I EREN, Ht B REZBEZNEENE, 8%
REHEREWERYE. REHEEWERYEHE THEHREAHL B2
 EREBONHEERBRUESE PR B LR EHELRR, BTl
TERR. ZHIFHROENSEEEARWRYEEDR, Bk "HEHK
kAl BN HGRBIONHEEN. R KEA—FRBSIERAE
BHEMSNERLSARBRERNAME, 2R TCERBMU-

221 EARKBETABRDHERE, HEDBEFLAH

BB EHAROEY, AR, KEEG, BAH
MYALFEETEO I M. SRERENEES AR : REASKE
E4HME, BToME,

2.2.2 EA%TA@EZ&J‘%%FS BBEERE W,
W EE TR

Ek%?k%ﬁﬁmm@.ﬂ%m%11%%%$%E%ﬁXEm
2, TEMENBEEREY, BERESR, MEERREE. R&
WEMAT R EATESEESR, REROERN, SORSERE

A> BEARRHHAMWEEER: SEFHT, SHEBINER
BRE=: (MBREAHRET, XZXAHORTHERET; (=)&
BEMRNEEI -MBE, MEHREANE; CHEMEBMERLS
MEANE—ZHAS, BEREZAHERET, X HNMHRHGEBE
o BR, E-FECLEHEBREMREFREANBEERED, TAH
M (FREREK) PMINECHRAFREEER. UTI3FREN—
&+
{7A-60 } : T-R

Op: WFFEfT.

Cus: FH 18252,

Ding-T

B-T

Op: g, HAHNZENT Y,

Cus: afﬂo

Ding-T
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<B> RABEREHMEBEE : K, TAERBBELESEORD
—PM B, FHREA—-EAR RS —EHA. B2 —E A, RIS EL
BAREED A MEBETHERREREWENEREARRET &
A —EA, BHMESBBIIKREAFTREPODAZKIBRE T L
. HERHME, %m&t%%&‘*% {B]%TH’J%%E”E MEE - UT
=— fE8flF -
(7B 114 ¢ T-R
Op: MR
Cus: E5#9202,

Op: HARRETEREE 7'\,
Cus: *ﬁ;ﬁlﬁ!
‘TN

Cus: I, %ﬁﬁﬁ@ﬁﬁﬁﬂﬁ@ﬁ$ﬁ?
Op ﬁo
Cus ¢ %&jﬂjo

«C> BATRGE - ILH, SREMBIGECHEYE, BEAY
%(m@%m@ ﬂ%%)oﬁﬁﬁﬁi&ﬁm&ﬂﬁﬁ EFigED
ER, AHBEMRR.

MG S EEEEM&E‘J%%@E%%’EW, WK STRATER I %
 EHERE, TIREANEXR, SRERSNEHEGTAFHZME(
M)o ‘

223 EABTALRSBRE, HEEEAE,
R

EE—HENHET, RNBERAKFSIENREAHS KE
ABEERHUER, RATRBERGOS, TEREYEHATIR: EAR
e E R EABERWEHBEEMEARRESE =ZEAXRE,
Haoth 222 #HL .

224 BEABTAZLRMRE, 8@ ESE S IAFRE
ROMUEAIE, AEEEEETF, MEBESR
B HEEEE, RALT SR BRI A LSS EREE
RN, GHEEME DS RABROARERES O, 7
N EERNSIETE ERRE S, ARG RE AN
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(R &5 )

T

(B ARLEH (& A$e (BEAEXKHE
F Atk 3R E KD H A # R K) /\
( (¥E8%E9RT) ) <ﬂfﬁ’.%f§> - (HBRBET) (85:)

/T

(8% —A)  (#E-—A)

(RiREH) (#3585
(FFigixIF o 55 IR % )

(M) EABRTARBESHRE, BESFERET, @EME
STTRBEBREEHERAPTNIH. EHEHR, () FTEH
(condition), () Fu]H v]ffE(optional), [ ) FTE{E(action)o

AU ERER ; RBOYE, MR —#&K, TREATBRREHER R
PRESREYEH, BmLES Mg 222 Hi—HH =ZHKRE: EARR
HEMMHERR EABRRBHAEEE EA%ZR:H;"E EEHBND
g2 AL, FHESR.

225 ZBABERIXR, WEAELRSE, HHBEBRSNHE
FANBEHE, EETFTUNERGANHERAL

E—HEOHENRFmNSRANAAE, ZEAFSHWEEAER
B LAFER, HREUBEMBRANNEE A ABREREETWIIRE S 4,
MPUMESEZESNBZEARER T BEANE. BREBBRUENE
EMBESE, TEHERNEE ABRBKEMBRMXFTATMEAEHT
BBEFE. FTUMRBENAELSTRBERAIIR, EEE. LT 2EH
¥

{10B-23% : T-R

Op: o
Cus: (ARIARME A ERZKEH?
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Op: AEBEART, hE—TF TR,

226 BARKBEENALZXNTHEREBRAHEOGE R TH
T EZ R B

FREZEADGHBERAERERE, MAZALFTEERAK, Hik
SREMBEELEENE, AREEELASIANE, TR EREABHE
BEBERTHERNSGHNHEBENOAR. (7B-42) RE—HHATF : EAR
BMOBRBEEAFSILEEREE ; SHEBRE GHNRIWIRE, BnllE
o

2.2.7 44K WF [ A B BE R B

O O S ST R R W I RO B AR U R IR M B 4 ,k {82
ZEAPTRNRHEONRE, iUt 2 WG EHEN — B, 284 (E%
R—REBRENLTACEFREAEREARERHE, R TFLMUARBT.

3. FEEBEHSEEL LI

GERPs iy THERWRHEE Ba=8: E— AR E®E
¥ BE_HREARRFBENERBOBEHS S=B2H M RED
WEEHNYE. AREHYETN THEEREH ) BoME2.1 &
PR ST LEAME, ﬁﬂi%@ﬂ?ﬁi%?mi
%E@r#?ﬂ%ﬁﬂJBﬁ%%ﬁﬁ%ﬁ%ﬂ?ﬁﬁo

3 BEARKHE, HEEHKNE

EANEREE, BEGERRIRREERRENDERSE = : — R
ZEABRBEODASCEBRFAEHBEEEN (IXEBEEHANSL
W) , MEBRPELTNFTAR. HBEMSFRBRTPELRS,
S PHEBERBEML, TEHH (7A-9) RE—HEHAF; ZREA
LREFEVEE, ACERERLEER, SHEMRIKER, &7
AR AN BERY B A RS « UM 98 5% v P IEMR , W €8B-115) FRo
(7A-9) : (RARHEWENAR) EAERWERBE L4, T
SEEBBPERTRALR, L EREMESFEAREENE
RS o

(8B-115) : (HEHEMBRTESRE) FANNCEFS FEREBMA
B, BHEBSHGCTEEASAAABLNERGNE, LB
il L
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32 FBEAERFHEERE
FEANEREWESERBEOTHIRA, IRIRT :

A>EM AT IS Hibh BERBRERACHNESR
W 3P T A A
Fl €2A-11) : (EHFR) EAHBEAEHESRIETEINIAR, &
’ BMEBBRSANTER, TAHANMNERESR.
B> BEREH | o |
#l {10A-81) : XAITESRFEMBEBBEESERTLC, HFEMNLCB XK
' BEHESME, LETEEREBERER.
«C > 3k B 19 BT B8 85 19 B R
Fl €7A-121) : RAEESFEWEEINR : TREHE, FE—-T. 1
D> HMEBE B S RA: EANBERNANTEROESER S
CWAE, REWMEBEAMT RS,
# €2A-78) : (BAE) ZEAHMBAITH270 58, BAERER AE.
CE> M ERALCHE  S—BREXANEBNRERA, DAREE
RARBEAF G ILEKE, Pl %ML AR, I (8B-55
) i SoEERALHELAEN, BERGE. HEHY
WSS MMEE, (5B-126) SEEENAT, FREMNE.
€8B-55) : (RARFHMEER) AT HEBROAEFIE, 818
A REE: TEHAT. s , EABHBREREHHEMBERK,
HEWNSER.
{5B-126) : XA LIEmFRH, B EREE,
FO>ERMBEAMELTRESANIRE : EEFROES 4
X IRES, BT H A KRS & NS T 1 IR
Gl €1A-83) :ALCHEISKITHR, HHAERCR ABHEHSGEFHOSE
. el

313 RERBENEATRNYS
RN BENEE Y S SR AR :

A TSR ETHEFHFHOMNES - THEESEWHREGRS
B, AHERAZEZRBER. AREZARHEREENOALRE, WigHE
BMEBREWEOAIFELFRRALC, NEMITHEBE SREEAENMN
EEARZLNGTRENL, R MER, St HRITHBE: thax
gﬁﬁ?ﬂ%ﬁb’ﬁ&p S BETESE, EEFPEFURENEPRE—
B, BN €8B-1) o



{8B-1) :
Op: }-’\\ !
Cus: FX 48299, B! S To
op: Y1
Cus: W)t WEIf, BEBRBIT K.
Op: ¥ o
Cus: ¥, HA#E,

<B> M{-HWRMER, HEmWEENGET ANES ¢ &
EREEEESEMERRKEANGNI BRBRIERI &, KBRS
 HECBREABRSMOA, RBEEFBREMSH, Hif X2 #H S
HREME, TREMERERIKENMTRIROANKR, B EROD
#, ERAFERMMRENBRFRRE— @o |

4..—miXMIW

RERZHT, B EEAHEHE 2RAMAE, —3 TEE
Mg, , R THEEEEZ, . EEESHKRHA ST, BTEBRH
9, RREANFENHEHEBERMANER NEBHERBE. EREFERELE
L, WBRXToR "THEE, kR TEH#E  REXRR. FEEWE
EREARREZENRHNASAHETERNRE, X BRIE®E
ﬁH,M&~“ﬂ§A%Wﬁﬁ@ﬁo

ANHEERWZEETNHERNI, #Tﬂ%ﬁﬁﬂ & 15
ZEAPRY ARBREBEESERNIFOOEI NI HEE
WEHEPHEHY, URIFEREERYE OO MAIIRE R AHGEEN
o IREAEAAY, M TEFEBERIMEALS FHNITESRRZE
ARMEFCHROES s HILWERIN, NERSHEPHERNR
MEHFRDESE, DTFRER. ERASN -%, BUUREAIUED
HEER T EER—ERGEBERE &, BHEEARETR
SHFEANSEHERAN HEXIHRABEADWIE LK,
ﬁEMLwﬁﬁmﬁmm%%E%o

KM ERE % % EHBRATLEE (Al'tlflClal Intelligence) % %t
ﬁpﬁﬁﬁ%?%ﬁ%%%%mﬁﬁ s P NMHEBESRER AT IEHE
rEERBECSSHETHENYE khH, T—BERE E HBEHE
i TEERWEBHEESE,) , T RERTRE TFEEMEHEE
BIEES -« A=HEE, LHERXR_HEBEWMS, AL RkBRRHESH
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ETEANSETEDR . BEME m%z&mam LREAE
ey TEEMEEBEES N THFEEWEYE DESEXD
o RS TBIBXOHRX BFEINELE . B —HUNERE
B % % (Knowledge-based System), € ERELE SRS RIMBERE
REBUEAKMLAN, ARETESENIARERMT— @z\éﬂrﬁ
TR

- BRTHBENDHERSN, B TBEXOH XA BEEETH W

A% BEBRMYENEESEYENED, BEAKEEH S
B TR RE L 1 TR ERE, , ROIRRNEASEEHIWTH
Mg, PEEREEREBLEAKFLRAES VRS EEEMBEAERE
MALEER, DARISEIFRMBRUEAKH LRBE (CAB
BESBE) MG : FEERMFHMDAKEEXNENFR, BRIAER
BRATHED, MEWRBEEXOBR. Hik, IO SEESFREE
BRENAK, §SHERBEERARE THAKAWME . RO (8
MAOFHE) AR MELE (BRIFEEBFABE, GBS TRE
FEH A EHBEHA R WEH. B, #—-REHABITS, It
% A REEB R F (black box)s LM AR, thFAEMERK AW
REtEFELFRX, AEAEEHT, BERAKBZENDFREEE
s FREBFBOMNRE : BEAMUSEFNRE, AGMBEN D FX
EHEMHER, REEIAKFTROCTR, %4 Ak w8 EHE
B—#, U T4 1F89 BE (cooperative response)) [EIME[ Kaplan '83:167] 0

ERREBEFAZHOLOR, ERITARAKEEEBRE, LR T WK
#(syntactic analysis)) (FRBEEAERMWMADFRHERABEFRN, 5B
—HEXEBEANT R AR/ TFH TBAE XRT8F6Hy , EENHE
REBEEH, THEEE, BREAH#H FTARD (i, REHR
68] - BEMRFEABAERSN, HTERNEE, MUZIFRERNE
A Re, EERT ¥ XRXAWNBF. ERBRT, MRBTE
AHEFSBETFHORERERNL R, Rk, CHEECERIEU
ZEHREERMHEBRIBSENTF, RMTERAKAECRILSE
y LERFEHEULS—BAHARENR: ARSHEHEHEAKBETARD
EI% o

BEEAREERND - ERACREHGNRD. KBEBKEH

B, BRI TRABHEREANRK  SHERSRERTZE
RREEERR, XU TEHFORE) HE; BRIESET T MBERARE
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O TREEE) RRELE Fﬁﬁ!lﬁtﬁ%’ﬁﬁﬂﬁjﬂ'ﬁﬁﬂ*ﬁ’ —RARERE

HEERESBA—EF.

<1> BE R EF (mixed initiative) S : WELHF WU IHR S, W
H# 5 EE

<2> [ #EFES1T4A (indirect speech acts): HE ALK, FLAMEG X B
LEHBERME

<3> EE [EEE & 1 & (implicit presuppositions) BJRIEE : EAMEBKER
RENEEHEASRESEE, MEFEAEBCHEE s HEHEM
H, EHEERELE, MABU TR1 % &1 RKEE

<4> i FRIER ¥ (anaphoric references) HEPEHRRZ2AREFEZRE
NEY, EREREBAZOREEER2EAKXIEBEEY ;s |

<5> LA%E Al (ellipses) I EMIRE : BB LUME, HRRZHFTEAMAE
#94) F W 9 &0 Ak R BX (sentence fragments) 2K B Z & o

HEBERRBDKEDEREEDFRIERN ELREE, EEREP &
FHENFESER D FHREEMEEZRALD 58558151 [Allen '87:
250; Rich '83: 320-321] RiERMBEEEHEFRWMANTF, IWERKR L
‘a) W 37 B9 52 B $8 B (semantic categories) 23 A , B [ 5L LA 57 5H (part of
speech) B A IDERER . AXFIEFTRER , EAFTER B E KRB #
B, AEHEBERBERIMTHRIEN. FHEEEENHGEFER,
FHAKRETROD TR, REHTDF P EER EHE B B 8 (fuzziness)
% B € (uncertainty) B % [Barr & Feigenbaum '81:250] , H g thFH Bh i}
FE KB EEA (robust) BEHENE I

EREEEARAATBHERS, UAKETRER TIHABHOERSE
% %t (Genial Understander System)J (Bl GUS, [Rich '83: 334-5; Bobrow et
al. '77]) PER B HEEE , LLIE 8 HE 8) ¥ 58 (frame-driven dialog) Y %13k 1%
RIEMAKER, UEHBINGUs &, MEAHZETERNY
f (realistic dialog)o HEAGUSTIML R —H, FIE R TSRFAEL BR
BRE---GUS EHEP I EKITHOIEAR, SHMAEHABFUER
Be PR XHEE, FHAHEHRE MMEE®TE B — #EH %6
MREBEE--GUSTIEHFERAENYEPEELRAER S, R ERMHEE
BUAR GUSEIAREREHERREEIER.

5. FH

AXHXBHRBERRBEMNAMTIFER T GHERMR : 79312)
FHREEREBIFTERRZ—. BREHEBHHARY L& LM
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By BEBEFARATHEHEEIFARFMREL ATESSHE X
FARRAE T HERE XSRS HEETENXE, 5 EFH
BRUMAFEILSEKEMNESEBERIRER/NERDL N BER A H
B, EMBHEREFHTFENFTHERSNMNENREELE. BRE
CRBMACEEEZSHRFTEARERNFIIE, X XTER
HIRAKER, FIHEEHE . . |
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WOEGR & MR KK ERF R

i HaieHARETRA
BR B TR AR BT KR AT

WHE

EREXFRARMNAALRLEARETREAKAHEEIRLEZEFT A
BHEBHBEVERAFAERERELAAA N EFNEEIN UMY c e R EHE S
FRAEFHRERALEEX(DAERERZBT S > (2)REMHEAME KM
BHRHLTH, 3)EAETMMEERXFHA LB o B b A F 3013 2 B & A A
B > BARE —FRAARAEIAFEZFTAEAKRE LA PR o MAR KA
EHATHELD | BHEIHY KL 2. TFREFUARE 3. REED
BEH A ARFHRERELE S ARBRILHBERSBRARLRRT » 6. A8
ABRUF AR RO EN > RXEARTRAARAG F F © |

1. &%

ARARETEAENRTHEERLEAREFTRX » CHEH AR Y RAFAHR
LA FREAMEFAREHEBROBY c BS - R EHBRBEIHERLE
WA B BERSEHEL(K BBl EA EHARELAEFT A KK
FRAFADERALEOARAEFTARAEITRENS (RARERF) 2R AT
BEA L, BHFAEFRALER()AEKARELERTS > (2)REWHEHMR
—HHEBHELRS B)EAETMAERRXSTHAE R, R 3 %k P M E L iR
AR, EEBRMIBRLAEFTANELRAATREA LB RBIT > B i
AXERARB —FRACHFAEREREAREE TR » FEH A TAKRE
Ll P& o
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ﬁ%_t’iﬁé’a %4#'&%1!:(4&;??3#1 ABARFBEBRERERIE flo
y ' AESBLBAZRYMGAL RAMGFHEELHERREHAGAH
ERHRER-MEAFRE, FE&EBEVPOVE NP AT > Bk 41 B4R
FTAVE B RR R B ARBEXEFAFEAFB 2L FT T HE—ER
B FRARAMAERFTARAAC MR GEEFE > BREFABILFE
Bt d o mAAMBEAR -M~@-~B -H- B HER K> LAH
SBEFPLEHERROAG Bl —RGEFA TSRS , T2 ARG FTE
SERERYBERY REEN B, TREFTENIBRESAES L7
CHFRBRYTHARIGF cHARRT R LA BEARBRALE > R
Ak~ ARBHAANABAZ » 2 - A2 MBL A — L MES o ¥
REeymEEmET R EAELHBELEHNER o

ETBABGREASEAmALENRHEAFTX A (1)2RREATIH
MEARRLE  EHEREEHSE, Q) XHEALERMEMALARBALA
HERART Q)ELIERBRBENRL (DRTHETIHAFG  HAFAFREK
BEaMET > RENEAEY OAA T HBmnd ABZHORELEF o
R8I ERBEERLE, S RBERTEZNELARAMASHE > AHH—
BAERIFHLSIBORFH (Flod HE) SHEARBHEOFTARE
ERMLAFALEBRRERZ c M ARILTFALE XL H T (Augnented Phrase
Structure Rules)®& A A& J 44y F X R EFiEEE R L [Gazdar'85] o £
BHEBRT  FAHLRARBEPEARALLABENSFTLEL ZAREAFNELMY
ZZAABAHBEHBARZ o st > BH L BEXRERH Hlb
HPSG[Pollard'87] » Categorial Grammar[Uszkoreit'86]# % # & # f§ 1t %)
FEHR R EEEA SR ME, L PIPSCH A A K EHMm Categorial
GrammarRI# B A E A B BRA THAMENE RN oL > [BR'8I]E 2% —18
REEANBEBELAERX(ICE) AEREBANEFANELEL - BE
REFTLRELERBRER L BT ABENK TTLH X B - THH
BT oo
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e T

([ (t¥x :[ﬁt& DA
E

# %m:{%z& DA

- - S

| wa(2FF 0
\ ' '

(W o A 5 (WM > 2> k48 > BlRABSHE > BE
L B3 > A K )

2% Vnp - ve

G (EFH[NP] <+ < 2FH[NP] <4 E[VP]

{ M AFHEE EHE CrEAYH

B— #E & #HHKLER

WG ER S K A E B A R BB M AT A B A AR R e
MABEOR S LERREARBREY (BE ARG AR THFARLEY
Ao AEX-—BABAMORE—Z+2 AR AREHRAARARE B &
REMAEEHA LR Parsing Table— —#HAHNHBBRAEN T L HR
[Tomita'85]) o Bl —#& —% & 7 7 Lt % M ik o
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EHEAHEX BEAFREANFRAZIALE AFA LR X EFNHRLSBALYOEH

PSG #] % 5 AEWF @
GPSG G- DIRE D IE -4 AL
HPSG B RRBERERT

P B 8 B A& R B 4 & Y ¥ FE) A
Categorial " #
Grammar
ICG ' #

B=— HMEERAGFAERLEREFT A

AP EF LSRR EEABRNE L2 ELRARSEL > =22
ARBRARALEAAEFXCHAF VA  wEBEFAEEANHEAKE
BTN ELEIRE BRIV ER A AT BAENAENBBEAERL
S5 ERZEM O RMEGUPEEFEXBARTNALETAT —HOREL
s fldm o R F LA ARG ANEE T — B R4 > RLABEK
HEBMS AN F R TRAE AL BAEAAERE - RIhkELA£EY
BHEEY T RBd THEAL —RARBABER SR REZAEA
EMBEREFRTER AALSHATE S EAMNAS L AR A EREL
FABAAFLNENFARAA TR AmMEE » ANMAELL AN £ E
REEFHE - BAAMAXETERRE TR AMHAETAREEAZIRETEFTEAK
ErRMAe BWNBEEF A CHAAERBEICCHE RN T X AR LE R &K
C AR TN BN AN BARKEHRAEAZFARNL o EIH AR B RS
Bt T A ATAESRAMBARLE FL HAAALE K LA TS
o Rtk ) BOH A KH o

2. BkAuw £ L& KR

BBEHAR > A EAEEARKH A KRBT RIRERT > ARHA
EAANREELBHELARBHOAABTERLRF TG bAFR
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BREFARBR GANEAEHANEEL EERELTA AR HLE S
% T 0 Wéﬂzﬁéﬁﬂﬁﬁaﬁaméﬁ#ﬁﬂé@'&% o Eﬁb?ﬂ;ﬁ'&aéﬂ;/\z{l&ﬁﬁ
BB THRARABREZH AN TAR L THMMEERT

EENFAERE-AHRALMOEARLE(FABAHREL)
AEAEMZEZRARLE(FRAABAHREGEHER) o

ABEHFRREFERELZLREBRABE LW R FTRAAKES o
HAEHAGFEAER T  ERRELN BN EREAZEEZMBRIARF & R
LA A BB RERGERTT o pldo b X3 # ' £ ICCHZ B Ve, vell, £ 4
BB —FF aA V. ve I BBER (WEBEZMT) &' %H BAEEM
Bt EBNFA A TREATHRE e U ERR T AFLBAEERE (R
TERMFEMETHAARLA) o

,

5E aa: [([2¥x: . [ﬁ%r ?
Moo 2
E # % E4: 7
e
& g [ ]
k%m&ﬁl{ﬁﬁ=%% kAR > SEBEHE BAK
NE KR}

ik 28 Vnp - ve

e |HgugE (EEF[NP] C - < £FFZ [NP] < &8 [VP]
1M < AFEHE < gF < < EBLBF

B= Vnp. ve®d58&E#HE

KA E A AR R oM ARFRTEEEREAARLT oW B
S BME o WwEICC A~ RXAMEETXZXARAF - £9 ¥, 7" H
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BB FoORNEEHANRARABALE I TR RERNA o

91 BmE2
/7\ f?\

#/i...7\)  #Ak...F7;I
B v [CGeay 3 M & % & )

ERXLEAMNTAABHBRRLEHRRATHARRL ) HENFA LR L
TAEABAABBRALBRORER c WA ERKERE > LANBRE
CRTRG A — 4 is- alifh > BHMEEAT R ALGM Y (Inheritance
Property) c B R AR ERX LR AL I ARG ARLBH LKA RGTH o
BHEHRATEANERLEERELS T (LERAH TR G T TAALLS
ARRALER)R —BKBREH(E—FEHORLEHSHETHRARKLTRTEMR
BHALR—HHOAR) " EMNTARAAABERRERRAEATIARAL & —

BEMASERERA — > REF MR LA G B KL A LS I
CMERBRREH WA R K

BAEMMMARLKSET  HAZARALERBRLST (KoBAEE
Mo ARBEAGBANE)AR KB aH (TAERERTLORL) 4
Ao AETRAOEKEARENELEMN (priority),% R4 44
MEBETHABSE HllubBE R SRR T EROFAHM > 05
FROHM o AL MTELETAA > BARS ALY B RAEER R -
A A ENRAERTREE A TAMEN RSB BR o

ﬁ%iﬂ&&mﬂ&&iﬁﬁi%#Tﬂ%&g:
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BEHLEBALALNEEFTRAALATHNES ¢

(1) ## 8 — s (data consistancy) |

WHARELELAARYFRE  ARA LB EHREREXR REHEAL
BOEHNRL FL——FAFRFBRYE—BEALEAR > FTRELH B
BMEH AHBRERL L TARFEHEMRZ — Mo

(2) K# ey B4 (data redution) :

HARBEGARAL RASZROBARLEAT R, RV THS R
ERHEARE BETHRMEZHEMH o |

(3) REEHEH

fr"fi%i.i“"ﬁu“ﬂ.éTVAQWé@%ﬁEﬁE%&&/Jaw&i?}J EHERARLEHR
MEHTRAATHHAAFANEAREL o

(4) REMREN ‘

RBRAGEHIREFBAEBAEHZERL BRTELAELEMMOREL
cHHFBER T  RARERHNARNFEZEIRE ° "’Tuﬁk&‘w—’F§Z’)A%
ey A o '

(5) Mo 5 MAERERF |

RREBRERARBN R ) BEMGE HIARAHRERARET » TRELRY
AREAWMBEANTIR c TARBENBRELFAHE R Wit FLBER
5‘, o

(6) # Bh#4R th Bl % M 4= 2 8 09 £ A1

EFRb S BHBRERFTLELES > e BEFTICHRERABALETMEY
HE-BRE -REERUAGFEa s BN H B Lo BORFHRTIRES
MBERLARBEAETHBHERERLE T °

3. GERKRFARMBAHNLEER

Er—BRANABARREHRRTARREL » ERAE— 2N T
ERELEFOHAEANBAROLZERLE AR BTBERER Lo T 3 R
FRIHRLABAARTERMNARNATHAAFB AR AL NERET
EHo ol LR B HEFELAELAARGESME > 2HH Vne,vr
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Ml R BN RERES o E A EHR Ve . vork B — 4 E 461 A
AERSRACEY B OBRER > AMNUFREFRRETE Ve, vold

IFERBAEEMETARIARRE AAEAMES R L L HEL4%(Editing
Record) AT HF AR AKLAN AR AT HBIHERL o BBAREF AT
R B EMRT

(1) FMERLHE

= #C & F K
#) #HCH &
Z B - Bk B
: ?ﬂWiL?ﬂiﬁC?LEU

& | { X

! !
&
X-Y X-Y-Z
!
YA
[ﬁﬁaﬁ]
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(1i)+ % EES

# | C ER R
Z &
Y + // J
{ !

Y+Z-X

QPQ'-<
s

Rt
o N

WV AMCH
X E3E T

Bz SETHKFARARLHZEESL

BAa()fTAAHEEET N AZEFAVIARCHARERITHRAZ o B
E(IDMNAASEGRAEABY AL HESERAKITAE&ECTRAEN
EEBDERLIPEABABRCZRATHER (Z=X-T)o R R EBEREL
HABRBABRTEAEBELARZNARLT R RO ER L RZo &
HHEREHEL LR T AR BB ESARBA AT I ERLALKLKE L
B ROBBEUAHRG AN AR LEL AT EAL?ET LA ICCH %
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BHREAGETHFARKFAERLTERLE —ERBT > AXERB LR R
MERBSELEMNARLBRAPAOB X BRAE() TR ShTH Le g
Erer eyl 2ALTRRIT-$5lentt > aiianl RXAML {=8
FIZROGBR > FHANKRB G  EHAR KO E - FH AT

BiRL/HHE/FE
R RCKR X Fh 8!

_ [sem: [arg: [agent: ]

adjunct:
MBREMEE R Em TV

sem: [arg: [agent:[sem:human]
{adjunct:

RlZsk 4 F X %4 - sem.arg.agent/Insert/sem human

LEEC FAgent BB T HMm— "AM BSERKBRI o mBBEEEX
ERATA R THREABAEHNEBCR BT RI(RARBF X BEK) o

AR EHSERROERAFTAIINL XKLL H Lt ANFL
EHA Vnp. vpHS T £ mw—E48Koc EMEETE Vurp. ve
B ALk —HREPT o AETnERALHIBARRETEL
Ve . vp F Fﬁ’ﬁ_ﬁi’\l‘i'f@fﬂﬁéﬁﬂﬁi%ﬁﬁﬁﬂﬁ*?;ﬁ_ﬁﬁ'ﬁ
Mt es 4 (LB AHARR) BARBARLETE Fbkn NFH &
BFEART o XFAHRABLANEREZRHR, REHAK Vne, voF &
AR FAAAAMOTARACE BRI o

306



4. BHErMEeFE

BRALAMNE ) ANABRKRERRAEFARAL  ERERKGYEAE LS
THABRRLEETFAGHERX o mEREHNERERELE (AT RGEHR&K)BXK
EFEBHNFARA BRATAERELFETAG o RAAE —HEEZENEEE
HE2G, AR FARLBAGERNEA T THEE

a. EAFHAALE
HEBRABRBEREFBRALGAFAERIZISLLAETHEH R > ALAL
ERLAAMELHES > KANHA LG R AEE A RBEH (direct file
access with variable record 51ze)#hfa$% (word tree)ﬁalxhash
searchmgz}@ﬁ]&ﬁr'ﬂ, W EZ AR EEE

b ARREE —HERET

FERLLARBBRIAVERE > RAFERRENERRELLAmAS
FoMRARRLBER —HAREN LB HFBLETOTH c ARK
MEAEREREXET —BHERLET > AMNTE—XERABR BFR
TAARAAXERHAN AR X EHAR c AFAHEFNERBAT A GRZKZN KA
Xk R BB ki M4 o

C.ERZERRXE H I3
EXAGNEAAE FBARNE-—BEFRARELEBHARL — B £
(object) » HEERBRAXBHOBREHF > WER - KGH - AREIHKZR
HEFFT TR  FAKRELER o

BNEATNAANEEAGLAEH L TH
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EE A X
#REHNG

# % il
g 1 l l
| |
# %
N -
%) ) # & &

RV EEE # % &

B ICCRBABRALEHR
BMEGARAECHEZALEMBERARRE o

5. &%

EEAXREAMNEAR B AR EARBETREA KT OEEIRLEZREFT X
BAEMBTERAARLISBEREA KA EANRBI S KOME KD EHE
HAXAEXBEALEER()AEARLERTS, ()R EHEHEMER KM
BEHELL, Q)EAZHMAERRKAFHMA LR ALEAMNBEAARAREHRR
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REFNHRAREL AREBEHRREATAREHEZRZ BHAMNAR REHRE R
FEARLERABH R R HRE TS AR AEI BT ATRETHKR o
mEABBREN T RARATHARRELABARALEENEY > THER
EBEERILEDBRS  FHEAERR SR AR LTAER c AHELE
A RAAMER SO ERALBARICCAM Y E G Y, bR MEw b —
FHEBALEFTAMRE AMBLEEALALAEREET S H A oM
HHuaBHEs2dmn Tt HRAE—F L2 F /Mo :

6. 4% T H !
1.[+% '88] wE4= > B4t : Bk E#H & ¥4 > ROCLING 88

2.[R'89] A - FEL, REAAMBLEEET— —EBAANX
i+ X 83 & X > ROCLING' 89

3.[Gazdar '85]
Gazdar. G.,E. Klein, G.K. Pullum,and 1. A. Sag 1985.
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and Cambridge, Mass.: Harvard University Press.
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Series No. 13. Stanford: CSLI. '

5.[Tomita'85]
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Kluwer Academic Publishers.
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PARSING CHINESE NOMINALIZATIONS

BASED ON HPSG*

Yuan-Sheng Chang and Hsi-Jian Lee’
Department of Computer Science and Information Engineering
National Chiao Tung University

Hsinchu, Taiwan 30050

ABSTRACT

A Chinese sentence parsing system based on Head-driven Phrase Structure
Grammar (HPSG) is proposed in this paper. It is designed as a module of CEMAT,
a Chinese-to~English MAchine Translation system. Basically, it is a bottom-up data-

- driven chart parser with unification as its primary operation. We augment the unifica-
tion process with structure sharing. The phrases or clauses included in this paper are
noniinalizations. A new feature func is proposed to specify declaratively the proper-
ties of the sentence constructions. Also a function-rule-firing mechanism is proposed
to process constructions involving functional words, such as de5. Incorporating with
Subcategorization Principle, Adjunct Principle, and Head Feature Principle, our pars-
er is able to parse a lot of sentences. '

* This research is'partially supported by Ricoh Co., Ltd.
t To whom correspondence should be addressed.
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1. INTRODUCTION

The develbpment of Machine Translation (MT) systems begins from 1950s. People
want to translate automatically between different natural lan guageé by the help of computers.
MT systems are now developed in the realization that MT can be very useful though imper-

fect.

Natural languages, unlike programming languages, usually lack of sufficient syntactic
and semantic information in the surface strings, which is helpful in determining their internal
structures. This inadequacy increases the parsing ambiguities, and significantly reduces the
parsing efficiency. In comparison with other na,iurz;l languages, Mandarin Chinese is even
- more difficult to be parsed. For example, it has no inflection in the morphologies. There are-
also no tense and aspect markers. Such kinds of facts make the parsing of Chinese sentences

more difficult than the parsing of any other natural languages.

The purpose of this paper is to design a parsing system for Chinese nominalizations,
the grammatical processes by which a verb, a verb phrase, or a portion of a sentence including
a verb can function as a noun phrase. In Mandarin Chinese, nominalization involves placing

the particle de5 after a verb, a verb phrase, or a portion of a sentence including the verb [1].

- Many researchers havé developed Chinese language processing systems for the past
few years. However, most of the examples reported in their works are sentences with simple
nouns, such as Zhanglsanl and ni3 (you) or simple NPs (noun phrases), such as xiao3hai2zi5
(little children). Very few examples of NPs involve nominalization, such as jiaolshul de5
(teachers) and jiaol wo3mens5 yinglwen2 de5 lao3shil.(the teacher who teaches us English).
Lum and Pun [2] dealt with this issue by using Case grammar. They implemented the proces-
. sor as a rule-based system, which uses especially an individual preprocessor for detecting

~complex NPs.

Our Chinese-to-English Machine Translation System (CEMAT) includes six mod-

ules: word identifier, syntax parser, semantics interpreter, tense and aspect determiner, lexi-
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cal selector and language generator. After the sequence of input character strings is seg-
mented into words by the word identifier module, the parser then creates all possible charts
to represent the possible senténce structures. Next, a semantics interpreter will analyze the
properties and meanings of the sentences based on Situation Semantics. The results are also
represented by feature structures. After semantics interpretation, there is a procedure to de-
termine the tense and and aspect information. This procedure is required because the repre-
sentations of tense and aspect information in Chinese are much different with those in En-
glish. Next, we enter the transfer stage to select the corresponding words, phrases in the target
language (English). Finally, the generation stage produce the translated result — the corre-

sponding English sentence.

This paper is dedicated to the syntactic parsing module. To reduce the parsing ambi-
guities, some semantic information is included for constraint checking. In fact, the processing
of syntax and semantics can not be definitely separated into two modules. We adopt a unifica-
tion-based grammar, HPSG, as our linguistic theory, and use an integrated syntactic-seman-

tic approach for our parsing strategy.

Hsu [3] devéloped a bottom-up chart parser to process simple Chinese declarative
sentences. In this paper, we go further to include the nominalization phenomena into our
problem domain. We also extend the parser’s power by adding a rule-based mechanism for
handling some anomalous cases and augmenting the unification process to involve structure

sharing.

In Section 2, we review some contemporary linguistic grammars for processing natural
lahguages. We also introduce the grammar and parsing strategy we adopt, and explain why
we choose them and their properties. In Section 3, we introduce the nominalization phenofn-
ena in Mandarin Chinese. We will give a detailed analysis of this sentence construction, and

show how we can parse it with our parser. In Section 4, we explain the details of implementa-
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tion. Finally, in Section5, we give a short conclusion and present some future research direc-

tions. Some ei(amples will be giving in the appendix.

2. THE GRAMMAR AND PARSER

To design a good natural—langﬁage—processing system, a grammatical formalism plays
an important role. Some grammatical formalisms are developed by linguists to describe the
string set, the syntax, and the semantics of a language [4]. Examples include transformational
grammar [5], definite-clause grammar [4], lexical-functional grammar [6], generalized
phrase structure grammar [6, 7], head-driven phraSe structure grammar [8, 9], and so on.
Some grammars are originally developed by computer scientists for parsing programming
languages, such as context-free grammar [10], attribute grammar, augmented transition net-

work [11], and so on.

GPSG developed out of work by G. Gazdar at the end of the 1970s [6, 7]. It has just
one level of syntactic representation, and it can solve several long-standing problems. GPSG
relies on being able to pass information around trees, in which information is encoded by

‘means of syntactic features.

- Head-driven Phrase Structure Grammar (HPSG) is an immediate successor of GPSG.
It makes use of many ideas from GPSG in handling syntactic categories and features [8].
However, HPSG drops out most of GPSG’s grammar rules by enriching the lexicon. Never-
theless, as cited in Computational Linguistic [12], HPSG is incomplete in both its universal
and language-specific components. Pollard also did not consider the computational proper-
ties. The reason why we choose HPSG as our linguistic theory is due to its clarity and declara-

tive properties.

The overall structure of a sign in HPSG is shown below.

[phon «
syn [head [maj - By,
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adjunct B2,
subcat B3],

sem Y]

where o, B; B2, B3, Y denote feature values. The phon attribute stores the phonological infor-
mation of a word or a phrase. The syn attribute contains a set of syntactic features to represent
the syntactic information. The féature head describes syntactic properties that a sign shares
with its projection. The feature maj kee;;S the information of categories and the feature ad-
junct the optional modifiers. The subcat list gives us the required arguments to form a bigger
constituent. Semantic information is specified as values for the feature sem. Take hit as an

example.

[phon [hit],
syn [head [maj v,
adjuncts [ADV(frequency)]]
subcat  [NP(singular,human), NP(object)] ] ]

When this sign is combined with some NP by a unification process according to both Subcate-
gorization principle and Head feature principle, the resulting feature structure will have the
-same head features with its head daughter Aiz. In addition, the agréement constraint, saying,
the subject of the verb must be a singular NP ([NUM singular]), is directly specified in the
sz_tbcat list. The notation adjuncts [ADV(frequency)] says that the verb hit could be modified
by a adverb of frequency type. The corresponding unification principle for processing this
feature is called Adjunct Principle. HPSG is in fact a theory of describing the relations be-

tween various feature structures.

Subcategorization Principle and Adjunct principle are not powerful enough to substi-
tute all the ID rules in GPSG. In fact, the purpose of this paper is to propose some features
- and corresponding unification principles, inheriting from HPSG’s spirit, to recognize some

kinds of Chinese sentence constructions.
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Since HPSG puts most information into the lexicon and drops out most of the gram-
mar rules, it prefers a unification-based implementation rather than a rule-based parsing
strategy. Unification, in general, is a process which combines two feature structures to form
a more informative feature structure. In HPSG, the unification process functions more like
constraint checking. For example, when parsing the sentence She cries, the Subcategorization
Principle will unify the NP she with one of the subcat element of the verb cries. This unification
succeeds, because the feature structure of she suits the constraint NP(singular,animal) speci-
fied in the subcat list of cries. Note that the notation NP(singular,human) is the shorthand of
the feature structure [syn [maj n], sem [num singular, d_hier human]]. We call this process as
conditional unification. Obviously, the conditional unification is not a commutative process.

That is, A unify B # B unify A.

An input string that can be accepted by a computer should pass the verification 0f a
parser. After verification, we say that this input string fits the grarﬁmar defined for the lan-
guage. For a legal input sentence, the parser would generate an intermediate, internal repre-
sentation that can be processed furthermore. The choice of parsing strategy is generally de-

pendent on the kind of languages and grammars which you adopt.

Augmented Transition Network is not only a grammatical formalism but also a parsing
strategy. Each network is essentially a context-free grammar rule, with a set of registers to
represent the intermediate structure. Each node is a state, connecting with arcs to specify the
transition requirements. With each arc, there are many tests to rule out illegal input strings
and action routines to construct the intermediate syntactic structure for further processing.
LR parsers are originally developed by computer scientists for parsing programming lan-
guages. With a precomputed shift-reduced table, an LR parser is able to parse most program-
ming languages deterministically. Unfortunately, most natural languages contain lots of am-
biguous structures. Simple LR parsers can not handle these cases, 50 many augmentation

methods have been developed to improve their powers [10].
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Most chart parsers nowadays are designed for rule-based systems. The basic data
structures of these chart parsers are composed of three objects: grammar rules, charts, and
input string queue. Cooperated with unification-based grammars, such as HPSG, the data
structure of chart parsers can be simplified to only one object type: the charts. The control

mechanism is now based on the unification principles, as shown by the following process.

% Nis the current position of the position pointer.

%  This predicate parsé(N) looks for all charts adjacent the position pointer,
" % and tries to combine them according to various unification principles,

%  such as Subcategorization Principle, Adjunct Principle, and so on. The

% predicate chart(P1,P2,F) looks for a feature structure F b.eginnin_g from

%  position P1 to position P2.

parse(N) :- chart(PO,N,A), chart(N,P1,B), combine(PO,Pl-,A,B).

parse(N) :- M is N+ 1, M <max_length, parse(M).

parse(_) :- print_out_all_results.

%  This predicate combine(P0,P1,A,B) combines feature structures A

% and B by each unification Principle. If any of them succeeds, add

% | a chart Result from position PO to position P1, and find a new

%  chart C ending at position P0. Then, recursively call this predicate

%  to combine C and Result.

%  Subcategorization Principle -

combine(P0,P1,A,B) :- subcategorization_principle(A,B,Result),
add_a;chart(PO,Pl,Result),chart(RPO,C), '
combine(P,P1,C,Result),fail.

%  Adjunct Principle

combine(P0,P1,A,B) :- adjunct_principle(A,B,Result),
add_a_chart(PO,Pl,Result),chart(P,PO,C),
combine(P,P1,C,Result),fail.
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%  Function-rule-firing Mechanism

combiné(PO,Pl,A,B) ;- function_rule_firing(A,B,Result),
add_a_chart(P0,P1,Result),chart(P,P0,C),
combine(P,P1,C,Result),fail.

%  Conjunction Principle

.combine(PO,Pl,A,B) .~ conjunction_principle(A,B,Result), '
add_a_chart(P0,P1,Result),chart(P,P0,C),
combine(P,P1,C, Result),fail. |

The whole parsing procesé for the sentence wo3 min2tianl sang4 tai2bei3 is drawn in
Figure 1 We put a mark on the left side of each chart to indicate the principle to be used.
The numbers given on the left-upper corner of each chart indicate the generated sequence

order of each chart.

'5.SP

2.5P

wo3 | min2tianl| sang4 | Tai2bei3
1 2 3 4 5

Note: 1.SP stands for Subcategorization Principle, and
AP stands for Adjunct Principle.

2.The shaded area separates a chart into two subparts

which compose this chart.

Figure 1. The parsing process for sentence wo3 minZ2tianl sang4 Tai2bei3.

As we can see from Figure 1, this parser works bottom-up, breadth-first, and adopts

an exhaustive search. This implies a poor efficiency. However, it can generate all possible
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parSing results. Thus, it is good for debugging during the developing process and is suitable

for our needs.

3. NOMINALIZATION

Analysis of complex noun phrases (NPs) is a difficult issue in Chinese language pro-
cessing. Many researchers have developed Chinese language processing system.s for several
years. Most of the examples reported in their works are sentences with simple nouns such
- as zhangl_sanl and ni3 (you) or simple NPs such as xiao3hai2zi5 (little children). Very few
examples 6f NPs involve nominalization or relative clauses using de5 such as jiaol_shul de5
(teachers) and jiaol wo3mens5 yinglwen2 deS5 lao3shil (the teacher who teaches us English).
Lum and Pun dealt with this issue in their work [2]. Their method is based on Case grammar
andis impleménted as a rule-based system, which uses especially an individual preprocessing

module for detecting complex NPs.

Anominalization may be used as a noun phrase, a relative clause coristrucﬁon, or may
serve as the complement to an abstract head noun [1]. Zhu [13] regarded- that a nominaliza-
tion is that a nominalizer “de5” follows a verb or a verbal phrase and the whole construction
serves as a nomal component. To illustrate these phenomena, consider the following two ex-

amples:

1. zheid zhong3 zhi2wu4 ke3yi3 danglzuo4 chil deS.
“( This type of plants can be taken as food. )

2. zhong4 shui2quo3 de5 nong2ren2

( the farmer who grows fruit )

3. xie3 xin4 de5 mao2bi3

( the brush to write letters )

4. xing2zheng4yuandzhang3 ci2zhi2 de5 xinlwen2

( the news that the premier of the Executive Yuan resigris )
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The nominalization chil de5 in the first sentence functions as an NP. It means some-
thing eatable. While the nominalization zhong4 shui2quo3 de5 (growing fruit -de5) in the sec-
ond example functions as a relative clause modifying the head noun nong2ren2 (farmer),
where a relative clause is a clause that restricts the reference of the head noun. In other words,
there is a noun phrase just following de5, and this noun phrase actually refers to one of the
unspecified participanfs in the situation named by the nominalization. In this example, the
noun phrase nong2ren2 refers to the unspecified subject role of the situation named by the _
nominalization zhong4 shui2quo3 de5. And. the nominalization zhong4 shui2qu53 de5 serves
as arelative clause modifying nong2ren2. Example 3 is another case where the nominalization
xie3 xin4 de5 serves as a relative clause modifying the heéd noun mao2bi3. However, there
is one difference between examples 2 and 3. The head noun nong2ren2 in example 2 actually
refers to one of the unspecified but necessary participants of the verb zhong4 of the nominali-
- zation zhong4 shui2quo3 de5, while the head noun mao2bi3 in example 3 refers to an optional
participant of the verb xie3 of the nominalization xie3 xin4 de5. From the HPSG viewpoint,
the head noun nong2ren2 fits one of the unspecified arguments in the subcat list of the verb
zhong4, while the head noun mao2bi3 fits one of the unspecified arguments in the adjunct list

of the verb xie3.

In the last example, the nominalization xing2zheng4yuan4zhang3 ci2zhi2 de5 (the pre-
mier of the Executive Yuan resigns —-de5) modifies the head noun xinIwen2 (the news). It is
very similar with example 3 in having a saturated verb phrase in the nominalization. But, dif-
ferent with examples 2 and 3, the head noun xinIwen2 is neither a neceésary nor an optional
argument of the clause xing2zheng4yuan4zhang3 ci2zhi2. Instead, the nominalization modifies
the head noun by specifying an event as its content. In other words, the difference is on the
semantic relation between the nomirvlalizations. and the head nouns. In summary, we list a

classification of the usages of nominalizations in Table 1.

Table 1. Classification of the Usages of Nominalizations
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Function of the nominalization Constituent following

the nominalization

1. being a noun phrase itself Nil
2. serving as a relative clause a head noun, which can fit the
specification of the

i) referring to an obligatory argument 1. obligatory argument
ii) referring to an optional argument 2. optional argument
3. serving as a modifier an abstract head noun

In the following sections, we will discuss each of the above cases, and propose a special
feature func and a corresponding unification principle to recognize all of these constructions.

They have been implemented as a subset of our chart parser.
3.2 A Nominalization without a Head Noun

If the word or phrase following de5 can not form a noun phrase, the nominalization
is itself a head noun, called nominalized noun phrase later. We shall assign its syntzictic and
semantic features according to some conventions. Since the nominalized noun phrase is gen-
erally a relative clause, there is at least one unspecified participant of the verb. We need only
check which one it is. Then we can determine the role of the norhinalized phrase. For the
phrase jiaol wo3men5 yinglwen2 de5 (teach us English —de5), the only unspecified syntactic
role is the subject. Thus, we can first assign the syntactic and semantic information of the no-
malization by copying the subject information from the subcar list of the head verb of the

clause. The resulting structure is shown as follow.

[phon [jiaol, wo3men5, yinglwen2, de5],

syn [head  [maj n]],

sem [d_hier human],

adj_dtr [phon [jiaol, wo3men5, yinglwen2], -
syn [head [...],

subcat |
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[subj, [syn [head  [maj n]],
sem [d_hier humanl]]]}],

1]

The element [subj, left, [syn [head [maj n]], sem [d_hier human]]] in the subcat list
of the relative clause jiaol wo3men5 yinglwen2 says that in regular case there must be an NP,
which belongs to the human type in the domain hierarchy, on the left side of this cluase, and
the NP fﬁnctions as a subject (subj) of this clause. Similarly, the nominalization ta3 mai4
- wo3men5 de5 in ta3 mai4 wo3men5 de5 doul shi4 ci4ji2pin3 (What he sold to us are all goods
of inferior quality.) refers to the direct object (what is sold) of the verb mai4. HdWever, if more
than one participant are not specified, how can we determine the syntactic and semantic prop-
erties of the nominalization ? How do we know that the nominalization wo3 mai4 de5 in wo3
mai4 de5 shi4 zhonglguo2 huo4 (What I sell are Chinese merchandise) refers to the diréét
object, what is sold, rather than the indirect object, buyer? Even more, all the three partici-
pants in the nominalization mai4de5 in mai3 de5 bu4ru2 chul_zul de5 hao3 (What is for sale

is not as good as what is for rent) are not specified. Yet, we know that mai4 de5 refers to the

*"~direct object (what is sold) rather than the others. To explain these phenomena, Li and

Thompson proposed the following four rule:

1. To be used alone as a noun phrase, a nominalization must contain a verb with at

least one of its participants unspecified.

2. If there is only one participant unspecified, the referent of the nominalization is

the same as that of the missing participant.

3. If both the subject and direct object participants are unspecifi'ed in a nominaliza-
tion, then the nominalization will generally be understood to have the same refer-

ent as the unspecified direct object participant of that verb.

4. A nominalization used alone as a noun phrase never refers to the indirect object

participant.
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Take the verb song4 (give) as an example. Since the verb song4 is a ditransitive verb,
it requires three participants, either overtly specified or understood: a subject denoting the
giver, an indirect object the receiver, and a direct object the given entity. In Chinese dis-
course, the receiver (indirect object) whom both the talker and the listener know is sometimes
omitted. Yet we understand that the verb mai4 actually requires three participants. According
to the above four rules, the nominalizations, which are underlined, in the following four sen-

tences can get suitable interpretations.

5. song4 de5 bud ru2 zi4ji3 mai3 de5 hao3.(direct object — goods)

( What is given free is not as good as what is for sell.)

6. wo3 song4 de5 shi4 yi2 ben3 shul.(direct object)
( What I give is a book.)

7. songdgei3 Li3si4 de4 shi4 zui4 qui4 de35.(direct object)

( What is given to Li3si4 is the most expensive.)

8. song4 huo4 de5 da4ban4 doul shi4 nan2ren2.(subject)

( Goods delivers are mostly men.)

To implement these four rules in HPSG form, the feature structure of the grammatical

particle de$5 is defined as the following form:
[phon  [de5],
func deS].
Here we introduce a new feature func for firing grammar rules. During the bottom-up
parsing process, if we find out any feature structure containing a func feature, then the value
of this feature is adopted as a predicate name and is fired. We will call this firing operation

as function-rule-firing mechanism:

If a feature structure A contains a feature func, then

the value of this feature is taken as a predicate name and is fired.
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A word with a func feature is called a functional word, for the way to combine the
word with others is different with the regular unification processes. Since we can hardly speci-
fy its behaviors by some declarative unification principles, we use a rule-based mechanism
to describe the way which a functional word combines with other feature structures. For the

nomalization, the value of func feature is de5, so the grammar rules named de5 will be fired.

% N is the current position of the position pointer, L is the total

% length of the input string.

% get_feature_value(A,list_of_features,Value) gets the value on the

% path list_of_features from feature structure A. .

parse(N,L):- chart(M,N,A), get_feature_value(A,[func],A_func),
P=..[A_func,M,N,L], call(P).

% (M,N) are posiﬁon of the functional word de5 -
de5(M,N,L):- chart(PO,M,A),
get_feature_value(A,[syn,head,maj],A_maj),
((A_maj= =a) -> de5_rule1(P0,N,A)
| (A_maj= =n)-> deS5_rule2(PO,N,A)
| (A_maj==v) -> de5_rule3(PO,N,A)

| .otherwise —> fail ).

The grammar rule for de5 contains three sub-rules. What we care about is the case
when there is a VP clause proceeding de5, that is, the nominalization construction. The rule

de5_rule3 is proposed as follows.

% PO is the starting position of clause A,

% N is the ending position of de5

de5_rule3(PO,N,A):-
get_feature_value(A,[syn,subcat],[H|T)),
H=[Role,_,F], Role\ = =indirect_obj,
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Result=[phon [A_phon,de5],

syn [head F_head,
sém F_sem,
head dtr F

adj_dtrs  [A] ],
add_a_chart(PO,N,Result),
chart(P,P0,C), combine(P,N,C,Result).

The above rule will always bind the variable H with the first element in the subcat list
of A . In order to assign the direct object the highest priority, we need just to put it at the first
position in the subcat list of the verb. As a result, the subcat list of a ditransitive verb will
be:

[direct_obj, subject, indirect_obj]
and that of a transitive verb is:

[object, subject].
Note that above arrangement is different from the one proposed by Pollard and Sag, who
claim that the order of the elements in the subcat list is determined by the so called oblique-
ness. Figure 2 shows the parsing result of the nominalized noun phrase song4gei3 Li3si4 de5.
Note that the unsaturated direct object NP(concrete) of the clause sbng4gei3 Li3si4 is copied
to be a head daughter of the resulting nominalization. Thus the category of the nominaliza-

tion is an NP ([maj n]) rather than a VP([maj v]).
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phon [songdgei3; Li3si4, de5]
syn [head [maj n]]
sem [d_hier concrete]

adj_dtr head_dtr
" phon [song4gei3, Li3si4] |
syn [head [maj v}, NP(concrete)
subcat | _ ’
[do,r, NP(concrete)], -/
i [subj,,NP(human)]] J~———~

Figure 2. The nominalized noun phrase song4gei3 Li3si4 de5.

Unfortunately, there are some cases which do not obey the above analyses. For exam-
ple, the nominalization jiaol wo3men5 de5 in jiaol wo3men5 de5 shi4 yi2 ge5 hao3 lao3shil
(The person who teaches us something is a good teacher) obviously refers to the subject role
(the teacher) of the verb jiaol, thoﬁgh both the subject and direct object participants are not
specified. For this special case, we need only rearrange the subcategorization order of the

| verb jiaol as follows:
[subject, direct_obj, indirect_obj]

The nominalization jiaol wo3men5 de5 will now refer to the teacher, rather than the course.

3.3 A Nominalization with a Head Noun as a Complement

A nominalization can also serve as a relative clause of a head noun. In sentence jiaol
wo3men) yinglwenZ2 de2 liao3shil min2tanl chulkuo2 (The teacher who teaches us English
will go foreign tomorrow), the noun phrase following de5,that is, lao3shil, obﬁously refers
tothe uhspecified subject role (teacher) in the subcat list of the verb jiaol. The nominalivzation

functions like a relative clause modifying the noun phrase. The resulting feature structure is

shown below.
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[phon ([jiaol, wo3menS, yinglwen2, de5, lao3shil],
syn [head X],
head_dtr [phon  [lao3shil],

syn [head  X]]
adj_dtrs [[phon [jiaol, wo3menS5, yinglwen2],

s [

subcat [Y] ]] ].

% NOTE: X is uniable with Y.

To recognize this kind of constructions, another rule for de5 is designed below:

% PO is the starting position of clause A,

% N is the ending position of de5

de5_rule3(PO,N,A):- chart(N,P1,B),
get_feature_value(A,[syn,subcat],A_subcat),
member(A_subcat,I), |
unify(I,B,IB)

Result=[phon [A_phon,de5,B_phon],

syn [head IB_head],
sem [IB_sem],
head dtr 1B,

adj_dtrs  [A] ],
| add_a_chart(P0,P1,Result),
chart(P,P0,C),combine(P,P1,C,Result).

Taking sentence ying2 de5 ren2 yiao4 qing3ke4 (The winner must be a host.) as an exam-
ple, the subcat list of the ditransitive verb ying2 (win) is:
subcat [ [dir_obj, right, NP(object)],
[subj, left, NP(human)],
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[indir_obyj, right, NP(human)]].
When the parser finds the functional word de5 at position (2.3), the rule packet of de5 is
checked. Since the maj of the feature structure immediate leading de5 is v (verb), the rule
de5_rule3 is fired. It first checks if the chart immediately fbllowing de5 can be unified with
any element of the subcat list of the verb ying2 (win). The checking obeys the order of the
subcat list. Since the first subcat element NP(object) fails to unify with ren2 which is an NP(hu-
man), the next element NP(human) is tried. This time the unification succeeds, a resulting -

feature structure is built and is asserted into the database.

syn [head [maj n]],
sem [d_hier human]

adj_dtr : ‘Wﬁ

phon [ying2,de5,ren2], }

phon [ying2],. | phon [ren2],
syn [head [maj v]], [head [maj n]],
subcat [ sem [d_ h1er human] |
[direct_obj, right, NP(object)],
[subject, left, NP(human)] T+ - —_ /
[indirect_obyj, right, NP(human\]“]]:\ T~/
- ~ un-unifiable /
~
~ /
-
unifiable \/

Figure 3. The parsing tree of ying2 de5 ren2 (the winner).

Similarly, in the following sentences, the head nouns refers to the unspecified direct
object, unspecified subject, and unspecified subject role of the verb in the nominalization,

respectively.

9. mai4 gei3 Li3si4 de4 yilfu2 shi4 zui4 qui4 de5.

( The clothes sold to Li3si4 is the most expensive.)
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10. jigol shul de5 ren2 da4_ban4 doul zhi4 hao3 ren2.

( Teachers are mostly good people.)

11. jiaol wo3men5 de5 Wang2xianlshengl ming2tianl chulkuo?2.

( Mr. Wang who is our teacher will go abroad tomorrow.)
3.4 A Nominalization with a Head Noun as an Adjunct

There is another case where the head noun following de5 does not refer to the obliga-
tory participant in the subcat list of the verb of the nominalization. Instead, the head noun
refers to some other participant involved in the situation named by the relative clause, such
as an instrument used, the location or time at which the event happens, or even the reason

for which or the method by which it occurs. Below are some examples.

12. xiulli3 shui3guan3 de5_ju4zi5 (instrument)

( the saw to repair the water pipe)

13. zhanglsanl hua4 huar4 de5 fq_ngZﬂ_g_n_I_ (location)

( the room where Zhanglsanl does his painting)

14. lian4 zu2qiu?2 de5 jidjie2 (time)

- ( the season when one practices soccer)

15. wo3 lai2 zher4 de5 2gu4 (reason)

( the reason why I came here)

16. pa2shou3 toul dongl_xil de5 fanglfa3  (ethod)
( the method by which pickpockets steal things)

When the head noun followin‘g de5 fails to unify with the unspecified participants of
the subcat list of the verb of the nominalization, we then check if the content of this head
noun belongs to the type of instrument, location, time, reason, method and so on in the se-
mantic domain hierarchy. If it does, a feature structure is constructed in which the head noun

fits in the head daughter feature, and the nominalization fits into the adjunct daughters list.
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For example, the feature structure for the noun phrase pa2shou3 toul donglxil de5 fanglfa3

(the way that pickpockets steal) is:

[phon  [pa2shou3, toul, donglxil, des, fanglfa3 ]
syn [head  X],
head_dtr [phon  [fanglfa3],
syn [head X]]
adj_dtrs [[phon [pa2shou3, toul, donglxil],

syn [.]]]

The rule for processing this case is shown below.

% PO is the starting position of clause A,

% N is the ending position of de5.

de5_rule3(PO,N,A):- chart(N,P1,B),
get_feature_value(B;[syn,head,maj],n),
get_feature_value(B,[sem,d_hier],B_domain),
is_a(B_domain,[instrument,location,time,reason,methodb]),

Result=[phon [A_phon,de5,B_phon],

syn [head B_head],
“sem B_sem,
head_dtr B,

adj_dtrs  [A] ],
add_a_chart(P0,P1,Result),
chart(P,P0,C),combine(P,P1,C,Result).

3.5 A Nominalization with an Appositive Head Noun

The most important characteristic of this noun complement construction is that the

head noun is always abstract and does not refer to any entity, specified or unspecified, in the
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modifying clause. In other words, the nominalization functions as an appositive clause of the

head noun. Below are some examples with the head noun underlined:

17. wo3men5 he2zuo4 de5 wen4ti2 hen3 jian3danl.

( the problem concerning our cooperation is very simple.)

18. wo3menS5 zul fang2zi5 de5 shi4

( the matter concerning our renting a house)-

19. xing22heng4ydan4zhang3 ci2zhi2 de5 xinlwen2

( the news that the premier of the Executive Yuan resigns)

Despite of the linguistic viewpoint, the process to recognize this noun phrase construc-
tion is almost the same with the previous one, except that the content of the head noun no
longer belongs to the instrument, location, time, reason, or method type but rdther belongs
to the event type in the NP domain hierarchy. Thus we just need td add a new condition into
the previous de5_rule3 to check further if the domain hierarchy of the head noun is an event

type. The third subgoal of the previous de5_rule3 is now modified as follows.

is_a(B_domain,[instrument,location,time,reason,method,event]),
4. IMPLEMENTATION

Our parser has been implemented with Quintus Prolog on a Sun 3/60 workstation.
The reason why we choose Prolog is due to its good facilities for unification, recursion, and
data representation. In addition, Quintus Prolog has supposed an excellent envirohment in-

volving necessary tools for developing systems

Sincé our chart parser adopts exhaustive search, all possible substructures will be built
during the parsing process. The order to apply the above unification principles will not affect
the parsing results. That is, for any two adjacent charts, all of the unification principles (SP,
AP, CP) and the function-rule-firing mechanism will be applied to check if the two charts

can be combined.
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Grammar rules are used to handle anomalous cases which can not be declaratively
specified in the feature structures. In this paper, we recognize the nominalization construc-
tions by grammar rules. In order to reduce to rules to be tried, a feature func is used for firing
the required rules. The value the func feature is taken to be the name of the rules. For exam-
ple, a feature-value pair [func de5] is specified in the feature structure of the functional word
de5. When the parser aetects the func féature, it takes the value de5 as a predicate name and

fires it.

The reason why we use grammar rules to handle the nominalization cqnstfuctions in-
stead of some unification principles is that these constructions can not be eaéily specified.
Sometimes a nominalization functions as an NP, sometimes it functions as an relative clause
construction modifying the following head noun. In the‘former case, the parser need to refer-
ence two featﬁre structures at a time (the clause and de5), while in the latter case, the parser
needs to refer to three feature structures at a time (the clause, de5, and the following head

noun). For either case, one needs to check the subcat list of the leading clause.

Below we give an example to illustrate the parsing result of the input sentence, ex- |

pressed as a list of words, [wo3, xi3_huanl, xi3_huanl, zhongl_guo2, de5, nu3_hai2].

Solution 1 :
phon  wo3,xi3_huanl,xi3_huanl,zhongl_guo2,de5,nu3_hai2
syn head maj \'

adjuncts .....
subcat ...
sem
head_dtr
phon xi3_huanl
syn head maj v
adjuncts .....
subcat ...
sem
cmp_dtrs

phon  wo3
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228‘

syn head maj
sem var per 1
num sg
d_hier human
rest reln referring
referent speaker
phon xi3_huanl,zhongl_guo2,de5,nu3_hai2
syn head mayj n ‘

sem var per 3
d_hier human
head_dtr
phon nu3_hai2
syn head maj n
sem var per 3

d hier human
adj_dtrs v
phon xi3_huanl,zhongl_guo2
syn head maj v

adjuncts .....
subcat .....
sem
head_dtr
phon xi3_huanl
syn head maj v
adjuncts .....
subcat .....
sem
cmp_dtrs

phon zhongl guo2

syn head maj n

sem var d_hier - space
There is total 1 solution.———————————
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5. CONCLUSIONS

In this paper, we have analyzed the Chinese nominalizations and have designed a spe-
cial feature func. A function-rule-firing mechanism is introduced to recognize constructions
involving functional words, such as de5. All of the work described in this chapter has been

implemented, without a specific NP preprocessing module.

It is still a long way to implement a practical Chinese-to-English machine translation

system. Among those modules, the parser is the most difficult module to implement because

Chinese sentences contain many anomalous structures which are remained to be exploited.

~ In the future, we are going to analyze more Chinese sentence constructions, such as
Serial Verb Construction (SVC), Topicalization, ba3 and bei4 constructions, etc. And we will
augment the power of the parser, trying to integrate the syntax and semantics analyses in'a
single process. In addition, the efficiency of thé parser needs some improvement. There are

many redundant constructions of constituents being generated during the parsing process.

We should apply some other mechanisms, such as top—down predictions, and other con-

straints to make the parser more efficient.

The lexicon is another big problem in MT systems; especially those based on unifica-

tion-based grammars which keep most information in the lexicon. Building a complete lexi-

con is a huge work. In the future, we are going to discuss the structure of the lexicon, giving

a more efficient data retrieval mechanism and a flexible and user—friendly updating method.
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Abstract

In parsing English sentences, it happens quite often that
parsers - come across unknown words. A method for obtaining the
syntactic properties of unknown English words from a big corpus
is presented. To what extend can the syntactic properties of
unknown words be obtained is investigated from the view-point of
a machine translation system. The acqulsltlon method is based on
the contexts of unknown English words in the corpus.

1. Introduction

In .parsing natural languages, it happens quite often that
parsers come across words which are not listed in the system
dictionary. Little can the syntactic properties of the unknown
words be acquired if there is one input sentence only. Suppose
there 1is .a big corpus, and all sentences in the corpus are
syntactically correct. Normally the corpus covers a large amount
of sentences in a specific area. For each unknown word, there is
no or at least one sentence in the corpus containing that unknown
word. For example, a corpus which consists of the first four
volumes of UNIX operating system manuals may be a good one. The
corpus covers most words widely used in the field of operating
system, where some of the words, especially some computer
terminologies , may not be listed in the dictionary of a specific
machine translation system. The syntax of the source language
[BERWICK85] [FASS89] [RUQIAN89] and semantic knowledge of unknown
words [BERWICK89] [VELARDI89] can, to some degree, be obtained
from the various contexts of the words in the corpus. In this
paper, the focus will be on the syntactic properties of unknown
words, and the acquisition process will be on a practical machine
translation system. In general, the acquisition method can be
used 1in or adapted to other practical machine translation
systems. The dictionary can be expanded based on the information
obtained. The syntactic properties obtained in this way are
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éubject to review by pedple before they are keyed into the.system'
dictionary.

The English-Chinese machine translation system, CCRL-ECMT,
formally ERSO-ECMT, has been developed in the Electronics

Research and Service Organization (ERSO), ITRI, since July 1987.
At present, the project 1is conducted in° Computer and
Communication Research Laboratories (CCRL), ITRI. In the

machine translation system, an input sentence is preprocessed by
the morphological module before being analyzed by the parser.
Since there is no entry for unknown words in the dictionary, the
morphological module can merely do primitive analysis for unknown
words, such as eliminating "d" or "ed" for regular verbs,
restoring the ending "ing" to "e" or simply eliminating the
ending "ing", and eliminating the ending "s" or "es". Even such
primitive analysis can not be done satisfactorily. The
information obtained from the morphological processing will be
used in later stages. The parser is based on Tomita’s parsing
algorithm [TOMITA86] with augmented syntactic and semantic tests
‘"under the context-free grammar rules. A contezx-free rule in the
system grammar is applied to construction of parsing trees when
the parsing status passes the tests of the rule [TANGS88]. The
parsing trees constructed by the parser for an English sentence
are all syntax trees which already have met the restrictions the
tests impose upon.

The possible contexts of a word are the various situations,
many of them recorded in the system dictionary, the word may be
in. In general, the contexts of a word include information in
dictionaries and acceptable sentences, such as semantic markers,
verb-types, the grammar rules applied to the current segment of
the input sentence containing the word, and the actual segments
in acceptable sentences covering the word. In principle, the
system dictionary should have abstracts of all possible syntactic
and semantic contexts of words in sentences.

In the machine translation system, CCRL-ECMT, the relevant
syntactic properties to be determined are as follows:

The first thing to do is to determine the part-of-speech of
unknown words in each context. The part-of-speeches in the
system are adjective, adverb, do-modal, article, be-verb,
conjunction, have-verb, modal, noun, preposition, relative
pronoun, "to" for infinitive, verb (other than be-verb and have-
verb), subordinate conjunction, wh-word, wh-word as noun, .and wh-
word as conjunction. The verbs are further classified into 25
categories as shown 1in the Advanced Learner’s Dictionary of
Current English [HORNBY63]. A verb might be of several
categories. Some categories of verbs may have prepositions,
called particles, closely related to them. A verb 1in these
categories and its related preposition normally appear at
relative syntactic places in sentences at the same time. The
entry of a verb in those categories should contain the related
preposition(s). The verb and the related preposition(s) can be
used as a restriction or a guide for parsing. The following
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patterns show the verb types of 18 and 24 .

VP18: Verbl8 + NP + PP,
VP24: Verb24 + PP.

The prepositions for these two verb types should be put in
the entries of the verbs of type 18 or 24 in the system
dictionary.

For example, "I sold the book to my friend.", "sell" and
"to" are closely related in this context. In the sentence, "He
succeeded in taking the examination.", '"succeed" and "in" are
used together. "to" and "in" should be included in the entries
for "sell" and "succeed" respectively in the system dictionary.

For some adjectives, there are also particles closely
related to them. An adjective of this usage should be used
together with its related preposition, so the entry of the
adjective should have the related preposition. For example, the
preposition "to" normally follow the adjective "available" as in
the phrase "available to everyone'.

Some nouns have the same property of the adjectives

mentioned above. A noun of this category may have a preposition
following right after it. For example, ticket "to" Paris,
introduction "to" natural language understanding, relation

"between" the book and the orange. Depending on the number of
English usages the dictionary should reflect, it may contain some
more properties of words. The properties show the relations
between the word and its various possible contexts.

In practice, it 1is more convenient to 1look up a
comprehensive dictionary to get syntactic properties of the word
unknown to the system than to use this acquisition- method, but
actually it is not the case. There are many words and/or their
usages not covered in any dictinary, and the words and/or their
usages are used quite often by people, especially in specific
areas, and, furthermore, the problem itself is interesting.
Therefore, automation or semi-automation of syntactic knowledge
acquisition is still worth study.

2, Determination of the part-of-speeches of an unknown word

Suppose that the unknown word could be any part-of-speech in
the grammar, and then the parser tries all part-of-speeches for
the unknown word to construct parsing trees for an input sentence
containing that word. For each possible syntax, a parsing tree
comes out. A sentence may have more than one parsing tree. The
parser analyzes the syntax of all sentences . containing the
unknown word in the corpus. In fact, the unknown word does not
necessarily have that many part-of-speeches. For some assumed
part-of-speeches, the parser might fail to construct a parsing
tree for the sentence. In this case, the word does not have
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these part-of-speeches.

In general, each parsing tree the parser has constructed
does not necessarily correspond to an acceptable interpretation,
because the syntactic structure might not be acceptable to
people. Since the word is unknown, there is no way to judge the
correctness of the sentence by the semantic information of the-
unknown word, but the semantic information of the context of the
unknown word together with the part-of-speech of it is 'still
useful for making judgement. The final judgement is always the
job of people, not the computer system. Furthermore the
etymological information of the unknown word, which can not be
easily represented and processed on computer, is usually very
important for making judgement. Actually, for some cases, the
part-of-speech shown in a parsing tree is not a right one for
that word. ‘'The possible reasons for this are some flaws of the
context-free gtammar of the parsing system which allows
nonexistent syntax, even nonexistent usages, etc. Therefore the
-actual part-of-speeches of the unknown word will be subset of all
the part-of-speeches of the unknown word in the parsing trees the
parser has constructed from the sentences containing the unknown

word in the corpus.

Suppose that there are N sentences in the corpus containing
the unknown word W, and there are M part-of-speeches in the
grammar. After having parsed the N sentences, a table is set up.
The entry (i, Jj) of the table is 1 or a blank, where 1 indicates
that the unknown word in the j sentence has the part-of-speech i,
and a blank hasn’t. A column which has two 1s in it indicates
that the unknown word has two part-of-speeches and for each part-
of-speech at least one parsing tree can be constructed. Each
element of the 1last column is the result of the 1logical OR
operation of all the elements to the left of it. This column
shows the set of the possible part-of-speech(s) of the unknown
word. An 1 at row i of the last column indicates that the word
could have the part-of-speech i. The set of part-of-speeches
indicated in the last column is defined as the maximum set.

The determination of part-of-speech(s) of an unknown word is
not done alone. The other further properties, which will be
discussed in the next section, are also acquired at the same time
from the parsing trees constructed by the parser. All candidates
for particles will be tested, and the verbs are divided into 25
types to be tested for each type.

Let’s see an example. Suppose that there are 5 sentences in
the corpus containing the unknown word W, and there are 5
possible part-of-speeches: n (noun), v (verb), a (adjective), z
(adverb), p (preposition).

344



Sentence number 1 2 3 4 5 OR
Class

T1ea 11| 1
iy T 1| 1
Tara T
Tarzo 1T 1
Cs:p 1| 1

The 1last column is the logical OR , operation of the
preceding five columns. It shows that the part-of-speech of the
unknown word in a sentence could be n, Vv, 2z, or p. For actual
cases, the verb will be divided into 25 types, and there are
various = particles. Those usages are considered different and
treated separately. In fact, this method gets more part-of-
speeches than what the unknown word could have.

The approaching algorithm, which operates on the table
mentioned above, 1is in the following. It picks a subset of the
maximum set of part-of-speeches shown in the last column of the
table, so, with the part-of-speeches in the subset for the
unknown word, at least one parsing tree can be constructed for
each sentence in the corpus containing the unknown word. It is
based on the intuition that, in this way of selection, the
subset, called minimum-covering set, will be as small as
possible. A part-of-speech is said to cover a sentence with an
unknown word if at least one parsing tree can be constructed for
the sentence with the part-of-speech assigned. to the unknown
word. A minimum set is defined as a subset of the maximum set
which has minimum number of part-of-speeches to cover all
sentences in the corpus.

The procedure of the algorithm for obtaining minimum-
covering set is as follows:

1). For sentences with only one possible part-of-speech for
the unknown word, the part-of-speech should be selected to cover

the sentence.

2). The part-of-speech which covers as many sentences as
possible, excluding the sentences already covered, is selected.

3). Then select the second one and on until the part-of-
speeches collected cover all sentences in the corpus containing
the unknown word.

Some rarely used part-of-speeches might be 1lost in this
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process. In general, the difference between the number of
elements of a minimum-covering set and that of a minimum set is
small. Depending on the order of the part-of-speeches being
selected, there could be more than one minimum-covering set and
more than one minimum set also. Even the numbers of elements of
two minimum-covering sets could be unequal.

- Up to this point, the maximum set and a minimum-covering set
have been obtained. The actual part-of-speeches of the unknown
word should contain the minimum-covering set and possibly the
whole maximum set. The set difference between the maximum set and
the minimum-covering set is interpreted as the set of part-of-
speeches rarely used from the view-point of the parsing systemn.
Some of the rarely used part-of-speech(s) might not be acceptable
to people.

The useful information acquired for review by people is as
follows:

1. The unknown word.
2. The maximum set and the minimum-covering set.

3. A list of the related nodes of the parsing tree, related
particle, 1if any, and the related segment in the sentence for
each usage of each part-of-speech in the maximum set. For
example, the related nodes for verb type 18 should include
Verbl8, NP, PP, and the related preposition is also listed.

" The same usage of a word in the corpus can be combined. The
number of sentences in the corpus showing the same usage is also
a useful information. It reflects the frequency of the usage of
the word in the corpus. If the corpus is big enough, it actually
reflects the frequency of the usage being used by people.

All information obtained along with the parsing ‘system
should be reviewed by people before they are keyed into the
system dictionary.

3. Further syntactic properties

. For further detailed syntactic properties mentioned above,
the algorithms for dealing with the properties 1look for the
particles (prepositions) which follow the target syntactic
elements, such as a verb, an adjective, and a noun, in input
sentences. The parser in the system can be easily modified to do
this. The acquisition of the detailed properties and
determination of part-of-speech are done at the same time.

The algorithms for the various VP-types are as follows:
The parser tries all verb types in the system grammar to

construct parsing trees. The templates from the verb type
definition below are used for parser to identify the particles.
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VP18: Verbl8 + NP + PP,
VP24: Verb24 + PP.

The assumed preposition is treated as a particle, and the
parser tries to construct parsing trees. If at least one tree
comes out, then the preposition could be a particle. Particles
for adjectives and nouns are identified in the same way.
Actually, not all particles obtained are acceptable to people.
The particles should be reviewed by people before they can be
keyed into the system dictionary.

4. Discussion and Perspectives

In order to be meaningful, the corpus should be big enough.
It means that unknown words appear once in the corpus should also
appear in various contexts in sentences of the corpus that
reflect the words’ part-of-speech(s) and common usages. The
proportion among all usages in the corpus reflects the relative
frequencies of the usages of the unknown word. This is the idea
case. For a practical corpus in general, it might not contain
that many sentences which reflect all usages of the word. From
-the practical point of view, the processing time for acquisition,
mainly the total parsing time, for unknown words is the only
limit to the size of the corpus. No statistics has been
suggested, since it makes sense only when there is a very big
corpus which covers enough sentences containing unknown words.

Here only a few syntactic properties have been investigated.
More properties can be incorporated into the system. A lot of
further work, such as acquisition of syntax of the source
language and semantic information of unknown words, can be done
on the parsing systen.

In general, the reason of failing to construct a parsing
tree for a sentence is that the sentence is ungrammatical from
the view-point of the system grammar or one of the word has a new
usage not recorded in the system dictionary or there is at least
one unknown word in the sentence. In the second case,. the
acquisition process can not do anything, since there is no way to
determine which word has the new usage being used.

Not all results of the acquisition are right, as indicated
before, so they should be reviewed by people. Further experiment
may indicate the degree the process can be automated and clarify
some problems of automatic acquisition. In practice, many unknown
words are nouns. Therefore, to set all unknown words as nouns for
doing machine translation may be a good policy.

The system grammar is not perfect. It is possible that
there are some correct syntax not covered in the grammar, so some
usages of the unknown words might not be reflected in the parsing
trees constructed. It means that the parser fails to construct
parsing trees for those usages. Actually, it is hard or even not
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possible to formulate a context free grammar which covers all
acceptable English sentences.

There is an interesting phenomenon in English. In general,
noun and preposition are not likely to be the part-of-speeches of
a word at the same time, but, for noun and adjective pair, the
likelihood is much higher. In this case, it is said that the
interference between adjective and noun is high. Actually, for a
practical machine translation system all nouns can be treated as
adjectives. For some part-of-speech pairs, the interference
among them is very small or negligible. For example, a word which
can be used as a preposition is generally not to be used as other
part-of-speeches. So, for some part-of-speeches, they can be
eliminated in the syntactic contexts by the parser when a grammar
rule is applied to construct a syntactic structure.
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ABSTRACT

Parsing is an important step in natural language processing. It involves tasks of
‘searching for applicable grammatical rules which can transform natural language sen-
tences into their corresponding parse trees. Therefore parsing can be viewed as prob-
lem solving. From this point of view, language acquisition can be generalized from
problem solving heuristics. In this paper we show how learning methods can be incor-
porated into a wait-and-see parser (WASP), the problem solver. We.call this -approach
parsing-driven generalization since learming (acquisition of parsing rules and
classification of lexicons) is basically derived from the parsing process.

Three generalization methods are reported in this paper: a simple generalization
mechanism, a mechanism of generalization by asking questions, and a mechanism of
generalization back-propagations. The simple generalization mechanism generalizes
‘from any two parsing rules whose action parts (right-hand sides) are the same while
whose condition parts (left-hand sides) have a single difference. The mechanism of
generalization by asking questions is triggered when a "climbing-up" move on a con-
cept hierarchical tree is attempted and is necessary in avoidance of over-
generalizations. The generalization back-propagation mechanism is to propagate a
confirmed generalization of some later parsing rule back to its precedent rules in a
parsing sequence and thus causes them to be generalized as well. This mechanism can
save many questions to be asked. With the three generalization methods and a
mechanism to maintain lexicon classification (the domain concept hierarchy), we have
been able to show a plausible natural language acquisition model.




1. Introduction

Natural language acquisition has been an interesting and challenging research
topic for both psycho-linguistists and computer scientists, although the former might be
more interested in studying on human subjects while the latter on man-made machines.
To understand how a natural languagé can be acquired by a machine can benefits from
both studies. The psycho-linguistical study might be able to reveal many clues, con-
straints, ahd limitations regarding to natural language acquisition tasks that human
actually face. These revelations may suggest us many gﬁidelines for building computer
- systems that can automaﬁcally acquire a natural language. Our purpose in this paper,
honever, is not to show psycho-linguistic evidence on human natural language acquisi-
tion, rather is to build a computer model using machine learning techniques from
artificial intelligence study [7] to demonstrate the feasibilities of natural language

acquisition on machines.

There are many reasons to study natural language acquisition on a machine. One
among them is to remove the current difficulty of having to construct and maintain a
large set of lexicons and grammatical parsing rules in a complex natural language pro-
cessing system. Since human natural language is ever-growing and evolutionary in
nature, no natural language processing system with a complete set of both lexicons and
grammatical rules can possibly be built. One solution to this is to seek ways of incre-
mentally acquiring grammatical rules from training examples of sentences while keep-
ing the coherence of the system. To achieve this, the system must have the capability
of performing generalization over training examples. Traditional artificial intelligence
researches have developed many techniques to perform generalizations [7].

Parsing involves tasks of searching fof applicable grammatical rules which can
transform natural language sentences into their corresponding parse trees. Therefore a
successful parsing sequence can be treated as a solution to a parsing problem. By

viewing natural language parsing as problem solving, the language acquisition tasks
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can be achieved to some extent by generaliiing from problem solving heuristics. We
call this approach parsing-driven generalization since learning (acquisition of parsing

rules and classification of lexicons) is basically derived from the parsing process.

1.1 Related Works

Berwick [3] uses word features to perform conservative generalizations (the Sub-
set Principle) but leaves their acquisition as an open problem. The acquisition of
semantic and syntactic features of lexicons is important for the languége development
of children (Selfridge [14], Pustejovsky and Bergler [12], Berwick [2] and Zernik
-[21]). In the system, lexicons are classified in a concept description hierarchy. How-
ever, such a concept hierarchy is not built priorly. Instead, it is constructed during the
learning process. This contrasts to Mitchell’s version space approach (Mitchell [8]),
where the domain  concept hierarchy must be built before a

_ generalization/specialization process can be carried out.

It has been argued by many researchers (Pinker [11], Wexler and Culicover [16],
and Berwick [3]) that no negative examples are necessary in a language acquisition
situation. That is, children usually acquire a language by imitating from parents’
conversation. It is rare the case that parents teach illegal sentences to their children.
However, children do sometimes generate illegal sentences due to overgeneralization
from incomplete language acquisition. To avoid overgeneralization, it is necessary for
a language acquisition system to be able to ask questions before performing generaliza-
tion. This is similar to MARVIN’s approach of learning (Sammut and Banerji [13]).
The generalizer performs experiments by generating sentences and testing their validity
by asking the trainer. When the system responses an ihvﬁlid sentence (might be syn-
tactically invalid such as He eat an apple, or might be semantically invalid such as An
apple runs), the possible generalizations are prohibited. This generalization method
shifts the burden of generating negative examples from trainers to learners. Trainers do

not have to care about the current state of learners.
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Traditional EBL (Utgoff [15], Ellman [4] and Mitchell et. al. [9] [10]) uses high-
level domain knowiedge to guide correct generalizations. Since parsing is viewed as -
problem solving, the powerful learning methods such as the Explanation-Based Learn-
ing (EBL) can be incorporated into the language acquisition system. In language
acquisition, Zemik [20] and Zemik [19] employ the EBL method to acquire phrases
and idioms respectively. However, it seems to be impossible to construct a complete
knowledge base to perform EBL (Yu [18]). In our system, no such knowledge base is
aséumed. Rather, we incorporate the "back-propagation" concept of the EBL into the
generalizer. The generalizations of the last fired rule are back-propagated when they

are confirmed by the trainer.

2. The Parsing Device
The parsing device of this language acquisition system is based on the Wait-

And-See strategy.

2.1 The Wait-And-See Strategy

Marcus [6] proposed the Wait-And-See strategy to parse natural languages. It is
based on a "determinism hypothesis” which says that natural languages can be parsed
by a computationally simple mechanism without backtracking. A Wait-And-See Parser
(WASP) is like a production system, where the grammar and parsing heuristics are
expressed in terms of rules (parsing rules) which are composed of condition and action

parts. Two major data structures are required:
1. active node stack: a pushdown stack of incomplete constituents, and

2. lookahead buffer: a small constituent buffer containing constituents which are

complete, but whose higher grammatical function is as yet uncertain.

The rules in a WASP are partitioned into rule packets. Each rule packet contains
rules for a particular configuration of the constituent in the top of the node stack. For

example, if the top of the node stack contains a VP, the corresponding rule packet for
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the VP is activated. However, the selection of rules to fire may depend on the contents

of the lookahead buffer and the node stack.

The action operators in a WASP defined by Marcus [6] are:

1. ATTACH: attach the constituent at the top of the buffer stack (X) to the top of
the node stack (Y). X is popped from the buffer and becomes the rightmost
daughter of Y,

2. DROP: Y is popped from the node stack and pushed onto the buffer stack, and

3. CREATE: push a new active node onto the node stack.

More detailed descriptions for a WASP can be found ip Liu and Soo [5] and Marcus

[6].

2.2 Extending the WASP

In fact, the creation of an S, an 'NP, a VP, and a PP may be délayéd until its first
component is parsed and dropped. At that time, the creation action can be deterministi-
cally followed by an ATTACH action wﬁich attaches this parsed- and droppedr com-
ponent. For example, consider the sentence I ate an apple. At the beginning, before
cr_eating an S node, the parser might first create an NP node which will attach the houh
I and then be dropped to the buffer stack. Then, an S node is creéted, and the parser
automatically attach this NP as its first son. Thus, we have an improved version of the

action CREATE:

CREATE: push a new active node onto the node stack, and perform the

ATTACH action.

This improvement has two advantages:

1. when the first component is parsed and dropped, the parser can lookahead more

information, and
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2. since the creation action is followed by an attach action, the total number of
actions for transforming the input sentence to its parse tree is reduced.

For example, consider again the above sentence I ate an apple. If the traditional

mechanism (as described in the above section) is employed, there are 15 actions in the

solution path:

((CREATE S) (CREATE NP) (ATTACH) (DROP) (ATTACH)
(CREATE VP) (ATTACH) (CREATE NP) (ATTACH) (ATTACH)
(DROP) (ATTACH) (DROP) (ATTACH) (DROP)).

However, if the improved mechanism is employed, there are ‘only 11 actions in the

solution path:

((CREATE NP) (DROP) (CREATE S) (CREATE VP) (CREATE NP)
(ATTACH) (DROP) (ATTACH) (DROP) (ATTACH) (DROP)).

This will certainly reduce the number of acquired rules.

Since the rules in a WASP are uniform and suitable for language acquisition sys-
tems, it is adopted as the parsing device of the learning system. The parsing operators
"(ATTACH, DROP and CREATE) become the key action operators in the system.

Each acquired rule contains one €and only one) of these operators as its action part.

3. The Léarning Module

Fig.1 shows the flowchart of the language acquisition system. After accepting an
input sentence and its corresponding parse tree, the system initially sets the node stack
to be empty, fills the cells in the lookahead buffer (the number of cells of the looka-
head buffer is discussed in later sections), and finds the solution path (sccju’encc of
actions that transforms the input sentence to its corresponding parse tree) detenninisﬁ-

cally.
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LGeneraIize the ruleﬂr

Fig. 1. The overview of the system.

Then, it iteratively pops up the first action in the solution path, tries to find a rule
whose RHS (Right Hand Side) matches the action, and LHS (Left Hand Side) condi-
tion matches the current configuration of the node stack and the lookahead buffer. If a
rule is found, it is fired, otherwise, a new rule is generated according to the current
configuration of the node stack and the lookahead buffer (as the LHS of this rule) and
the action (as the RHS of this rule). After trying to generalize this new rule, the
action is performed, and the iterative process continues until all actions in the solution
path are examined. At this time, the system will back-propagate the generalizations
froni the later acquired or fired rules to the previous acquired rules. Thus, the previous

acquired rules are further generalized without causing over-generalizations.

3.1 The input

The semantic bootstraping hypothesis, which is employed in many language
acquisition systems (Pinker [11] and Berwick [3]), states that when speaking to a child,
parents refer to physical objects using nouns, and actions, which cause the change of
the states, using verbs. Thus, although the child might not initially know what the

grammatical categories (such as noun, verb, ... etc.) are in the target language, he or
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she might also learn them accdrding to the syntax-semantic correspondences. Berwick
[3] uses the thematic representations for these correspondences, and in Anderson [1],
they are encoded as associated networks which describe the scene of the input sen-
tence. Thus, the trainer must provide not only the training sentences but also their
~ corresponding semantics. In our language acquisition model, the additional information
is expressed in the parse trees. For example, for the input sentence I eat an apple, thé

' correspondiﬁg parse tree is also input to the system:
(S (NP (N I)) (VP (V eat) (NP (DET an) (N apple)))).

In fact, the parse tree provides the learnér much information including the
categories of words and the structures of phrases. The provision of the category infor- '
mation is also a simplification made by Wexler and Culicovgr [16]. And as Pinker
[11] pointed out, it is bossible to. derive from the parsé tree the lexical entries and the
phrase structure rules that generate the input sentence. Howevcr, since the derived
phrase structure rules are too general, they might sometimes generate syntactically and
semantically illegal sentences. What the systefn wants to acquire are the critical
features of words in parsing situations to construct the correcf parsing rules without
causing over-generalizations. The derivations of general phrase structural rules are not

helpful in our problem domain.

Also, from the viewpoint of problem solving, the input sentence can be treated as
the initial state, while its corresponding parse tree as the goal state. By properly
defining parsing operators (ATTACH, DROP, ... etc.) and representing the parse tree,
we can design an algbn'thm to deterministically detect the whole solution path (the
solution path can transform the initial state to the goal state) without resorting to
searcﬁing or prior domain knowledge. Thus, the given parse tree is not only necessafy
(in the sense that it represents the syntax-semantic correspondences), but also powerful

for the language acquisition system.
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3.2 The Determination of a Solution Path

We view language parsing as a problem-solving task which is to transform the
input sentence (the initial state) to its corresponding parse tree (the goal state). The
- LEX systerh (Mitchell et. al. [10] and Utgoff [15]) formulates the solving of the cal-
culus as a search problem. After a solution is found, specializations and generalizations
are then conducted to enhance the pe_xformance of the problem solver. The similar idea
~ is used in our language acquisition system. However, by using the input parse tree
and the parsing device described above, we can easily determine a solution path
without resorting to searching the entire solution space or relying on the high-lével
domain knowledge (such as the X-bar theory used in Berwick [3]). For example, con-
sider the sentence I know the beautiful girl and its parse tree (S (NP (N I)) (VP (V
know) (NP (DET the) (ADJ beautiful) (N girl)))). A corresponding ‘sdlution path can

be easily determined (recall the parsing device described in section 2.2)

((CREATE NP) (DROP) (CREATE S) (CREATE VP) (CREATE NP)
(ATTACH) (ATTACH) (DROP) (ATTACH) (DROP) (A’ITACH) (DROP)).

'The determination algorithm scans the parse tree from left to right. When a right
parenthesis is encountered, a DROP operator is output, and when‘a left parenthesis is
encountered, a CREATE operator should be output. However, this output of CREATE
operator is delayed until its first component is parsed and dropped (section 2.2). The

algorithm is as follows:

DetectAction (P)
Input: the parse tree P which is represented as a list.
Output: the solution path for constructing P.
Algorithm:

1. Let C = Car(P); D = Cdr(P).

2. If Cis S, NP, VP, PP, ADJP, or ADVP then
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2.1. Let CC = (pop D).
2.2. DetectAction (CC).
2.3. Output the action CREATE C.
2.4. For each element CC in D do
2.4.1. DetectAction (CC).
2.4.2. Output the action ATTACH.
2.5. Output the action DROP.

3. Return.

It should be noted that, when the first element (C) of the input tree (P) is not a phrase
such as an S (Sentence), NP (Noun Phrase) , VP (Verb Phrase), PP (Prepositional
Phrase), ADJP (Adjective Phrase), or ADVP (Adverbial Phrase), no action is output
for constructing this e¢lement. For example, in step 2.4.1, When CC is "(N D", the
recursive call "DetectAction (CC)" produces nothing, and after this call, an ATTACH
action is output in step 2.4.2. The structure "(N I)" only gives category information
’N’ to the word ’I’. Since it is not a phrase, no actions are needed to construct it. The
parser simply attaches it to the constituent at the top of the node stack. It should also
be noted that, by the definition of the action CREATE in section 2.2, when a consti-
- tuent C is created (step 2.3), it .will automatically attach its first son (the constituent

CCin step 2.2).

3.3 Generalizations

There are three types of generalizations in the system: simple generalizations,
‘generalization by asking questions, and generalization back-propagations. We will

describe them subsequently in this section.

3.3.1 Simple Generalizations

When a new rule is generated, the system will try to generalize it to its largest

extent according to the current concept description. Initially, the concept description
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(the lexicon) is empty as shown in Fig.2.a. thn training examples are provided, the
concept description will accumulate the features of each word. For example, after the
first sentence I see the man and its parse tree (S (NP (N I)) (VP (V see) (NP (DET
the) (N man)))) are entered, there are 11 actions detected in its solution path, and ‘thus
11 specific rules (one action for each rule) are acquired. Fig.2.b shows the current con-

cept description.

? |
() — ] T (c)

DET
/
N1
/l
You | .man see the
- G e
N \ DET N \ DET
v ~ AN
_ N1 vi1 \
| man see the Ycu i man see saw the

Fig. 2. The concept description.

Since the cénception description currently has only specific information, no generaliza-
tions are possible in this case. When another sentence You see the man is entered,
there is only one difference between the previously acquired rule in Fig.3.a and the
newly generated rule in Fig.3.b. These two rules are deterministically generalized to
the rule shown in Fig.3.c. Fig.2.c illustrates the current concept description (N1 is the
acquired general node). Next, suppose the sentence / séw the man is entered, the gen-
erﬂizer will generalize from both the rule shown in Fig.3.c and the newly generated
rule shown in Fig.3.d. Since there exists a difference ( see and saw ) and a more-
general relationship (N1 is more general than I) between them, a questi}on You saw the
man will be asked to ensure the validity of the generalization shown in Fig.3.e. In this

case, since this generated sentence is a valid one (confirmed by the trainer), the rule in
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Fig. 3. Generalizations between two rules.

Fig.3.c and the rule in Fig.3.d are generalized to the rule in Fig.3.e. The conception

description is also updated as shown in Fig.2.d (V1 is the newly acquired general

node). The algorithm of this simple generalization mechanism is as follows:

SimpleGeneralization (R K)

Input: the new rule R and the activated rule packet K.

Output: the resulting rule after generalizing R.

Algorithm:

1. VIn the rule packet K, find a rule T which has the same action

w1th R’s, and there is only one difference between their LHSs.

If found then

2.1. If a more-general relationship is possible, ask a question to
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justify the generalization.

2.1.1. If the answer is "Yes" then
2.1.1.1. Generalize R and T. Denote the resulting rule by P.
2.1.1.2. Remove T from the rule packet K.
2.1.1.3. Return SimpleGeneralization (P K).

2.1.2. Otherwise, go to step 1 to find another rule.

2.2. Otherwise,

2.2.1. Generalize rule R and T. Denote the resulting rule by P.

2.2.2. Remove rule T from the rule packet K.

2.2.3. Return SimpleGeneralization (P K). |

3. Otherwise, return R.

The above simple generalizations have the following features:

1. Generalizations are possible only when the action parts of the two rules are ident-
ical and there is at most one difference between their LHSs. If there are more-
general relationships between them, questions must be asked to justify the gen-

eralizations.

2.  When the asked sentences are indeed syntactically invalid (such as He eat an
apple ) or semantically invalid (such as The apple runs), the generalizations will
be prohibited. With the capability to ask questions, it shifts the burden of generat-

ing near-miss (Winston [17]). examples from the trainer to the learner.

3. If a rule is successfully generalized to a new rule, this new rule will be general-

ized again by the same simple generalization mechanism.

4. There can be no over-generalizations. Each generaﬁzaﬁdn is carefully-justified.

3.3.2 Generalizations by Asking Questions

Another type of generalization is to climb up the existing concept description

hierarchy by asking questions. It is performed based on a single rule. For example,
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after the sentence I give the man an apple is processed, the concept description
becomes a hierarchy as shown in Fig.4.a. Fig.4.b shows an acquired rule that can not
be generalized by the above methods (since there are more than one differences

setween this new i'ule and the old ones).

(a)

V DET
You man apple see saw g|ve the an
(b) . LHS RHS
I I

S0 -0 T (R T I ATTACH
np give np an apple -

N\
I the man

Fig. 4. Generalizations based on single rule.

The generalizer tries to generalize it by climbing the concept description hierarchy.
Here, see and saw must be tested, and thus two questions are asked: I see the man an
apple and I saw the man an apple which are all ungrammatical ones (since the verb
give is dative, but the verb see and saw are not). The trainer answers "no" to the sys-
tem, and thus, no generalizations are performed. The concept description remains

unchanged.

Note that the learning system does not know what the newly generated nodes
actually "mean". For example, syntactically, there may be Subject-Verb agreements
between N1 and V1 in Fig.4.a, and semantically, the system can distinguish apple (eat-

able) from desk (un-eatable) by accepting eat an apple and not accepting eat a desk.

3.3.3 Generalization Back-Propagations

The above generalization by asking question mechanism, employed to climb the
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concept hierarchy, is very powerful. However, if the generalizer is allowed to climb
the concept hierarchy each time when a new rule is generated, too ﬁlany questions will
be asked. The last type Qf generalizations is introduced to release this difficulty. It is
performed when all necessary rules for parsing the current input sentence are fired.
The system will generalize the latest fired rule by climbing the concept hierarchy; and
then back-propagate the results of this generalization to previously fired rules. Con-
sider the foilowing example: I give the man I like an apple. Assume that the current

concept description is shown in Fig.5.a.

(c) , LHS : RHS
(a) /\ I }5{ l rl N [ t" i DROP
N B DET npvp
. N\ I - :
N1/\\ V1 N | s /I\
~\ | SN— give np np
You | man apple see saw like V2 the an th/ : _
T € S an “apple
give present . man / \ .
np vp
! \
1 like
b LH

we_| S ] vp[ np| 5—|.V3| [an[ apple] * | DROP :
w 1S | velnp[ S [ve [an[apple] " | DROP
nlp/ ga/\ \inlike np7 V{/\‘\np }ke

| theman | |
I theman

=/

Fig. 5. Generalization Back-Propagations.

After processing this sentence, the set of fired rules for parsing this sentence will con-
tain the rules shown in Fig.S.b and Fig.5.c. The rulé shown in Fig.5.c is the last fired
rule. The generalizer will try to generalize this rule by f:limbing the concept hierarchy.
In this case, it try to climb the hierarchy from "give" to "V2". Thus, a question is
asked: I present the man I like an apple. Since this sentence is syntactically and
semantically valid (the trainer might answer "yes" to the system), the generalization

from give to V2 is confirmed and back-propagated to the former one and the give in
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Fig.5.b will be generalized to V2 which contains give and present as shown in Fig.5.a.

Fig.5.d shows the result of this rule generalization by back-propagations.

Note that, by this method, all generalizations may be back-propagated to many
rules. Since the generalizations of the last fired rules have been justified, the back-
propagated generalizations will inherently be justified, and therefore will not cause
over-generalizations. The number of differences between rules becc;mes irrelevant in
this type of generalizations. This generalization mechanism is one kind of EBL. How-
ever, the generalizations are confirmed interactively by trainers (answering "yes" or
"no" to the system), rather than justified by predefined domain knowledge. .'I"hus, It is
not limited by incomplete prior domain knowledge. Also, by this method, the number
of questions asked by the system can be reduced. Thus, this is a very powerful

method for conducting generalizatio_ns.

3.3.4 The Maintenance of The Concept Description

As described aboye, the concept description is simultaneously acquired while the
system perforrhs rule generalization. The system retrieves and updates the concept
description very frequently. Therefore, as the concept description grows larger and
larger, to efficiently maintain it becomes very important.

Currently, the concept description is represented as a hierarchy. When perform-
ing the generalization process, some concept nodes (such as "N1" and "V1" in Fig.5.a)

might be created. The system keeps two information items for each node:
1. a list for recording its father nodes, and

2. a counter for recording how many times a node is referenced by rules.

The father list of a node is updated as follows:

If a rule, which references a node T in its LHS, is generalized by the simple
generalization mechanism, the corresponding new node F row referenced by

the rule will be a father of the node T.
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While the counter of a node is updated as follows:

It is incremented by one when a rule, which does not reference the node
before, references the node now. On the other hand, it is decremented by
one when a rule, which references the node before, does not reference the

node any more.

In fact, the counters of concept nodes is updated only when the system generalizes

rules:

1. If the system performs simple generalization, two rules are generalized to a more
" general rule. All concept nodes referenced by these two rules are not referenced
by them now, thus their counters should be decremented by one. While for the

nodes referenced by. the new rule, their counters should be incremented by one.

2. If the system climbs the concept hierarchy from a node M to a node N, it will
back-propagate the generalization. Each time a rule is generalized by this back-
wropagation, the counter of the node M is decremented by one, while the counter
of the node N is incremented by one.

If the counter of a node is equal to zero (i.e. no rule references it), this node can be

removed, and all its children nodes become the sons of all its father nodes.

4. Implementation

‘The language acquisition system proposed in this paper is implemented in
GCLISP on an PC386 computer. There are about 1000 lines of lisp codes.

For efficiency, abquired rules are classified into the following rule packets: Srule,
Nrule, Vrule, Prule, and Orule packets. If the first cell of the node stack in the condi-
tion part of a rule is an S, this rule is classified into the Srule packet. If this cell is a
VP, it is classified into the Vrule packet, ... etc. Otherwise (such as the node stack is

NIL), it is classified into the Orule packet. When searching for appropriate rules to
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fire, only those rules in the activated packets are examined.

4.1 A Simple Trai'ning Case

Table 1 shows a simple training case. Twelve training examples (12 pairs of input
sentences and parse trees) are entered to the system.

Table 1. The training examples for illustrating
the learning process.

sl: . (It is a book)

tl: (S (NP (N It)) (VP (V is) (NP (DET a) (N book))))
s2: (It'is a desk)

©2: (S (NP (N It)) (VP (V is) (NP (DET a) (N desk))))

s3: (That is a pen)

3: (S (NP (N That)) (VP (V is) (NP (DET a) (N pen))))
s4: (That is a chair)

t4: (S (NP (N That) (VP (V is) (NP (DET a) (N chair))))
s5: (Itis a pencil)

t5: (S (NP (N It)) (VP (V is) (NP (DET a) (N pencil))))
s6: (It is a pen)

t6: (S (NP (N It)) (VP (V is) (NP (DET a) (N pen))))

s7: (That is a desk)

t7: (S (NP (N That)) (VP (V is) (NP (DET a) (N desk))))
s8: (That is a pencil)

t8: (S (NP (N That)) (VP (V is) (NP (DET a) (N pencil))))
s9: (This is a pencil)

t9: (S (NP (N This)) (VP (V is) (NP (DET a) (N pencil))))
s10: (This is a book)

t10: (S (NP (N This)) (VP (V is) (NP (DET a) (N book))))
pll: (This is a pen)

t11: (S (NP (N This)) (VP (V is) (NP (DET a) (N pen))))
s12: (This is a desk)

t12: (S (NP (N This)) (VP (V is) (NP (DET a) (N desk))))

The learner totally performs 1 time of climbing the concept hierarchy and back-
propagating the generalization, and 4 times of simple generalization with asking ques-
tions. It successfully acquires 11 rules and classifies "THIS", "THAT", and "IT" into
one category, and "PENCIL", "CHAIR", "PEN", "DESK", and "BOOK" into another
category. Since the system is allowed to ask questions, it responses additional sen-
tences which are confirmed by the trainer. In this case, the system has learned to parse

15 sentences.
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It is interesting to note that:

1. If the learner is only allowed to perform simple generalization process without
asking any questions, there are totally 20 rules acquired, and there are more con-

cept nodes in the concept description.

2. If it is allowed to perform simple generalization process with asking questions,
only 11 rules are écquired. And during processing these 12 training examples,
training examples (s8, t8), (s10, t10), (s11, t11), and (s12, t12) a(_:tually contribute
nothing to further generalization. That is, before processing them, the learner has
already acquired capability to parse them. Thus, the learner éould learn .to parse

" 15 sentences from the given 8 (=12-4) training examples.

3. If it is also allowed to climb the concept hierarchy and back-propagate the gen-
eralization, training examples (s6 t6), (s7, t7), (s8, t8), (s\lO t10), (s11, t11), and
(s12, t12) would contribute nothing to further generalization. Thus, the learner

actually learns to parse 15 sentences from the given 6 (=12-6) training examples.

42 A More Complex Training Case

We illustrate a more complex training case in Table 2 which is to show how the
system learn proper PP-attachments (Prepositional phrases attachments). For process-
ing these training examples, éhe system asked nine questions to perform simple gen-
eralizations, among which four were confirmed with "Yes", while five were denied
with "No". Also, the system asked six quesﬁons to climb the concept hierarchy and to
back-propagate generalizations, all of them are confirmed. There are totally 95 rules
acquired. |

After giving these 13 training examples, the systefn learned how to determine the
proper attachment of the prepositional phrases (headed with in, on, and with) for the
verbs put, keep, want and see. For verbs put and keep, if the prepositions are in or on

(training sentence sl, s2, s3, and s4), the prepositional phrases should, although not
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Table 2. More complex. training examples (their
corresponding parse trees are not listed).

sl: (I put the dog in the box)

s2: (I keep the dog on the box)

s3:. (You put the dog in-the house)
s4: (I put the dog on the table)

s5: (I want the dog in the house)
s6: (I want the dog on the house)
s7: (I see the dog with a telescope)

s8: (I see the dog with a bell)

necessary, be attached to the corresponding verb phrases (VP). On the other hand, if
the verb is want (training sentence s5 and s6), it is better to attach these prepositional
phrases to the corresponding noun phrases. For the verb see (training sentence s7 and
s8), the way of attaching prepositional phrases depénds on the object of this preposi-
tional phrases. For example, in training sentence .s7, ihe prepositional phrase with a
telescope should be attached to the verb phrase see the dog. While for training sen-
tence s8, the prepositional phrase with a bell should be attached to the noun phrase the
dog.

4.3 A Chinese Training Case
In this training case, the following Chinese training sentences are entered to the

system:

oz — @3 R. (Ieatanapple) (S1)
B — @ % F. (Ieata pear) (S2)
BY% — % ok #.  (leataicerod) (53)
BH — @33R (Ihave an apple) (S4)
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B — 4 H . (etacane)  (S5)
i1z — @ R F. (He eats a pear)  (S6)

The system totally asked ten questions, and among which five questions are confirmed.
After training with these sentences, the §ystem has acquired 23 rules and ‘successfully
classified '35 2 (apple) and %1 F (pear) into a category whose associable unit is e
, and ¥ # (ice-rod) and ‘H B (cane) into a category whose associable unit is 'H
Besides, it has learned that the subject '$ (I) and 4 - (He) share the same
verbs 7 (eat, eats) and * 5  (has, have). That is, unlike in English, these subjects
and verbs can agree in Chinese. These associable relationships are acquired implicitly
in parsing rules. Thus, in general, the system can be ai)plicd to not only English but

also Chinese language acquisition situations.

5. Conclusion and Discussion

We have proposed a computationally plausible model for natural language
acquisition by viewing natural language parsing as a problem solving task. The sys-
tem can.acquire parsing rules and classify lexicons simultaneously without saving
‘training examples. The proposed language acquisition model has 5 major features
including:1
1. No negative examples are provided by trainers.

2. None of lexicon features are given. This language acquisition model does not
require to define a concept hierarchy (the lexicons) priorly, rather, this hierarchy

is built incrementally.

3. Since the parse trees are given as input, with the operators for constructing the
parse trees, the solution path can be deterministically found.

4. Combining the mechanisms of the generalization by asking question and generali-
zation back-propagation, the number of questions can be reduced, and the learn-

ing system is ‘more flexible in the sense that it is not restricted by incomplete
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prior domain knowledge.

Allowing the learner to ask questions can shifts the burden of generating negative

examples from the trainer to the learner.

Since natural language acquisition involves more tasks than merely those in pars-

ing, the parsing-driven generalization approach in this paper only emphasizes on

parsing-related learning issues. Even this, there are still many future works remain to

be explored:

1.

This system has acquired lexicons and parsing rules from the input statement sen-
tences. Other types of sentences (such as command sentences, wh-quesﬁon sen-
tences, ... etc.) are not yet considered.

Since the size of lexicons in a concept hierarchy might grow significantly, to
effectively maintain it is an interesting and important problem.

Currently, the system cannot acquire the concept of inflections among lexicons.
This is due to its incapability to distiguish the inflection relation between lexi-
cons, for example, the lexiéon "went" is an inflection of "go". To acquire this,

features of inflections among lexicons should be provided.

There might be a trade-off in choosing the number of cells in the node stack and

~the lookahead buffer. Too many cells will cause too specific rules, while too few

'cel'ls_will cause many over-generalizations in rules. Although the Wait-And-See

strategy is modified (section 2.2) to promote its ability for resolving ambiguities,
the three-celled buffer might still be inadequate. In case this situation is encoun-
tered, other mechanisms such as suspension (Liu and Soo [5]) should be intro-

duced.

Although the system is allowed to ask questions, the trainer might not answer it,
and in this case, the learner can just give up the possible generalizations. How to

ask smarter questions is one of the future extensions of our work, and in addition,
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how to incorporate more sophisticated generalization back-propagation mechan-

isms into the learning system is also an interesting problem.
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Parsing-Driven Generalization for Natural Language Acquisition
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Institute of Computer Science

National Tsing-Hua University

ABSTRACT

Parsing is an important step in natural language processing. It involves tasks of
‘searching for applicable grammatical rules which can transform natural language sen-
tences into their corresponding parse trees. Therefore parsing can be viewed as prob-
lem solving. From this point of view, language acquisition can be generalized from
problem solving heuristics. In this paper we show how learning methods can be incor-
porated into a wait-and-see parser (WASP), the problem solver. We.call this -approach
parsing-driven generalization since learming (acquisition of parsing rules and
classification of lexicons) is basically derived from the parsing process.

Three generalization methods are reported in this paper: a simple generalization
mechanism, a mechanism of generalization by asking questions, and a mechanism of
generalization back-propagations. The simple generalization mechanism generalizes
‘from any two parsing rules whose action parts (right-hand sides) are the same while
whose condition parts (left-hand sides) have a single difference. The mechanism of
generalization by asking questions is triggered when a "climbing-up" move on a con-
cept hierarchical tree is attempted and is necessary in avoidance of over-
generalizations. The generalization back-propagation mechanism is to propagate a
confirmed generalization of some later parsing rule back to its precedent rules in a
parsing sequence and thus causes them to be generalized as well. This mechanism can
save many questions to be asked. With the three generalization methods and a
mechanism to maintain lexicon classification (the domain concept hierarchy), we have
been able to show a plausible natural language acquisition model.




1. Introduction

Natural language acquisition has been an interesting and challenging research
topic for both psycho-linguistists and computer scientists, although the former might be
more interested in studying on human subjects while the latter on man-made machines.
To understand how a natural languagé can be acquired by a machine can benefits from
both studies. The psycho-linguistical study might be able to reveal many clues, con-
straints, ahd limitations regarding to natural language acquisition tasks that human
actually face. These revelations may suggest us many gﬁidelines for building computer
- systems that can automaﬁcally acquire a natural language. Our purpose in this paper,
honever, is not to show psycho-linguistic evidence on human natural language acquisi-
tion, rather is to build a computer model using machine learning techniques from
artificial intelligence study [7] to demonstrate the feasibilities of natural language

acquisition on machines.

There are many reasons to study natural language acquisition on a machine. One
among them is to remove the current difficulty of having to construct and maintain a
large set of lexicons and grammatical parsing rules in a complex natural language pro-
cessing system. Since human natural language is ever-growing and evolutionary in
nature, no natural language processing system with a complete set of both lexicons and
grammatical rules can possibly be built. One solution to this is to seek ways of incre-
mentally acquiring grammatical rules from training examples of sentences while keep-
ing the coherence of the system. To achieve this, the system must have the capability
of performing generalization over training examples. Traditional artificial intelligence
researches have developed many techniques to perform generalizations [7].

Parsing involves tasks of searching fof applicable grammatical rules which can
transform natural language sentences into their corresponding parse trees. Therefore a
successful parsing sequence can be treated as a solution to a parsing problem. By

viewing natural language parsing as problem solving, the language acquisition tasks
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can be achieved to some extent by generaliiing from problem solving heuristics. We
call this approach parsing-driven generalization since learning (acquisition of parsing

rules and classification of lexicons) is basically derived from the parsing process.

1.1 Related Works

Berwick [3] uses word features to perform conservative generalizations (the Sub-
set Principle) but leaves their acquisition as an open problem. The acquisition of
semantic and syntactic features of lexicons is important for the languége development
of children (Selfridge [14], Pustejovsky and Bergler [12], Berwick [2] and Zernik
-[21]). In the system, lexicons are classified in a concept description hierarchy. How-
ever, such a concept hierarchy is not built priorly. Instead, it is constructed during the
learning process. This contrasts to Mitchell’s version space approach (Mitchell [8]),
where the domain  concept hierarchy must be built before a

_ generalization/specialization process can be carried out.

It has been argued by many researchers (Pinker [11], Wexler and Culicover [16],
and Berwick [3]) that no negative examples are necessary in a language acquisition
situation. That is, children usually acquire a language by imitating from parents’
conversation. It is rare the case that parents teach illegal sentences to their children.
However, children do sometimes generate illegal sentences due to overgeneralization
from incomplete language acquisition. To avoid overgeneralization, it is necessary for
a language acquisition system to be able to ask questions before performing generaliza-
tion. This is similar to MARVIN’s approach of learning (Sammut and Banerji [13]).
The generalizer performs experiments by generating sentences and testing their validity
by asking the trainer. When the system responses an ihvﬁlid sentence (might be syn-
tactically invalid such as He eat an apple, or might be semantically invalid such as An
apple runs), the possible generalizations are prohibited. This generalization method
shifts the burden of generating negative examples from trainers to learners. Trainers do

not have to care about the current state of learners.
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Traditional EBL (Utgoff [15], Ellman [4] and Mitchell et. al. [9] [10]) uses high-
level domain knowiedge to guide correct generalizations. Since parsing is viewed as -
problem solving, the powerful learning methods such as the Explanation-Based Learn-
ing (EBL) can be incorporated into the language acquisition system. In language
acquisition, Zemik [20] and Zemik [19] employ the EBL method to acquire phrases
and idioms respectively. However, it seems to be impossible to construct a complete
knowledge base to perform EBL (Yu [18]). In our system, no such knowledge base is
aséumed. Rather, we incorporate the "back-propagation" concept of the EBL into the
generalizer. The generalizations of the last fired rule are back-propagated when they

are confirmed by the trainer.

2. The Parsing Device
The parsing device of this language acquisition system is based on the Wait-

And-See strategy.

2.1 The Wait-And-See Strategy

Marcus [6] proposed the Wait-And-See strategy to parse natural languages. It is
based on a "determinism hypothesis” which says that natural languages can be parsed
by a computationally simple mechanism without backtracking. A Wait-And-See Parser
(WASP) is like a production system, where the grammar and parsing heuristics are
expressed in terms of rules (parsing rules) which are composed of condition and action

parts. Two major data structures are required:
1. active node stack: a pushdown stack of incomplete constituents, and

2. lookahead buffer: a small constituent buffer containing constituents which are

complete, but whose higher grammatical function is as yet uncertain.

The rules in a WASP are partitioned into rule packets. Each rule packet contains
rules for a particular configuration of the constituent in the top of the node stack. For

example, if the top of the node stack contains a VP, the corresponding rule packet for
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the VP is activated. However, the selection of rules to fire may depend on the contents

of the lookahead buffer and the node stack.

The action operators in a WASP defined by Marcus [6] are:

1. ATTACH: attach the constituent at the top of the buffer stack (X) to the top of
the node stack (Y). X is popped from the buffer and becomes the rightmost
daughter of Y,

2. DROP: Y is popped from the node stack and pushed onto the buffer stack, and

3. CREATE: push a new active node onto the node stack.

More detailed descriptions for a WASP can be found ip Liu and Soo [5] and Marcus

[6].

2.2 Extending the WASP

In fact, the creation of an S, an 'NP, a VP, and a PP may be délayéd until its first
component is parsed and dropped. At that time, the creation action can be deterministi-
cally followed by an ATTACH action wﬁich attaches this parsed- and droppedr com-
ponent. For example, consider the sentence I ate an apple. At the beginning, before
cr_eating an S node, the parser might first create an NP node which will attach the houh
I and then be dropped to the buffer stack. Then, an S node is creéted, and the parser
automatically attach this NP as its first son. Thus, we have an improved version of the

action CREATE:

CREATE: push a new active node onto the node stack, and perform the

ATTACH action.

This improvement has two advantages:

1. when the first component is parsed and dropped, the parser can lookahead more

information, and
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2. since the creation action is followed by an attach action, the total number of
actions for transforming the input sentence to its parse tree is reduced.

For example, consider again the above sentence I ate an apple. If the traditional

mechanism (as described in the above section) is employed, there are 15 actions in the

solution path:

((CREATE S) (CREATE NP) (ATTACH) (DROP) (ATTACH)
(CREATE VP) (ATTACH) (CREATE NP) (ATTACH) (ATTACH)
(DROP) (ATTACH) (DROP) (ATTACH) (DROP)).

However, if the improved mechanism is employed, there are ‘only 11 actions in the

solution path:

((CREATE NP) (DROP) (CREATE S) (CREATE VP) (CREATE NP)
(ATTACH) (DROP) (ATTACH) (DROP) (ATTACH) (DROP)).

This will certainly reduce the number of acquired rules.

Since the rules in a WASP are uniform and suitable for language acquisition sys-
tems, it is adopted as the parsing device of the learning system. The parsing operators
"(ATTACH, DROP and CREATE) become the key action operators in the system.

Each acquired rule contains one €and only one) of these operators as its action part.

3. The Léarning Module

Fig.1 shows the flowchart of the language acquisition system. After accepting an
input sentence and its corresponding parse tree, the system initially sets the node stack
to be empty, fills the cells in the lookahead buffer (the number of cells of the looka-
head buffer is discussed in later sections), and finds the solution path (sccju’encc of
actions that transforms the input sentence to its corresponding parse tree) detenninisﬁ-

cally.
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Perform
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v (not found)
| Generate a new rule |

LGeneraIize the ruleﬂr

Fig. 1. The overview of the system.

Then, it iteratively pops up the first action in the solution path, tries to find a rule
whose RHS (Right Hand Side) matches the action, and LHS (Left Hand Side) condi-
tion matches the current configuration of the node stack and the lookahead buffer. If a
rule is found, it is fired, otherwise, a new rule is generated according to the current
configuration of the node stack and the lookahead buffer (as the LHS of this rule) and
the action (as the RHS of this rule). After trying to generalize this new rule, the
action is performed, and the iterative process continues until all actions in the solution
path are examined. At this time, the system will back-propagate the generalizations
froni the later acquired or fired rules to the previous acquired rules. Thus, the previous

acquired rules are further generalized without causing over-generalizations.

3.1 The input

The semantic bootstraping hypothesis, which is employed in many language
acquisition systems (Pinker [11] and Berwick [3]), states that when speaking to a child,
parents refer to physical objects using nouns, and actions, which cause the change of
the states, using verbs. Thus, although the child might not initially know what the

grammatical categories (such as noun, verb, ... etc.) are in the target language, he or
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she might also learn them accdrding to the syntax-semantic correspondences. Berwick
[3] uses the thematic representations for these correspondences, and in Anderson [1],
they are encoded as associated networks which describe the scene of the input sen-
tence. Thus, the trainer must provide not only the training sentences but also their
~ corresponding semantics. In our language acquisition model, the additional information
is expressed in the parse trees. For example, for the input sentence I eat an apple, thé

' correspondiﬁg parse tree is also input to the system:
(S (NP (N I)) (VP (V eat) (NP (DET an) (N apple)))).

In fact, the parse tree provides the learnér much information including the
categories of words and the structures of phrases. The provision of the category infor- '
mation is also a simplification made by Wexler and Culicovgr [16]. And as Pinker
[11] pointed out, it is bossible to. derive from the parsé tree the lexical entries and the
phrase structure rules that generate the input sentence. Howevcr, since the derived
phrase structure rules are too general, they might sometimes generate syntactically and
semantically illegal sentences. What the systefn wants to acquire are the critical
features of words in parsing situations to construct the correcf parsing rules without
causing over-generalizations. The derivations of general phrase structural rules are not

helpful in our problem domain.

Also, from the viewpoint of problem solving, the input sentence can be treated as
the initial state, while its corresponding parse tree as the goal state. By properly
defining parsing operators (ATTACH, DROP, ... etc.) and representing the parse tree,
we can design an algbn'thm to deterministically detect the whole solution path (the
solution path can transform the initial state to the goal state) without resorting to
searcﬁing or prior domain knowledge. Thus, the given parse tree is not only necessafy
(in the sense that it represents the syntax-semantic correspondences), but also powerful

for the language acquisition system.
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3.2 The Determination of a Solution Path

We view language parsing as a problem-solving task which is to transform the
input sentence (the initial state) to its corresponding parse tree (the goal state). The
- LEX systerh (Mitchell et. al. [10] and Utgoff [15]) formulates the solving of the cal-
culus as a search problem. After a solution is found, specializations and generalizations
are then conducted to enhance the pe_xformance of the problem solver. The similar idea
~ is used in our language acquisition system. However, by using the input parse tree
and the parsing device described above, we can easily determine a solution path
without resorting to searching the entire solution space or relying on the high-lével
domain knowledge (such as the X-bar theory used in Berwick [3]). For example, con-
sider the sentence I know the beautiful girl and its parse tree (S (NP (N I)) (VP (V
know) (NP (DET the) (ADJ beautiful) (N girl)))). A corresponding ‘sdlution path can

be easily determined (recall the parsing device described in section 2.2)

((CREATE NP) (DROP) (CREATE S) (CREATE VP) (CREATE NP)
(ATTACH) (ATTACH) (DROP) (ATTACH) (DROP) (A’ITACH) (DROP)).

'The determination algorithm scans the parse tree from left to right. When a right
parenthesis is encountered, a DROP operator is output, and when‘a left parenthesis is
encountered, a CREATE operator should be output. However, this output of CREATE
operator is delayed until its first component is parsed and dropped (section 2.2). The

algorithm is as follows:

DetectAction (P)
Input: the parse tree P which is represented as a list.
Output: the solution path for constructing P.
Algorithm:

1. Let C = Car(P); D = Cdr(P).

2. If Cis S, NP, VP, PP, ADJP, or ADVP then
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2.1. Let CC = (pop D).
2.2. DetectAction (CC).
2.3. Output the action CREATE C.
2.4. For each element CC in D do
2.4.1. DetectAction (CC).
2.4.2. Output the action ATTACH.
2.5. Output the action DROP.

3. Return.

It should be noted that, when the first element (C) of the input tree (P) is not a phrase
such as an S (Sentence), NP (Noun Phrase) , VP (Verb Phrase), PP (Prepositional
Phrase), ADJP (Adjective Phrase), or ADVP (Adverbial Phrase), no action is output
for constructing this e¢lement. For example, in step 2.4.1, When CC is "(N D", the
recursive call "DetectAction (CC)" produces nothing, and after this call, an ATTACH
action is output in step 2.4.2. The structure "(N I)" only gives category information
’N’ to the word ’I’. Since it is not a phrase, no actions are needed to construct it. The
parser simply attaches it to the constituent at the top of the node stack. It should also
be noted that, by the definition of the action CREATE in section 2.2, when a consti-
- tuent C is created (step 2.3), it .will automatically attach its first son (the constituent

CCin step 2.2).

3.3 Generalizations

There are three types of generalizations in the system: simple generalizations,
‘generalization by asking questions, and generalization back-propagations. We will

describe them subsequently in this section.

3.3.1 Simple Generalizations

When a new rule is generated, the system will try to generalize it to its largest

extent according to the current concept description. Initially, the concept description
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(the lexicon) is empty as shown in Fig.2.a. thn training examples are provided, the
concept description will accumulate the features of each word. For example, after the
first sentence I see the man and its parse tree (S (NP (N I)) (VP (V see) (NP (DET
the) (N man)))) are entered, there are 11 actions detected in its solution path, and ‘thus
11 specific rules (one action for each rule) are acquired. Fig.2.b shows the current con-

cept description.

? |
() — ] T (c)

DET
/
N1
/l
You | .man see the
- G e
N \ DET N \ DET
v ~ AN
_ N1 vi1 \
| man see the Ycu i man see saw the

Fig. 2. The concept description.

Since the cénception description currently has only specific information, no generaliza-
tions are possible in this case. When another sentence You see the man is entered,
there is only one difference between the previously acquired rule in Fig.3.a and the
newly generated rule in Fig.3.b. These two rules are deterministically generalized to
the rule shown in Fig.3.c. Fig.2.c illustrates the current concept description (N1 is the
acquired general node). Next, suppose the sentence / séw the man is entered, the gen-
erﬂizer will generalize from both the rule shown in Fig.3.c and the newly generated
rule shown in Fig.3.d. Since there exists a difference ( see and saw ) and a more-
general relationship (N1 is more general than I) between them, a questi}on You saw the
man will be asked to ensure the validity of the generalization shown in Fig.3.e. In this

case, since this generated sentence is a valid one (confirmed by the trainer), the rule in

363



(a)

(b)

(c)

(e)

You

V1 np
/" N\

the man

RHS

ATTACH

ATTACH

ATTACH

ATTACH

ATTACH

Fig. 3. Generalizations between two rules.

Fig.3.c and the rule in Fig.3.d are generalized to the rule in Fig.3.e. The conception

description is also updated as shown in Fig.2.d (V1 is the newly acquired general

node). The algorithm of this simple generalization mechanism is as follows:

SimpleGeneralization (R K)

Input: the new rule R and the activated rule packet K.

Output: the resulting rule after generalizing R.

Algorithm:

1. VIn the rule packet K, find a rule T which has the same action

w1th R’s, and there is only one difference between their LHSs.

If found then

2.1. If a more-general relationship is possible, ask a question to
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justify the generalization.

2.1.1. If the answer is "Yes" then
2.1.1.1. Generalize R and T. Denote the resulting rule by P.
2.1.1.2. Remove T from the rule packet K.
2.1.1.3. Return SimpleGeneralization (P K).

2.1.2. Otherwise, go to step 1 to find another rule.

2.2. Otherwise,

2.2.1. Generalize rule R and T. Denote the resulting rule by P.

2.2.2. Remove rule T from the rule packet K.

2.2.3. Return SimpleGeneralization (P K). |

3. Otherwise, return R.

The above simple generalizations have the following features:

1. Generalizations are possible only when the action parts of the two rules are ident-
ical and there is at most one difference between their LHSs. If there are more-
general relationships between them, questions must be asked to justify the gen-

eralizations.

2.  When the asked sentences are indeed syntactically invalid (such as He eat an
apple ) or semantically invalid (such as The apple runs), the generalizations will
be prohibited. With the capability to ask questions, it shifts the burden of generat-

ing near-miss (Winston [17]). examples from the trainer to the learner.

3. If a rule is successfully generalized to a new rule, this new rule will be general-

ized again by the same simple generalization mechanism.

4. There can be no over-generalizations. Each generaﬁzaﬁdn is carefully-justified.

3.3.2 Generalizations by Asking Questions

Another type of generalization is to climb up the existing concept description

hierarchy by asking questions. It is performed based on a single rule. For example,
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after the sentence I give the man an apple is processed, the concept description
becomes a hierarchy as shown in Fig.4.a. Fig.4.b shows an acquired rule that can not
be generalized by the above methods (since there are more than one differences

setween this new i'ule and the old ones).

(a)

V DET
You man apple see saw g|ve the an
(b) . LHS RHS
I I

S0 -0 T (R T I ATTACH
np give np an apple -

N\
I the man

Fig. 4. Generalizations based on single rule.

The generalizer tries to generalize it by climbing the concept description hierarchy.
Here, see and saw must be tested, and thus two questions are asked: I see the man an
apple and I saw the man an apple which are all ungrammatical ones (since the verb
give is dative, but the verb see and saw are not). The trainer answers "no" to the sys-
tem, and thus, no generalizations are performed. The concept description remains

unchanged.

Note that the learning system does not know what the newly generated nodes
actually "mean". For example, syntactically, there may be Subject-Verb agreements
between N1 and V1 in Fig.4.a, and semantically, the system can distinguish apple (eat-

able) from desk (un-eatable) by accepting eat an apple and not accepting eat a desk.

3.3.3 Generalization Back-Propagations

The above generalization by asking question mechanism, employed to climb the
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concept hierarchy, is very powerful. However, if the generalizer is allowed to climb
the concept hierarchy each time when a new rule is generated, too ﬁlany questions will
be asked. The last type Qf generalizations is introduced to release this difficulty. It is
performed when all necessary rules for parsing the current input sentence are fired.
The system will generalize the latest fired rule by climbing the concept hierarchy; and
then back-propagate the results of this generalization to previously fired rules. Con-
sider the foilowing example: I give the man I like an apple. Assume that the current

concept description is shown in Fig.5.a.

(c) , LHS : RHS
(a) /\ I }5{ l rl N [ t" i DROP
N B DET npvp
. N\ I - :
N1/\\ V1 N | s /I\
~\ | SN— give np np
You | man apple see saw like V2 the an th/ : _
T € S an “apple
give present . man / \ .
np vp
! \
1 like
b LH

we_| S ] vp[ np| 5—|.V3| [an[ apple] * | DROP :
w 1S | velnp[ S [ve [an[apple] " | DROP
nlp/ ga/\ \inlike np7 V{/\‘\np }ke

| theman | |
I theman

=/

Fig. 5. Generalization Back-Propagations.

After processing this sentence, the set of fired rules for parsing this sentence will con-
tain the rules shown in Fig.S.b and Fig.5.c. The rulé shown in Fig.5.c is the last fired
rule. The generalizer will try to generalize this rule by f:limbing the concept hierarchy.
In this case, it try to climb the hierarchy from "give" to "V2". Thus, a question is
asked: I present the man I like an apple. Since this sentence is syntactically and
semantically valid (the trainer might answer "yes" to the system), the generalization

from give to V2 is confirmed and back-propagated to the former one and the give in
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Fig.5.b will be generalized to V2 which contains give and present as shown in Fig.5.a.

Fig.5.d shows the result of this rule generalization by back-propagations.

Note that, by this method, all generalizations may be back-propagated to many
rules. Since the generalizations of the last fired rules have been justified, the back-
propagated generalizations will inherently be justified, and therefore will not cause
over-generalizations. The number of differences between rules becc;mes irrelevant in
this type of generalizations. This generalization mechanism is one kind of EBL. How-
ever, the generalizations are confirmed interactively by trainers (answering "yes" or
"no" to the system), rather than justified by predefined domain knowledge. .'I"hus, It is
not limited by incomplete prior domain knowledge. Also, by this method, the number
of questions asked by the system can be reduced. Thus, this is a very powerful

method for conducting generalizatio_ns.

3.3.4 The Maintenance of The Concept Description

As described aboye, the concept description is simultaneously acquired while the
system perforrhs rule generalization. The system retrieves and updates the concept
description very frequently. Therefore, as the concept description grows larger and
larger, to efficiently maintain it becomes very important.

Currently, the concept description is represented as a hierarchy. When perform-
ing the generalization process, some concept nodes (such as "N1" and "V1" in Fig.5.a)

might be created. The system keeps two information items for each node:
1. a list for recording its father nodes, and

2. a counter for recording how many times a node is referenced by rules.

The father list of a node is updated as follows:

If a rule, which references a node T in its LHS, is generalized by the simple
generalization mechanism, the corresponding new node F row referenced by

the rule will be a father of the node T.
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While the counter of a node is updated as follows:

It is incremented by one when a rule, which does not reference the node
before, references the node now. On the other hand, it is decremented by
one when a rule, which references the node before, does not reference the

node any more.

In fact, the counters of concept nodes is updated only when the system generalizes

rules:

1. If the system performs simple generalization, two rules are generalized to a more
" general rule. All concept nodes referenced by these two rules are not referenced
by them now, thus their counters should be decremented by one. While for the

nodes referenced by. the new rule, their counters should be incremented by one.

2. If the system climbs the concept hierarchy from a node M to a node N, it will
back-propagate the generalization. Each time a rule is generalized by this back-
wropagation, the counter of the node M is decremented by one, while the counter
of the node N is incremented by one.

If the counter of a node is equal to zero (i.e. no rule references it), this node can be

removed, and all its children nodes become the sons of all its father nodes.

4. Implementation

‘The language acquisition system proposed in this paper is implemented in
GCLISP on an PC386 computer. There are about 1000 lines of lisp codes.

For efficiency, abquired rules are classified into the following rule packets: Srule,
Nrule, Vrule, Prule, and Orule packets. If the first cell of the node stack in the condi-
tion part of a rule is an S, this rule is classified into the Srule packet. If this cell is a
VP, it is classified into the Vrule packet, ... etc. Otherwise (such as the node stack is

NIL), it is classified into the Orule packet. When searching for appropriate rules to
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fire, only those rules in the activated packets are examined.

4.1 A Simple Trai'ning Case

Table 1 shows a simple training case. Twelve training examples (12 pairs of input
sentences and parse trees) are entered to the system.

Table 1. The training examples for illustrating
the learning process.

sl: . (It is a book)

tl: (S (NP (N It)) (VP (V is) (NP (DET a) (N book))))
s2: (It'is a desk)

©2: (S (NP (N It)) (VP (V is) (NP (DET a) (N desk))))

s3: (That is a pen)

3: (S (NP (N That)) (VP (V is) (NP (DET a) (N pen))))
s4: (That is a chair)

t4: (S (NP (N That) (VP (V is) (NP (DET a) (N chair))))
s5: (Itis a pencil)

t5: (S (NP (N It)) (VP (V is) (NP (DET a) (N pencil))))
s6: (It is a pen)

t6: (S (NP (N It)) (VP (V is) (NP (DET a) (N pen))))

s7: (That is a desk)

t7: (S (NP (N That)) (VP (V is) (NP (DET a) (N desk))))
s8: (That is a pencil)

t8: (S (NP (N That)) (VP (V is) (NP (DET a) (N pencil))))
s9: (This is a pencil)

t9: (S (NP (N This)) (VP (V is) (NP (DET a) (N pencil))))
s10: (This is a book)

t10: (S (NP (N This)) (VP (V is) (NP (DET a) (N book))))
pll: (This is a pen)

t11: (S (NP (N This)) (VP (V is) (NP (DET a) (N pen))))
s12: (This is a desk)

t12: (S (NP (N This)) (VP (V is) (NP (DET a) (N desk))))

The learner totally performs 1 time of climbing the concept hierarchy and back-
propagating the generalization, and 4 times of simple generalization with asking ques-
tions. It successfully acquires 11 rules and classifies "THIS", "THAT", and "IT" into
one category, and "PENCIL", "CHAIR", "PEN", "DESK", and "BOOK" into another
category. Since the system is allowed to ask questions, it responses additional sen-
tences which are confirmed by the trainer. In this case, the system has learned to parse

15 sentences.
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It is interesting to note that:

1. If the learner is only allowed to perform simple generalization process without
asking any questions, there are totally 20 rules acquired, and there are more con-

cept nodes in the concept description.

2. If it is allowed to perform simple generalization process with asking questions,
only 11 rules are écquired. And during processing these 12 training examples,
training examples (s8, t8), (s10, t10), (s11, t11), and (s12, t12) a(_:tually contribute
nothing to further generalization. That is, before processing them, the learner has
already acquired capability to parse them. Thus, the learner éould learn .to parse

" 15 sentences from the given 8 (=12-4) training examples.

3. If it is also allowed to climb the concept hierarchy and back-propagate the gen-
eralization, training examples (s6 t6), (s7, t7), (s8, t8), (s\lO t10), (s11, t11), and
(s12, t12) would contribute nothing to further generalization. Thus, the learner

actually learns to parse 15 sentences from the given 6 (=12-6) training examples.

42 A More Complex Training Case

We illustrate a more complex training case in Table 2 which is to show how the
system learn proper PP-attachments (Prepositional phrases attachments). For process-
ing these training examples, éhe system asked nine questions to perform simple gen-
eralizations, among which four were confirmed with "Yes", while five were denied
with "No". Also, the system asked six quesﬁons to climb the concept hierarchy and to
back-propagate generalizations, all of them are confirmed. There are totally 95 rules
acquired. |

After giving these 13 training examples, the systefn learned how to determine the
proper attachment of the prepositional phrases (headed with in, on, and with) for the
verbs put, keep, want and see. For verbs put and keep, if the prepositions are in or on

(training sentence sl, s2, s3, and s4), the prepositional phrases should, although not
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Table 2. More complex. training examples (their
corresponding parse trees are not listed).

sl: (I put the dog in the box)

s2: (I keep the dog on the box)

s3:. (You put the dog in-the house)
s4: (I put the dog on the table)

s5: (I want the dog in the house)
s6: (I want the dog on the house)
s7: (I see the dog with a telescope)

s8: (I see the dog with a bell)

necessary, be attached to the corresponding verb phrases (VP). On the other hand, if
the verb is want (training sentence s5 and s6), it is better to attach these prepositional
phrases to the corresponding noun phrases. For the verb see (training sentence s7 and
s8), the way of attaching prepositional phrases depénds on the object of this preposi-
tional phrases. For example, in training sentence .s7, ihe prepositional phrase with a
telescope should be attached to the verb phrase see the dog. While for training sen-
tence s8, the prepositional phrase with a bell should be attached to the noun phrase the
dog.

4.3 A Chinese Training Case
In this training case, the following Chinese training sentences are entered to the

system:

oz — @3 R. (Ieatanapple) (S1)
B — @ % F. (Ieata pear) (S2)
BY% — % ok #.  (leataicerod) (53)
BH — @33R (Ihave an apple) (S4)
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B — 4 H . (etacane)  (S5)
i1z — @ R F. (He eats a pear)  (S6)

The system totally asked ten questions, and among which five questions are confirmed.
After training with these sentences, the §ystem has acquired 23 rules and ‘successfully
classified '35 2 (apple) and %1 F (pear) into a category whose associable unit is e
, and ¥ # (ice-rod) and ‘H B (cane) into a category whose associable unit is 'H
Besides, it has learned that the subject '$ (I) and 4 - (He) share the same
verbs 7 (eat, eats) and * 5  (has, have). That is, unlike in English, these subjects
and verbs can agree in Chinese. These associable relationships are acquired implicitly
in parsing rules. Thus, in general, the system can be ai)plicd to not only English but

also Chinese language acquisition situations.

5. Conclusion and Discussion

We have proposed a computationally plausible model for natural language
acquisition by viewing natural language parsing as a problem solving task. The sys-
tem can.acquire parsing rules and classify lexicons simultaneously without saving
‘training examples. The proposed language acquisition model has 5 major features
including:1
1. No negative examples are provided by trainers.

2. None of lexicon features are given. This language acquisition model does not
require to define a concept hierarchy (the lexicons) priorly, rather, this hierarchy

is built incrementally.

3. Since the parse trees are given as input, with the operators for constructing the
parse trees, the solution path can be deterministically found.

4. Combining the mechanisms of the generalization by asking question and generali-
zation back-propagation, the number of questions can be reduced, and the learn-

ing system is ‘more flexible in the sense that it is not restricted by incomplete
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prior domain knowledge.

Allowing the learner to ask questions can shifts the burden of generating negative

examples from the trainer to the learner.

Since natural language acquisition involves more tasks than merely those in pars-

ing, the parsing-driven generalization approach in this paper only emphasizes on

parsing-related learning issues. Even this, there are still many future works remain to

be explored:

1.

This system has acquired lexicons and parsing rules from the input statement sen-
tences. Other types of sentences (such as command sentences, wh-quesﬁon sen-
tences, ... etc.) are not yet considered.

Since the size of lexicons in a concept hierarchy might grow significantly, to
effectively maintain it is an interesting and important problem.

Currently, the system cannot acquire the concept of inflections among lexicons.
This is due to its incapability to distiguish the inflection relation between lexi-
cons, for example, the lexiéon "went" is an inflection of "go". To acquire this,

features of inflections among lexicons should be provided.

There might be a trade-off in choosing the number of cells in the node stack and

~the lookahead buffer. Too many cells will cause too specific rules, while too few

'cel'ls_will cause many over-generalizations in rules. Although the Wait-And-See

strategy is modified (section 2.2) to promote its ability for resolving ambiguities,
the three-celled buffer might still be inadequate. In case this situation is encoun-
tered, other mechanisms such as suspension (Liu and Soo [5]) should be intro-

duced.

Although the system is allowed to ask questions, the trainer might not answer it,
and in this case, the learner can just give up the possible generalizations. How to

ask smarter questions is one of the future extensions of our work, and in addition,
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how to incorporate more sophisticated generalization back-propagation mechan-

isms into the learning system is also an interesting problem.
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An application of statistical optimization with dynamic programming to

phonemic-input-to-character conversion for Chinese.

Richard Sproat
AT&T Bell Laboratories

Abstract

This paper describes a method for the conversion of Chinese text written in phonemic
“transliteration into Chinese character text. The method uses character bigram
probabilities estimated from a large coxpus‘ of Chinese text to compute the most likely
path through the lattice of possible character transliterations. Dynamic programming is
used to i)rune the search. Thus the method is statistical, like previous work by Lin and
Tsai (1987), but it is algorithmicaily simpler than their method. Performance scores are

given which demonstrate that the proposed method produces good results.
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An application of statistical optimization with dynamic. programming to

phonemic-input-to-character conversion for Chinese.

Richard Sproat

AT&T Bell Laboratories

1. Introduction: the problems of Chinese orthography.

It is a familiar point that inputing Chinese text is non-trivial because of the thousands
of characters used in Chinese orthography; this makes the development of word-
processing tcchnology' for Chinese much more difficult than for ianguages like English.
While there have been a number of different classes of .solutions proposed, there has
been much interest in what is often referred to as phonetic -input, more correctly
phonemic input. Under these schemes one types Chinese text using: one of several
-different transliteration schemes, usually either the Mandarin Phonetic system in
Taiwan, or Hanyu Pinyin on the Mainland or abroad. The text is then converted to
characters. Because the number of characters in the transliteration scheme is small, a
normal kcyboérd can be used, and the user need only possess normal typing skills. Of
course, to use such a system, one is required to' know (one of) the transliteration
schemes assumed, and be familiar with the particular Chinese language — ﬁsually
Sténdard Mandarin — which the system assumes, but this is often argued to be. a
.relatively small drawback since most Chinese speakers are familiar with one or another
transliteration scheme and most literate Chinese are familiar with Standard Mandarin

(Becker 1984b, Lin and Tsai 1987). Because phonemic input does not require special
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keyboards or the mastery of special coding schemes, it thus confers a number of

advantages.

The major probiem with phonemic input is of course ambiguity, since the number of
syllable types in Chinese is significantly fewer thén the number of characters. The
syllable-to-charactér relation is therefore one-to-many, but since it is very skewed,
highly ambiguous syllables like shi4 are not unusual (I shall use the Hanyu Pinyin

* transliteration system in this paper, with numerals representing the tone):

E E W O£ # & + | B X B =
% B OK # & f ¥ £ B % K &
®O® & & % OB OB R & E

However, although syllables in isolation are quite ambiguous, most text consists of
strings of many syllables, and one can significantly reduce ambiguity by taking the
context into account. The most popular method is ‘word-unit’ based input, discussed in
Becker (1984a,b). In all such systems some post-editing of the text is usually

necessary, but the post-editing task is significantly reduced.

The preSent paper reports on a novel approach to the phoneme-to-character problem.
The‘ algorithm reported uses estimates of the conditional probability of a character
given the previous character to find the optimal path through the lattice of possible
charactérs. Dynamic programming is used to pi'une, the search. The sfatistics are
derived from a lafge corpus of Chinese text. In the next section we describe the
algorithm and in the subsequent section we report on the implementation and the

performance, and compare the latter with previous similar work.
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2. The statistical method.

Church (1988, and see also Derose 1988) has proposed a statistical method for tagging
English words with parts of speech. Conceptually, the problem can be laid out as
follows: for any Wc;rd in English text, there are a number of ways of tagging it with a
part of speech label. So, table can be tagged as a noun ‘in “The suit is on the table’ but
as a verb in ‘Let us table the suggestion.” Since each word may be many-ways
ambiguous in this regérd, a sentence of text may generally have a richly branching

lattice of part of speech label possibilities associated with it. Church gives the

following example (where ‘UH’ means ‘interjection’):

I see a bird
PRON \"/ ART N
PRON A"/ P N
PRON UH ART N
PRON UH P N
PROPNOUN V ART N
PROPNOUN V P N
PROPNOUN UH ART N
PROPNOUN UH P N

The general problem to be solved here is to find the most probable path through the

lattice of parts given the lattice of words, or in other words, for a sentence of length n:

argmax p(party - - - part,_|wordg - - - word,_1)

Church approximates this conditional probability with a second order model as

follows:

n-1 p(word;|part;) *p(part;|part;_,part;_5)

argmax
8 ,=Hz p(word;)
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Conceptually one enumerates all of the possible paths through the lattice and then
picks the best path according to the above metric. However, we observe frbm the
above formula that we are considering at most a trigram of part of speech labels, and
that a dynamic programming solution is possible. So, at any point while travefsing the
lattice, for each triple of parts of speech part;_,part;_jpart; we only need to
remember the best path ending in that triple, since only the best such path can
competé further down the lattice. This effects a signiﬁcant reduétion in the search

space.

The relevance of this to the issue addressed in the present paper can be seen when we
observe that the problem of deciding the best path through a lattice of part of speech
labels is identical in relevant respects to the problem of déciding the best path through
a lattice of Chinese characters generated from a phonemic input. So, consider the

following example:
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tai2 wanl you3 tai2 fensgl

® ® - 8
- 3 i y.4 = =
A i ) # 3
B B i 53
& sl % -
2% AR 2% i
# 1 2
i & ]
o8 &8 £

The circled characters represent the most likely path through the lattice, that is, the

sentence ‘Taiwan has typhoons.’

The problem is approached in a way entirely analogous to Church, except that a first
order model is used. (Until recently we did not have enough data to train a second
order model.) Replacing ‘part of speech’ with ‘character’ (¢) and ‘word’ with ‘syllable’
(o) we arrive at the following expression:

n=1p(o;lc)*p(cilcioy)

argmax
i=nx p(o;)

We do not currently have a corpus of Chinese text with phonemic transcription so it is
not currently possible to estimate p(6;|c;), i.e. the probability of a syliable O given c,
where ¢ is a possible pronunciation for ¢c. However, since tie majority of Chinese
characters are unambiguous in their pronunciation (unlike the situation in Japanese) we

can assume that this term is 1 in the general case. Furthermore, the denominator term
384
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does not effect the maximization since it is simply the probability of ¢;, which merely
serves as a constant multiplier for probabilities of paths ending in that syllable. We
can therefore simplify the above equation to:

n-1
argmax [T p(cilci-1)

i=1
In the current method, as in Church’s method, dynamic programming is used to prune

- the search.

3. Performance issues.
3.1 Implementation and performance.

The statistics used by the version of the system which has been evaluated to date are
derived from a corpus of 2.6 million characters of Chinese newspaper téxt (kindly
provided by United Informatics, Inc., Taiwan). The current corpus contains 4846
distinct characters for which we have Pinyin transliterations. The bigram probabilities
are estimated by di\?iding thé frequency of occurrence of a sequence of characters by
the size of the corpus. The unigram probabilities are estimated in a similar manner.
(In practice the corpils size terms are omitted since they do not affect the
maximiiation.) The algorithm has been implemented jn C and runs on a Sun 3 at a

rate of approximately 25 characters per second.

We turn now to a discussion of the performance of the method. Seven short samples
of text of differing length were chosen, representative of various writing styles ranging

from very classical to ‘colloquialz
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i) Ad [classical]

ii) Report [classical]

iii) Newspaper social commentary taken from the training corpus [semi-classical]
iv) Essay [semi-colloquial]

v) Narrative [semi-colloquial]

vi) Short story [éolloquial]

wvii) Exposition [colloquial]

The appendix contains the Pinyin along with the character renditions for the first text.

Incorrect characters are circled.

The performance is given in the following table in terms of percentage correct by
character (hit rate) for each of the styles; the hit rate from the algorithm is given in
column three and should be compared with the hit rate achieved by merely picking the

most common character given the pronunciation, which is given in the second column:

Style Lexical Probabilities Only = Current Algorithm
i [class.] 76% 1939%
ii [class.] 73% 90%
'iii [semi-class.] 76% 98%
iv [semi-coll.] 69% 73%
v [semi-coll.] 72% 86%
vi [coll.] 71% ‘ 89%
vii [coll.] - 1% 92%
Total - 73% 90%

A trend evident in these data is that there is some dependency upon style: our current

training corpus is heavily classical in style since it is mostly derived from newspapers.
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As a consequence, texts (i-iii) which are classical in style are better rendered than the
more colloquial texts, with the exception of (vii). One can expect that this style
dependency would become less marked if the training corpus were expanded to

include other styles.
3.2 Related research.

The only previous statistically based work on the phoneme-to-character prdblcm of
whiéh we are aware is reported in Lin and Tsai (1987) and witﬁ subsequent
modifications in Fan and Tsai (1988). Lin and Tsai employ the relaxation technique to
obtain the optimal path through ihe lattice of possible chafacters, making use of the
lexical probabilities of the characters given the syllables and the transition probabilities
of adjacent characters and adjacent syllables. Their model was trained on a corpus of
196,573 characters of newspaper text written for elementary school students, and tested
on similar materials. This text, unlike our cdrpus, contains phonemic transcriptions
along with the character text.-Thus Lin and Tsai are able to measure p(d,-lc,-), which
is important in the few cases where a character has multiple pronunciations. In
évaluating their results it is important to consider that elementary school texts
represent a much simpler style than the texts with-whicﬁ we have been dealing, and
are expected to be biased towards much more common words (and characters) than
adult texts. One consequence of this is that they report an' average hit rate of 77.6%
by merely choosing the lexically most probable character, given the syllablé, which is
higher than our average rate of 73%. Their overall average hit rate is 95.4%, and the
algorithm runs at a speed of about 2 characters per second. The speed appears to be

slower than the one reported here, though this is at least in part due to a difference in
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hardware. As far as their hit rate is concerned, it is important again to realize that their
training and test corpus was restricted to fairly elementary texts; one may expect not
to get such a high score if the model were trained and tested on more mature Chinese

texts.

4. Summary

The system reported here is clearly useful for reducing the amount of post-editing
necessary for Chinese text entered with phonemic traﬁsliteratiop. The system is still
under development and we have recently _increascd the size of the training corpus over
the 2.6 million characters reported on above and are currently cvaluating the behavior

of the system under those conditions.
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Appendix

Test text (i): circled characters are errors.

1. Pinyin:

pin3 zhi2 gaol chaol de0 guang3 gao4 yan2 liao4 shi4 you2 duol nian2 de0
jingl yand . zai4 xian4 dai4 deQ ji4 shud she4 bei4 xiad , cai3 yong4 gaol ji2
yUan2 liao4 pei4 zhi4 er2 cheng2 . ge4 zhong3 sé4 liao4 bud dan4 ke3 xiangl
hu4 jiao3 hun4 shi3 yong4 . qie3 se4 shangd jial se4 , xiangl die2 shi3 yong4
shi2 , yi4 wu2 toud loud xian3 chul di3 se4 zhil 1U4 . ji2 shi3 heil se4

shang4 tu2 bai2 se4 yan2 liao4 , ye3 neng2 wan2 qUan2 yan3 gai4 .

2. Character rendition;

SEBBNELEENEOSESHER .
ERROED® R T .
FRAGERENE@MmR .
sHEBENFETMEER®E M.

HE Eme., #8EHEG.
AEEB R MER 2@.

B 2 e A ®E R,

to# %2 E .
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COMPUTER GENERATION OF CHINESE COMMENTARY
ON OTHELLO GAMES*
Jen-Wen Liao and Jyun-Sheng Chang +
Department of Computer Science
National Tsing Hua University
Hsinchu, Taiwan 30043

Abstract

This paper describes the design and implementation of a text generation
system which produces a mutil-sentence commentary in Chinese on a kind of
board game call Othello. The system is built under a general framework of
text 'generation. Discourse-related linguistic knowledge is encoded as rules
and a production system is used to manipulate.these rules to generate
cohesive text. A previously constructed sentence generator bas\ed‘ on systemic

grammar is adopted to generate the final surface text.

1. Introduction

Natural language processing (NLP) is a main branch of artificial inteliigence. There are many
applications of NLP such as: Machine Translation, Information Retrieval, Human-machine

Interaction, Text Generation, etc.

We choose a kind of board game called Othello as the application domain of text
generation. We have implemented a text generation system creating commentary on
Othello in Chinese. Despite the apparent simplicity of the task, the possibilities of
producing text are rich and diverse. The commentary is intended to convey both the moves

of the game and the significance of each move by showing errors and missed opportunities.

* This research is partially supported by National Science Council, grant No. NCS79-0408-
E007-05 and NSC80-0408-E007-13.

+ To whom corresoondances should be addressed.
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In next section, we present the description of ‘Othello. In section 3, we iﬁtroduce the
general concepts of text generation. An overview of our system is-also presented. In section
4, we introduce the first module of the system. In section 5, we give a detailed description
about the second module of the system. In the last section, we show some examples

generated by our system and summarize the paper.
2 Description of the game - Othello

Othello is a derivative of the Go family of board games; emphésizing capture of territory
tﬁrough the process of surrounding the opponent’s pieces. It is played on an 8 x 8 board,
with a set of dual-colored discs by two persons. Each disc is Black on one side and White on
the other. Each color stands for one of the two players. The initial board configuration is

shown in Figure 1.

® N o b @ oo oo

Figure 1. the initial Othello board configuration;
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1 ' 1
e :
3 1 3
OOECCCe
5 (O 5
6 C 6
7 @ 7
8 ' 8
(a) | (b)

Figure 2. (a) Result of a legal play before BLACK’s move at d4,;
(b) after BLACK’s play at d4.
Initially, WHITE owns the two central squares on the major diagonal (d4 and eS), and
BLACK owns the two central squares on the minor diagonal (e4 and dS). BLACK plays
first, and then the players take turns to play a move until neither side has a legal move. The

player who has more disks at this point wins the game.

A move is made by placing a disc on the board, with the‘player’s color facing up. In order
for a move to be legal, the square must be empty prior to the move and it must result in
capturing of the opponent’s discs. The opponent’s discs are captured by bracketing them
between the disc being played and an existing disc belonging to the player. Bracketing can
occur in a straight line in any of the eight directions(two vertical, two horizontal, and two in
eéch diagonal direction). The captured disc (discovered discs) are ﬂipped to the other color
and become the opponent’s. Bracketing and discovered discs does ndt further cause more
discs to be flipped even if they result in a new bracket. Figure 2(a) and Figure 2(b) show an
example of a legal move by BLACK on square d4, and the resulting cﬁange in disc

ownership.
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A number o'f simple strategies, such as maximizing the disc differential, have been
suggested for Othello. For more details, see [Rosenbloom 1982] and [Liu, Huarng and Hsu

1987].

3 Text Generation

3.1 Introduction

Text generation is the. reverse of natural language understanding. A generaﬁon system
- accepts a representation of linguistic information and goals and produces a sequence of
sentences that realize the goals and convey the given information. The problem of text
generation can be divided into two main areas which are not wholly independent: planning

the content of what to say and deciding how to say it.
3.2 An Overview of Our System

Our system generates Chinese commentary on Othello games. After the»L'lser or the
computer makes a-move on the board, the system automatically produces a paragraph of
text, analyzing the tactical patterﬁ of the move, estimating the goodness of the move,
comparing the move and the best move that the system knows of and showing the current
board situation. The information of each step is stored in a list called game history list for
later use. When the game is completed, this system displays a commentary on the whole
game, including the mistakes the user or the computer has made, the information of the |
. ownership of discs, and the winner. Our system consists of two principle modules (see

Figure 3):
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Move Generation
Module

Commentary Generation
Module

Content Determination &
Text Planning
Module

—

Sentence Determination &
Cohesion Enhancement
.Module

I

Surface Generation
' Module

Chinese commentary

Figure 3. The text generation system

1. Move Generation Module which employs a minmaX procedure and an alpha-beta
cutoff procedure to select a move for the computer side or takes user’s input as the
move for the human side at each step. This module returns the game history list as
output for the purpose of generating commentary on the whole game.

2. Commentary Generation Module which uses the methods described in subsequent
sections to construct the commentary for one step or for the entire game. It can be
further divided into three smaller modules:

<A> Content Determination & Text Planning Module which determines what
kind of information should be included in the output text.
<B> Sentence Determination & Cohesion Enhancement Module which organizes

the unordered, simple commentary into ordered, complex commentary.
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<C> Surface Generation Module which transforms these commentary into

Chinese sentences.
4. Move Generation Module

The purpose of Move Generation Module is to produce a legal move for the player (the
computer side or the human side) and other relevant information such as game trees, the
value of current evaluation function, etc. The move for the human side is taken from the
input typed by the user and the move for the computer side is calculated by searching the
game tree using a minmax procedure and an alpha-beta cutoff procedure. After each move
of the game is generated, it is recorded in a so-cailed game history list for generating

commentary on the entire game.

Usually the move returned by this module is not the best one since the depth of tree
searching is limited. In order to generate versatile and meaningful commentary, the
commentary generation module search at least one more level down the game tree to

collect more knowledgeable information.
5. Commentary Generation Module

5.1 Content Determination and Text Planning Module

The first phase of text generation is to choose the information that is relevant and
appropriate for inclusion in the output text. The decisions must be based on (1) what key
objects involved that the system thinks is necessary to identify and (2) what aspects of
situations are important and must be described. Also generation goals should be taken into

account.
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Text planning is the second phase in text generation. This phase accepts an unordered set
of propositions generated by the content determination phase as input and organizes them
into a series of ordered messages. The resulting messages must be appropriate (1) for the
purpose of sentence generation and (2) to the intended audience. A knowledge base is also

used to guide this process.

One of the problems that will occur if the content determination phase and text planning
phase are totally separated is that some verbose or redundant message might be generated
after the first phase such that the subsequent phase must waste time to remove them. ThlS
problem can be efficiently solved by integrating these two phases into one module as in our
implementation. Besides, our system haé a separate discourse module with explicit
discourse structure which guide the content determination phase to generate propositions

in a top-down, goal-directed fashion.

In our system, the input to this module includes the game tree, current board configuration,
etc. We adopt the ATN (Augmented Transition Netwofks) framework to analyze these data
and extract relevant information. The information generated from this phase is represented

in frames like internal representation.

Transition Network formalism is commonly employed in NLP. A transition network consists
of a network name, a set of nodes (states) and arcs. We express the transition network in a
LISP-like list notation. The detailed description of representmg ATN in list notation can be
found in Charniak (1983). The registers in our notation is defined by beginning their names
with character ?. To define a network, we define a LISP function def-net:

(def-net net-name (registers) commands)

‘See Figure 4 for the commands for writing transition networks and Figure S for an example

of network Generate-Partial-Comment in list notation.
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We represent the internal structure of a sentence using a modified slot-and-filler

representation, which reflects more the functional role of phrases in a sentence. This kind

of internal representations is called propositions. In this notation, we assign a special

semantic role (such as Agent, Theme, or Focus) to each major grouping of words. It

identifies the properties of each semantic role as a set of values. A slot name distinguishes

each value and indicates the role that value plays in the structure. Each slot statement is

made up of the following components:

Commands

Explanations

(traverse (network-name registers))

(seq actions)

(if test thenpart else elsepart)
(either test! actionl test2 action2..)

(:= register value)

(:= (registers) value-list)

Traverse the new network network-name with
the values of registers are passed to the
network-name.

Perform the actions sequentially.

Check if test comes out true. If so, execute the |
commands of thenpart. Otherwise execute
commands of elsepart.

If test] is true, execute commands of actionl.
If the test fails, try test2 , test3, ... until one of
them succeeds.

Set the value of register to the value returned
by the evaluation of value.

Set the value of registers according to the
pattern returned by the evaluation of value-
list. '

(jump tag) Jump to a tag of current network.

(tag tag-name) Define a tag tag-name.

(gen-comment comment)

=, <, >, and, or, dolist, first ...

Generate comment.

some Lisp built-in functions

Figure 4.
400
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--- aslot name (operator) indicating the type of the structure.
--- the type of the object.

--- the modifiers of the object, which may be a list of semantic role structures.

1 (def-net Generate-Partial-Comment (24gent ?Opponent ?Move ?BestMove ?LastMove
?DiskFlipped ?GameTree ?Ev)

2: (seq

3:  (traverse (Decide-Choices ?Agent ?GameTree ?Number-Of-Choices))

4: (if (= ?Number-Of-Choices 0)

5 (jump NEXT)

6: else (traverse (Show-Move 24gent ?Opponent ?Move ?LastMove ?DzskFlzpped)))

7. (it (= ?Number-Of-Choices 1)

8: (jump NEXT)

9: else (traverse (Measure-Goodness- Of—ThlS Move ?Agent ?Move ?BestMove

: ?GameTree ?Other-Chozces-Are-Equal ?MovelsBest) ) )

10: (if (or ?Other-Chozces-Are-Equal ?MovelsBest)

11: (jump NEXT)
12: else (seq (traverse (Show-Best-Move ?BestMove))
13: (traverse (Compare-BestMove-ThisMove ?Agent ?2Move ?BestMove)))

14: (tag NEXT)

15: (traverse (Consequence-Of-This-Move ?2A4gent ?Opponent ?Move))
16: (traverse (Summary ?Agent ?Opponent ?Ev))

17:) :

18:)

Figure S.

1. The operators for simple NP will be used to indicate the determiner information. The

- possible combination for the operator of simple NPs are: DEF (for definite
reference), INDEF (for indefinite reference), PRO (identifies an NP consiéting of a
pronoun), NAME (identifies an NP consisting of a proper name) and

CONJ(represents two or more NPs connected by conjunction).

The type for simple NPs will be as expected, and the modifiers will consists of

adjectives, relative clauses, number information and so on.
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2. The operators for clause structures include: PRES (for simple present tense), PAST
(for simple past tense) and INF (for infipitive clause). A
The modifiers of a clause consist of: AGENT (the object that caused the event to
happen), THEME (the thing that was acted upon), AFF-OBJ (the object that was

affected by the event) and FOCUS (the focus of attention of the event).

3. The operators for simple sentences are simply ASSERT (for declarative sentence). As
for compound sentences, the operators are the semantic relations between the clauses
such as ALTHOUGH, CONJUNCTION, RESULT, etc.

For example, the simple sentence "I have 3 choices" might be represented by the

structure:

(ASSERT (PRES HAVE (AGENT (PRO I))
(THEME (INDEF CHOICE (NUMBER 3)))
(AFF-OBJ nil) -
(FOCUS (PRO D))))

Using the technique of transition networks, we can generate the internal representation for
a versatile and comprehensive gaine commentary. During a network traversal, the
command gen-comment creatés a proposition and add it to a output list to be processed

by the next module. If a register appears in the pattern of proposition, we must replace the
register by its value at that position. To generate commentary for each step, we traverse the
network Generate-Partial-Comment. When we traverse the network Generate-Partial-

Comment, we also will traverse the subnetwork Summary (see Figure 6). Note that the
symbol $ means to evaluate the operation immediately following it and use the return value

to fill the slot occupied by $.
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(def-net Summary (?Agent ?Opponent ?Ev)
(seq
(:= 2AN (Count-disc-number *?4gent))
(:= 20N (Count-disc-number *?Opponent))
(Gen-Comment "(assert (pres REMAIN (agent (pro ?Agent))
(theme (indef DISK (number 24N))) (aff-obj nil) -
(focus (pro 24gent)))))
(Gen-Comment ’(assert (pres REMAIN (agent (pro ?Opponent);
(theme (indef DISK (number ?0ON)))) (aff-obj nil)
(focus(pro ?Opponent)))
(either (= 24N ?ON)
(Gen Comment ’(assert (pres 7/E (agent (pro WE))
(theme nil) (aff-obj nil) (focus (pro WE))))
otherwise

(Gen-Comment ’(assert (pres $(if (> AN ?0ON)’LEAD’LAG)
(agent (pro 2Agent))
§theme (indef DISK (number $(- 2AN ’ON))))
aff-obj (pro ?Opponent))

(focus (pro ?Agent)))))
(either (= ?Ev 0)

(Gen-Comment ’(assert (pres HAVE (a A§ent (pro NOBODY))
%theme indef ADVANTAGE)) (aff-obj nil)
focus (pro NOBODY)))) _

otherwise
(Gen-Comment ’(assert (pres HAVE
(agent (pro $(if (> ?Ev 0) °I "You) ))
(theme (indef ADVANTAGE) (aff-obj nil)
(focus (pro $(if (> ?Ev 0) ’I ’Youw)))))

Figure 6.

Suppose that the ?Agent (the player who takes turn now) is *You’ (stands for the human

side) and the ?Opponent is 'I' (stands for the computer side). The current value of

evaluation function (?Ev) is +5. After calculating the disc numbers on the board, we found

that the human side owns 20 discs and the computer side owns 16 discs. The register 24N is

set to 20 and the register 7ON to 16. Therefore we will obtain the following propositions:

(assert (pres REMAIN (agent (pro You)) (theme (indef DISK (number 20)))

(aff-obj nil) (focus (pro Youw))))
(assert (pres REMAIN (agent (pro I)) (theme (indef DISK (number 16)))
(a f-obj nil) (focus (pro Youw))))
(assert (pres LEAD %ent (pro You)) (theme (indef DISK (number 4)))
-obj (pro I) (focus (pro You))))
(assert (pres HAVE (agent (pro 1)) (theme (indef ADVANTAGE))

(aff-obj nil) (focus (pro 1))))
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The corresponding commentary in Chinese is:

KE=ZEEE

" # T 2 0 ¥ #H F
KHT 1 6 ¥ #H F
fRA L K4 BHHET
K AEE

5.2 Sentence Determination and Cohesion Enhancement Module
5.2.1  Introduction

After the content and overall ordered of the message in the text have been decided, there
are still two problems that neved to be resolved:

1. The first problem is deciding how much information to put in a sentence. For a set of
propositions, it can be realized as a complex sentence or a few simple sentences. The
factors influencing this decision include focus of attention [Derr and McKeown 1984],
semantic and rhetorical relations between propositions [Davey 1979].

2. The second problem has to do with cohesion in tfze text generated. It is necessary in this
phase to find and mark the cohesion links am,o'ng propositions. These markings are
subsequently used in surface generation for such activities as pronominal,
demonstrative, verbal and clausal substitutions, ellipsis, selection of conjunction and

lexical choice.

Some pragmatic knowledge 'is used to solve these two problems above. Under the
consideration of easy understanding and modification, we have selected rules to represent
the knowledge required for this module. Rule-based knowledge representation centers on
the use of IF condition THEN action statements. Our rules are expressed with arrows (--->)
to indicate the IF and THEN portions. For example,

the PH of the spill is less than 6 (IF part)

>

the spill material is an acid. (THEN part)
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5.2.2 Pattern Matching

To support rule-based approach described in the previous section, we need the technique
of pattern matching. To enhance the capability of pattern matching scheme, we allow
patterns to contain pattern matching variables beginning their names with the character ?.
We also allow the user to attach an arbitrary predicate as a property of a pattern matching
variable. Then when the matcher tries to match a variable against an item, it allows the
match only if the item satisfies the attached predica.te, if one exists. The pattern matching
variable with a predicate is expressed as a list, in which the first element is the variable
name and the second element is an arbitrary LISP predicate. For example, the expression
(age-of ?person ?(age (and (numberp ?age) (< ?age 20)))) \ |
would match
(age-of John 17)

with the result that ?person is bound to John and ?age is bound to 17.

It might be necessary to creaté a new pattern after we apply our pattern matcher to several
patterns and get the variable bindings of a successful match. The pattefn matching
variables of the new pattern are required to be substituted with their corresponding value
of bindings. In addition to replace variables, we might need to execute some other actions
during the substitution to extend the new pattern such as:

!: Triggering another pattern matching process. The pattern following "!" is matched
against a rule named by the first argument of the pattern. If it succeeds, the new
pattern generated by that rule is used to fill the slot where "!" dccupies. For example,
consider the following rule Decide-Opening,

((33) (34)) > Parallel
the pattern before applying the rule: (The Opening is {(Decide-Opening (3 3) (3 4)))
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and the pattern after applying the rule: (The Opening is Parallel)
$: Evaluating the subséquent function and filling the slot with the return value. If a
. pattern matching variable is contéined in the function, réplace it with its binding
value first and then evaluate that function. For example, if the bindings obtained after
matching X, the'IF part of a rule is ((?A 3) (?B §)),
X ---> (The two variables are $(if (= ?A ?B) ’equal "unequal) )
the output pattern generated by the rule will be  ( The two variables are unequal )
@: Spliiting the resultant pattern following it. It decomposes a pattern into a series of
items. For example,

(a@(bcd)e) becomes (abcde)
5.2.3 Examples

The knowledge base in this module consists of two kinds of rules: one is called the
discourse-rule and the other the pattern-rule. The former describes functional, semantic or
_rhetorical relation among propositions and the latter expresses facts in the knowledge base.
The IF part of these rules is a list of one or more patterns. The main difference between
them is thaf the THEN part of the discourse-rule has several patterns whilé the pattern-rule
has only one. The paftern-rules can be applied in discourse-rules to check if a certain

situation has happened, but the discourse-rules cannot be used in pattern-rules.

In this module, we encode discourse-rules to combine propositions. A discourse-rule
consists of three components: rule-name , rule-body and execution-priority. The rule-name
defines the unique name of a rule. The rule-body has an IF part and a THEN part. If a
portion of the propositions matches the IF part of a rule-body, then it produces a new
output proposition with every variables in the proposition replaced with its binding value.

The execution-priority of rules are used to resolve the conflict where the IF parts of more
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than one rules matches a portion of propositions. When it happens, the rule with highest
execution-priority fires. .The output proposition of a rule can be tested for further
combination with other propositions. We repeat this pfocess until there is no possibility of
combining propositions. The function def-discourse-rule is used to declare a discourse-

rule.

A pattern-rule has two parts: rule-name and rule-body. The IF part of the rule-body consists
of several patterns enclosed in a list and the THEN part specifies the new pattern to be
generated if IF part of the rule matches the input patterns. The function def-pﬁttern-rule

is used to declare a pattern-rule.

Consider a discourse-rule <Although-but>. Suppose that a speaker makes an utterance
that generates some expectation. But the expectation is contrary to the next utterance.
Under such situation, combining these two utterances into a single complex sentence using
conjunctions is better than producing two separate sentences since the former reflects the
semantic relation while the later do not. To check if there is a certain relation among two

sentences, the rule <Although-but> (See Figure 6) applies a pattern-rule Not-Expect:

There are other aspects of cohesion affecting the quality of output text. For instance, see
input propositions below. Realizing these two propositions into two independent sentences
(sequence 1) obviously is not a good idea since there are many redundant information.
Instead we should join the two propositions by deleting the PREDICATE, THEME and
AFF-OBJ of the proposition 2 and using conjunction to combine the two AGENTSs
(sequence 2). A discourse-rule named identity-delete-1 can be applied in such a condition
by matching the values of PREDICATE, THEME, AFF-OBJ and FOCUS of one

proposition with the corresponding arguments in the second proposition.
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1. You lead me by 4 disks.
I have advantage.

2. Although you lead me by 4 disks, I have the advantage.

-(def-discourse-rule <Although-but> 7
 ((assert (?T1 ?P1 ?A1 ?T1 201 7F1))
(assert (?T2 ?7P2 2A2 7T2 7(02
I(Not-Expect (?P1 ?A1 ?T1 ?01) (?P2 ?A2 ?T2 ?02))) ?F2))
S—
((Although (assert (?T1 ?P1 ?A1 ?T1 201 ?F1))(assert (?T2 ?P2 2A2 7T2 202 ?F2))))
) |

(def-pattern-rule Not-Expect
((LEAD ?P1 ?- 7P2) (HAVE ?P2 ?(Theme (= (Root ?Theme) ’ADVANTAGE)) - ))
---> True

)

input propositions: -
(assert (pres LEAD Ea ent (pro You)) (theme (indef DISK (number 4)))
aff-obj (pro I)) (focus (pro You))))
(assert (pres HAVE  (agent (pro [)) (theme (indef ADVANTAGE))
(aff-obj nil) (focus (pro I))))

output proposition:
(Although (assert-(pres LEAD (agent (pro You)) (theme (indef DISK (number 4)))
aff-obj (pro 1)) (focus (pro You)))) :
(assert (pres HAVE (agent (pro D) (theme (indef ADVANTAGE))
(aff-obj nil) (focus (pro 1)))) )

5.2.4 DiscuSsion

Our discourse rules are inspired by the research of Derr and McKeown (1984) who
concentrated on using focus to generate complex and simple sentences. They encode tests
on functional information within Definite Clause Grammar (DCG) formalism to determine
when to use complex sentences. These tests look like our discourse rules excebt that they
are written in Prolog and the pattern matching mechanism is implicitly embedded in the -
grammar. Our discourse rules have an extra component ’execution-priorily’ to resolve
conflicts while the tests have not. Checking semantic relation between propositions to

generate complex sentences are also not included in their paper.
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1. You have S remaining disks.
I have S remaining disks.

2. You and I both have 5 reamining disks.

(def-discourse-rule identity-delete-1 1
( (assert (?T ?P (agent ?A1) ?T 20 ?7F1),
(assert (?T ?P (agent 2A2) 7T 70 ?F2)) )
—> .
((assert (?T ?P (agent (conj ?A1 ?A2)) 7T 720 ?F1)) )

input propositions:
(assert (pres REMAIN(agent (pro You)) (theme (indef DISK (number 3)))
(aff-obj nil) Efocus (pro You)))
(assert (pres REMAIN(agent (pro I)) theme (indef DISK (number J)))
- (aff-obj nil) (focus (pro I)))

output proposition: -
(assert (pres REMAIN (agent (conj (pro You) (pro I)))
theme (indef DISK (number 5)))
aff-obj nil) o
(focus (pro You)))

The process of selecting and combining propositions -in this module is similar to the hill
climbing avlg(')rithm in Mann and Moore (1981). They designed so-called aggregation rules to
combine sentences and then evaluate the resultant combinations. The best one is selected
and the process is repeated. The difference between oﬁr method and theirs is that we
always choose the best combination without generating many other alternatives. Another
disadvantage of the aggregation rules is that they are language-dependent. Our discourse-

rules are less dependent on language than theirs.
5.3 Surface Generation Module
The last module in the system is surface generation which takes the segmented and

enhanced messages produced by-last module as input and generates natural language

sentences as output. It has to make such decisions as (1) what words and phrases to use in
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describing or referring to entities and their relationship, and (2) what syntactic structure to

use in presenting these pieces of information.

Se.'veral grammatical formalisms have been used for surface generation: Systemic grammar
[Halliday 1976), Transformational grarmmmar [Chomsky 1965], Augmented Transition Network
(ATN) grammar [Woods 1970}, Functional grammar. Our surface genérator use systemic

grammar to produce Chinese sentences.

Our system employs the sentence generator implemented by Kuo (1989) as a part of the
surface generation module for the production of versatile Chinese sentences. The form of
input to the sentence generator looks like frames and has three parts:
1. aframe name --- specifies the constituent of a sentence that the systemic network is to
generate.
2. a list of features --- .provides the information about the functions that this constituent
is intended to perform.
3.  an optional subframe list --- gives the subconstituents that are to be handled by the
lower level network. The subframes have exactly the same structure the we have

described.

For example, to generate a sentence "You lead me by 4 disks" in Chinese, the input will be

as follows:

(sentence (s-sentence) .
(clause (independent mood indicative transitivity transitive active double-obj)
(agent (np head-noun pronoun (head-noun You)))
(pred (vp (verb M))E
(aff (np head-noun pronoun (head-noun [)))
(patient (np head-noun noun-mod class-phr (head-noun disk))
(classp (cp number (num 4) (class kir))))))
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To prepare the input for the sentence generator, the propositions that we have produced
need to be transformed into the form described in the last section. There are many
decisions that we must make during this transformation such as the what features to
include, how to fill the subframes, and which word to use. Instead of writing a subroutine to
transform the propositions, we formalize the transformation by encoding these linguistic
choices as pattern-rules. By matching the input propositions and the IF part of pattern-
rules, the necessary form for the sentence generator can be obtained from the new pattern

part of pattern-rules.

Consider the following pattern-rule for an example. The rule Transform-Clause transforms
the clause element of a proposition into a subframe of the resultant input form according

to the patterns specified in the IF part and the THEN part.

(def-pattern-rule Transform-Clause
( ?Type ?Pred (agent ?Agent) (theme ?Theme) (aff-obj ?Aff- Obj) (focus ?Focus))
—>
((c]ause !(Determine-Clause-type (2A4gent))
mood !(Determine-Mood (?Agent))
transitivity @!(Determine-Transitivity (?Agent ?Theme ?Aff-Obj ?Focus))

$(if *?Agent ’(subj @!(Transform-NP ?Agent)))

$(if *?Pred ’(pred !(Transform-VP ?Pred ?Type ?Agent ?Theme)))
$(if ’?Theme  ’(patient @!(Transform-NP ?Theme)))

$(if’24ff-0Obj  ’(aff @!(Transform-NP 2A4ff-Obj))) )

A word in propositions generated by content determination and text planning module
denotes only a concept and does not necessarily correspond to the actual word to appear in
the resultant sentence. But the word system in the sentence generator only consists of
locative particle subsystem. We can either extend the word system in the sentence
generator, or handle the problem of lexical choice during the transformation process

described in the last section. We choose to implemented the lexical choice mechanism in
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the transformation phase for the following reasons: First of all, these choices can be easily
formulated and encoded as rules without making the grammar too complicated. Secondly,
these rules could be gracefully incorporated with other natural language formalism such as

semantic networks to enhance its capability.

For example, the concept "HAVE" might have the following alternatives.

HAVE CHANCE corresponds to GET CHANCE
HAVE ADVANTAGE corresponds to- GAIN ADVANTAGE

- Through the help of pattern-rules, we are able to implement some simple word choices.
The choices that we have made primarily concentrate on verbs. The rule accepts a verb and
a direct object of the verb as inputs and generates a new word which is then used to replace
the original verb in the input for the sentence generator. The pattern-rule Generate-Word

for verb "HAVE" is described below.

(def-pattern-rule Generate-Word
(HAVE CHANCE )

---> GET)

(def-pattern-rule Generate-Word

- (HAVE ADVANTAGE)

---> GAIN)

5.4 Examples of Text Generated by the System
The following two paragraphs are the commentary produced by our system. The first
paragraph is the comment on a certain step during the game and the second is the

commentary on the entire game.

Commentary on a certain step during the game

R¥EH 1018 E E .
T nes,eyn /R 2BEBHFHMEEZRET
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REFHN—$MHE .

ns,8)" B BB KA EE 2,6 F 2.

B AR E RE E Iz A B M1 BEH FEZRALELE
T I |
REBSEAESEWNHKE .

fRE T o1 1 EBHE, RHE 1L 2 BEMF

B AR MBERER LI BEHFER2RESEED

Commentary on the entire game

STRE ST R SRR SO E B ST R LD P DB SR S RSP B Y S0 B S S

Bl 5 & — 8 ¥ K I H T T r(3,5)".

KR EEZ2T T "3,0".

HERH RBEMSB FIiITAKHMERBIE

% 14 F.

fBE ik T & B9 ¥ %,

£ 16 F. _

8 T — 4 HEFEFSXXIEEAETTEZ2NAEINNE.

8 19 F.
;‘Eﬁﬁl;ﬁ‘é‘"E‘J%Iﬂg{f’%ﬁﬂ’z‘.ﬁ?Eﬁﬂg1¥E1‘ﬁ?.
22 F.

T — 4 8RO HEHFESRIZET HEZN:IIBEBEF.
8 28 F.
gﬁﬁ‘éﬁﬂmﬁﬁH@%lﬂﬁ{f%{ﬂ?4;5931‘??%%'89%‘*”4&?.
34 F. .
gﬂx;ﬁ%”’Eﬁﬁ%ﬂ%ﬁ’%%ﬁfﬁ?tﬁﬂ‘)1%’5&?.
5 40 F. i

T -4 E RV HEHFESRERIZET £28H6 38H F.
8 43 F.

8 T H L A,

% 46 F.

W T EHE T A.

5§ s0 F. : :

s T — P HESBREHEATEEZEWNE AN ZE.

8% 52 F. - |
HF R T HEBROERFBSMEREZET £BWN1EHEHF.
% 53.F.

W H T K T A.

g 55 F .

BB HF R E B KB FE IS K

ERT TENHREAMNE.
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£ % 61 F.
AN

R BT £ £ A.

mE s RE.

HE T 23BHB 7, /KF T u B F.
R W15 E — B & 8.

B X A M AR B E A

6 Conclusion

In this thesis, we have designed and implemented a text generation system for generating
commentary on Othello games in Chinese. A framework for text generation is proposed

and adopted in our system.

Our system is a complete text generation system that employes three independent phases to
produce Chinese text. We hope that our work will give rise to other researches on the topic

of text generation in Chinese.
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Bi-Lingual Sentence Generation-

Chung-Cherng Chen and Jyun-sheng Chang
Institute of Computer Science

National Tsing Hua University

Abstract

In this paper, we use -a single internal representation for bi-lingual
document generation (English and Chinese) to experiment on the
feasibility of a language independent structure. The input is designed
based on the case relation and the sentence generator is implemented
using systemic grammar. We augment the systemic ‘ grammar with
procedural attachment to deal with language dependent choices. The
system is tested for the application domain of preparing technical

manuals with satisfactory results.
1. Introduction

The aim of this paper is to experiment on- bilingual generation of technical

document.

The input is in some language independent internal representation and the output is
sentences in a target language. There are two important issues in this process. One
is the structure of internal representation and the other is the design of sentence

generator. We will discuss these two issues in the following sections.

* This research is partially supported by National Science
Council, grant No. NSC80-0408-E007-13.
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— Chinese sentence [— Chinese

generator sentences
Language independent —
structure —
| English sentence — English
generator sentences

Figure 1. A Bi-lingual Sentence Generator

There are many advantages in using language independent structure in sentence
generation. For example, in machine translation, the language-independent
structure can be used as the ivnterlingua so that an MT system deéomposes into two
modules, one for parsing and one for generation. Both modules can be used for
translation of other language pairs with the same source or target langﬁage. For a
text generation system, a knowledge base that yields language-independent structure

can be used to generate multilingual document.

A sentence genefator usually is based on some kind of grammactical formalism.
Several grammactical formalisms have been used for sentence generation, including
ATN [Goldman 1975], systemic grammar [Davey .1975, Mann 1973, Patten 1985 and
Kuo 1989], and transformational grammar [Mckeown 1979 and Maudlin 1984]. All

of these systems deal with one specific target language such as English and Chinese.

This paper continues previous work on Chinese sentence generation [Kuo 1989] and

focuses on the following problems:

1.  Making the representation more language independent.

2. Extending the scope of sentence generation.

420



3 Using a single internal representation for bilingual document generation to

illustrate the feasibility of a language-independent representation.

This section introduces the problem that this paper sets out to solvé and previous
work on sentence generation. Section 2 presents detail description of the language-
independent structure. Section 3 describes both the Chinese and English sentence
generators. Section 4 presents examples to illustrate the entire process of
generation; the differences between Chinese and English will be emphasized.

Section S concludes the paper with a few remarks.
2. Internal Representation

The Chinese sentence generator described in [Kuo 1989] is not very language-

independent. It has the following shortcomings.

1. The internal representation is insufficient to represent the events

Considering the following two sentences

ok = FASGRLIT B
SHRLET BAr

The input for sentence (1) is
Agent : k=
Adv : FSEigk

The input for sentence (2) is

Agent fast
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" $&%RL " plays the same roles but has different input forms in the above two
sentences.

Users must specify some features particular to the target language. For
example, in certain situation, users must specify ba or passive which has
nothing to do with the semantics. We’ll overcome this shortcoming with
procedural attachment.

Considering the following two sentences

bl —FEERF L

e ¥ EER

The location in the above sentences has different surface structures. If we are

not careful, we’ll generate an illegitimate sentence such as

ftEEERF

Removing these shortcomings and making the sentence generator language

independent are the goals of this paper. The following sections will show how the

problems are resolved. -

In the following, we will describe the internal representation used in our sentence

generator. The goal of the internal representation is to record the meaning of a

sentence. A sentence with more than one meaning should have more than one

internal representation. Similarly, sentences with different syntactic structures but

the same meaning should get mapped to the same structure.

We adopt case grammar as the basis of our internal representation for the following

two reasons:
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1 It is fundamentally a theory of meaning.
2 The number of possible cases is quite small, so it is easy to manipulate and to

use in internal representation.

Case Grammar and Case Relation
The essence of case grammar is that the semantics of a sentence can be expressed in
terms of case relation which is the relationship between noun phrases and the verb.
Typical cases are as follows.
1 Agent : A noun phrase fills the agent case if it describes the instigator of the
action described by the sentence. For example,
John broke the window.
2 Theme : An NP that describes something undergoing some change or being
acted upon will fill the theme case. For example,
John broke the rock.
3.  Instrument : An NP is an instrument if it describes a tool, material or force
used to perform some event. For example,

Jack saw the ship with the telescope.

4  Experiencer : An animate entity is an experiencer if the entity is in a desired
psychological state or undergoes some psychological process such as
perception. For example,

John saw the unicorn.

5 Beneficiary : The case is filled by the animate person for whom a certain event

is performed, as in
I gave the book to Jack for Susan.
6  At-Loc : This case describes the location where the action happened as in

He sat on the chair.
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7 Frorﬁ : The case can be further divided into two subcases from-loc and from-
poss, representing the source of a movement action and the original owner
respectively.

8 To : The case can be further divided into two subcases to-loc and to-poss,
which mean the destination and the new owner respectively.

9  Time : This case indicate the time when the action happened.

10 Direction indicates the direction of the action.
Case grammar can be stated in the following three rules.

1 Sentence --> Modality + Proposition ‘
2 Proposition-->V + C1 + C + ...... + G+ . + Cp
3. Ci->K+ NP |

‘The first rule indicates that a sentence consists of modality and proposition.
Proposition is a tenseless set of case relations. Modality concerns about mood
information such as indicative, imperative and tense information such as present or
past. |

The third rule states that each case consists of a case marker and a ﬁoun phrase.
The case marker will be realized as a preposition ( ’in’ and ’at’ in English, or > {8 ’
and’ ¥£ ’ in Chinese) or by the position in the surface structure. For example the

Agent case is usually realized by the subject position in the surface structure.

The structure of Verbs
Some cases are intimately related to the verbs. We call them inner cases. Other
cases are optional (called outer cases). There are two syntactical prdperty associated

with an inner case:
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1 An inner case must always appear, For example the verb 4 has the inner cases

Agent and Location.
i A 7ERE b

2 There are different kinds of case marker associated with an inner case. For

example,

FEnALTERREE L ., normal order
e e = e 1V ]| A .locative inversion
%ﬁmﬁjfﬁgi’:ﬁﬁ ................. locative preposing

Internal Representation

According to case grammar, we classify the internal represéntation into three
categories: events, entities, and predicates. Events concern about something that
happened. It consists of modality information and case information. Case information
specifies the kindS of information about this event. There are two kinds of case
_information. They are semantic cases and discourse cases. Semantic cases express the
semantic meaning and the discourse cases conveys the discourse information such as
focus and understanding. The discourse cases affects the syntactical choice and the
surface structure of a sentence. Semantic cases can be further divided into two
kinds. One is the basic case which we discuss in 3.1.1. The other is the augmented

case which we used to express more complicated meanings. We added augmented
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‘cases to generate bounded sentences while maintaining generality. The following

augmented cases are allowed:

1. Time : indicating that the subordinate event happened either before, after or
at the time of the main event. For example,

After you decided on a location for your printer, the first step in setting it

up is to install the paper feed knob.
2 Result : indicating the resultant event of the main event. For example,

Save it so that we can move the printer with it when we move the printer.

3 Purpose : indicating the purpose of the main event.
4  And-then : indicating the subsequent event of the main event.

S According : indicating the method of the main event.

These three kinds of case are illustrated in Figure 2 through 4.

The corresponding linear representation is

( EventName ( Event ( Modality Information )

( Agent ( Entity....... )

( Theme ( Entity ....... )

( Pred ( Predicate........ )

( Experiencer ( Entity..... )

( At-Loc ( Entity....... )

( To-Loc ( Entity ....... )

( To-poss ( Entity....... )

( From-Loc ( Entity ....... )
( From-poss ( Entity....... )
( Instrument ( Entity...... )

( Time ( Entity......... )

(Direction (mod......... )
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entity 5

to-lo|

predicate

event4

result eventt

Figure 3. Augmented Cases

focus understanding

case case
Figure 4. Discourse Cases
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Entities can assume a case role such as agent, location, theme and time and is
represented by a head noun, definite/nondefinite information and modifiers such as

adjective, location and genitive. See Figure 5.

Figure S. The Representation for an Entity

The corresponding representation is

( CaseName ('Entity Singular/Plural Number Defnite /Nondefinite )

(Loc ( Entity....... )
(Gen ( Entity ....... )
(Event (Event........ )
(Adj(Mod....... )

The Predicate case represents the kind of action involved in an event. It may be

accompanied.by modifiers (adverb).

An Example

For example, a sentence from Epson Printer User Manual
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Hold both ends of the tracter unit and slowly tilt the unit.
has the semantic representation as shown in Figure 6. And the semantic net can be

lineariied as follows.

(eventl  (event imperative present)
(pred(action (verb hold)))
(Theme  (entity definite third plural (hn end))
adj ( mod (mod both)))
en ( entity definite third singular (hn tracter))))
(and-then (event present )
(agent (entity definite second singular pronoun (hn you)))
(pred (action (verb tilt))
(modifier (mod (mod slow))))
(Theme (entity definite third singular pronoun (hn unit)))))

modifier

tilt. -~ slow

Figure 6. Representing "Hold both ends of the tractor unit and slowly tilt the unit"
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3. Sentence Generation

The sentence generator accepts the semantic cases and discourse cases to generate
an adequate sentence. The major mechanism to make syntactical choice is
procedural attachment. In this paper, we’ll show how the sentence generator

manipulate these two kinds of cases through attached procedures.

The realization rules in the original systemic network are not sufficient for text
generation in English and Chinese deterministically. We have proposed to add some

‘notation to resolve the problems.

The ? Notation
While generating English sentences, we must enforce the subjeét verb agreement. So
we need to know the number and singular/plural information about the subject.

Here, we define a notation :

?(element feature ) tomean whether the element has the feature
?2( ’$ feature) to mean whether the current element has the feature

?( element ’self ) tomean whether the element exists

For example ?( ’agent ‘plural ) means whether agent has the plural feature; ?(.’$
present ) means whether the current clause has the present feature; ?( ‘agent ’self )

means whether the agent exists.

The # Notation
During the generation of event, we should know whether the event is dependent or
independent, whether it is a bounded or relative clause. This information must be

obtained from the upper level. So we need a realization rule for inserting feature. We
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define realization rules (# element feature-list) as inserting element to feature-list.
For example, when we generate the time- event, we have the realization of (# time
(dependent bound time-bound)) which means the clause we generate next will have

the feature dependent, bound, time-bound.

The Grammar

According to the internal representation, we classify the network into three levels :
event, object, predicate. Each level of representation is handled by the corresponding
network. We will sketch the grammar for both Chinese and English in t.he following.

Refer to [Chen 1990] for more detailed description.

The Action-type System (Chinese)

The action-type system processes the action of the event. The philosophy that we
take in action-type system is the classification of verbs. By classifying the verbs, we
know the inner cases and the corresponding syntactical choice. We can manipulate
the inner case and choose the adequate sentehces according to the discourse
function. The actioh-type system consists of four subsystems, and we will illustrate

only the action and aux subsystems in the following.

“ The Action System (Chinese)

The action system distinguishes a tran-action (transitive) system from an intran-
action (intransitive) system. The intran-action system consists of vocal intran-action-
location and intran-locomotion system. '

The intran-location system can have three syntactical choices, normal-order, locative-

inversion and locative-preposing. For example

AT normal order
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Eﬁ%_télé%—‘fﬂ%ﬁfﬁ locative inversion

FAMTEEE S - Akss locative preposing

The condition fof the locative inversion is agent nondefinite and loc definite. This
means that agent is the new information and location is the old information. It is
often called presentative clause.

The condition for locative preposing is agent and loc definite. We realize these
conditions by attaching a procedure to the system of intran-location. The following is

the corresponding code:

( cond ( (and ?(’Agent "Definite ) ?( "Loc 'Definite )) ’( Locative-Preposing
((and ?(’Agent ’Nondefinite ) ?("Loc "Definite ))’( ‘ Locative-

Inversion))
- ’( Normal-Order )))

Similarly, the Tran-Action consists of Regular and Tran-Location system. The regular

system has the following four syntactical choices.

normal :
ZRBARR T ik
topic :
condition : Theme is definite
f Z AR T
preverbal :
condition : 1 Theme is definite

2 Verbs contains disposal feature.

ZE1E5RR T

passive :
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condition : Focus is Theme

fle B R T

and the procedure attached is:

( cond ( ?(’Focus 'Theme ) ’( passive ) )
(( and ?(’Theme ’Definite ) ?(’$ "Disposal )) ’( preverbal)
(T . ’( Normal )))

Similar work is done for the tran-location system.

The Event Network (English)

One of the main differences between the English network and the Chinese network
is voice and subject verb agreement. The voice system will select the active or
passive system according to focus. The active system consists of select-subj and
_ theme-obj systems. The select-subj system will select the subject from agent,
experiencer and instrument. If the subject is the agent, then there are two systems
included: agentnn and agentqq. Agentnn has three alternatives, subj-first, subj-second

and subj-third. We attach to agent-nn a procedure to choose one from the

alternatives.
( cond ( ?Cagent °first )  ’('subj-first ) )
o ( ?%’agent second ) ’(subj-second ) )
( ?Cagent ’third) ’(subj-third)))

Similar work is done for agent-qq which manipulates the singular/plural features.

4. Examples
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In the following, we show a list of sentences used in the experiment. The sentences
are listed in the sequence of (1) an original Chinese sentence (2) the generated
Chinese sentence (3) the original English sentence (4) the generatéd English

sentence.

1.1 %éﬂ%ﬂﬁﬂfﬂﬁﬁe By BE&ME B BT B PinkE BEF H WEMH

1.2 85 F fTH IR 0 BEME B BRE RS KA T BUR B i ER#

|

1.3 After you unpack the printer, check that you have all parts shown below .

1.4 when you open the packaging materials of the printer check whether you
‘ have all parts that the following figure shows

2.1 Ef B ®& & BEME RE UE BX IBRE = & A §
2.2 B M Ei= &&¢ UKk RF BEMH ES 8K KM & A € WE R

2.3 After removing the parts, store the packaging materials in case you ever
need to transport your printe.

2.4 after we remove the PARTS store the packaging materials so that we can
transport the printer with it later

3.1 g RN E5|8
3.2 Eie e ES|8
3.3 Remove the puil tractor

3.4 remove the pull tractor

o1 BTER ERAKDE ORET S8 fwR E3%
a.2 Efg {8/ ZE918 15 XK WM G #$iT aRAR
4.3 In preparation for performing the self test later, remove the tractor.

4.4 remove the pull tractor so that we can perform the self test later

v

1 AGESISE By BEF Hu ARk [@LE KREE
2 1§ F5I¥ B9 BF HL MK 1§ € ML RE

wm

5.3 Raise the tractor cover then lift it up.

5.4 raise the cover of a tractor and-then lift it up
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6.1 Bin #F 7 E5I18 B W w0y BEHHE
6.2 Ef IfF £ E3(8 B W I B BEME
6.3 Remove the packaging materials inserted between both sides of the tractor

6.4 remove the packaging materials thateis inserted between both sides of
the tractor

TARE E URE B RE ORMEEF AEE

7.2 REF E KR B RN WE OXRE F KM & A T RE XK

7.3 Store it in case you ever need to transport the printer.

7.4 store it so that when we transport the printer we can move the printer
with it

8.1 B ZES(8 Y M W

8.2 B ESI8 B MW W

8.3 Hold both ends of the tractor.

8.4 hold both ends of the tractor

9.1 12181 1§ T mE EH
9.2 1§ E Mk 818 \EH
9.3 Slowly tilt it back

9.4 slowly tilt it back

10.1 E5|8 89 BRO g & Wt BHE
10.2 E5[E Y 8RO § & 0 BHAE
' 10.3 The notches of the tractor will snap free from the mounting pins

10.4 the notches of -the tractor will snap free from the ﬁdﬁnting pins

11.1 48 ZE5(8 mE R&E
11.2 % ZE3(8 ML &
11.3 Lift the tractor up

11.4 1lift the tractor up
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5. Conclusions

In this paper, we focus on the topic of .language independent. We adopt the case

relation to be our input and we use procedural attachment to deal with the language

dependent choice. We implement both the English and Chinese Systemic

Grammars to demonstrate that our input is in some way language independent.

The domain that we test our system is the technical manual, Epson user’s guide for

the LQ-500 printer.

Our system can be improved in the following respect:

(@

(2)

3)

(4)

Extending the scope of the grammar : We implement just a subset of English
and Chinese grammar. There are still many grammatical phenomena we didn’t
implement such as progressive, perfect tense.
Improving the procedural attachment mechanism: We can improve the
procedural attachment mechanism to make the sentences generated more
elegant. For example, We can realize the focus of event using cleft sentences
instead of using only passive sentences in Chinese sentence generation.
Adding a preprocessor: Consider the sentences below.

Unpack the printer.

16 ENZELE 69 B e
In order to generate this pair of sentences, we will need a preprocessor
between the iriput and the sentence gehcrator to deal with difference in lexical
expression in different target language.
Our system now genefates a clause for the internal representation of an event.

We can add variety to the text by generating a different kind of grammatical
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constituent. For example, we can generate with a noun phrase in a

prepositional phrase for a result-event as in Sentence 4.3.
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A Unification-Based Approach
for Chinese Inquiry Sentences Processing*

Shu-hang Lee and Hsi-Jian Leet
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ABSTRACT

In this paper, we present a unification-based approach for processing
natural inquiry sentences on the relational database. We also propose a meth-
od to process the proper nouns in the queries. The semantics of some words
in the inquiry sentences may have close relationship with the relational schema;
they. therefore can be expressed in the relation algebra. We design four types
of feature structures, value specification type, attribute specification type, relation
specification type and function specification type, as semantic representations to
describe the corresponding algebraic content of the signs of the inquiry sen-
tence. Unification is used as the primary information-combining operation to
construct the syntactic and semantic content. In this system, we perform the
syntactic parsing and the semantic interpretation in an integrated way. As a re-
sult, when the parser unifies two constituents, their algebraic contents are
formed. Lastly, according to the algebraic content of the inquiry sentence, we
design transformation rules to translate the feature structure to database re-
trieval commands and then get the desired data from the database.
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I. INTRODUCTION

For retrieving information from the database, many formal query languages are de-
signed to simplify the problem of obtaining the correct data. To express the queries skillfully,
users must have knowledge about these artificial languages and the schema of the underlying
database system. It is not convenient for a novice user. 'Using natural languages for database

retrieval provides users a more intuitive method.

In general, a natural inquiry sentence processing system can be divided into three ma-
jor modules [13]: the parser, the formal query generator, and the database access routines.
In the first step, the system parses the input query to a uniform intermediate representaition,
such as D&Q, logic form [1], case frame [5], etc. In the second step, the system translates
the intermediate representation to a target query. In the third step, the system interprets the

target query and retrieves the data.

- In this paper, we propose a unification-based approach for Chinese inquiry sentences
processing. For the past decades, unification has become one of the primary operations in
linguistic theories and natural language processing [16]. Many researchers have focused on
the design of unification-based grammatical formalisms due to the common design features,
including surface-based, informational, inductive, declarative, and complek feature based

[15].

Unification-based grammatical formalisms use feature structures as an information-
bearing objectvthat provides phonological, syntactic and semantic information by specifying
values for various attributes in a set of feature—value pairs, and take unification to be a prima-
ry information-combining operation. Some principles we adopt in CIDA (a Chinese Intelli-
gent Database Assistant), a user interface for helping the users to retrieve library information,

are inherited from HPSG (Head—driven Phrase Structure Grammar) [14].
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It is an important application to incorporate natural language as a user interface into
a database system. The intelligent information systems incorporating natural language as a

front end include GUS [5], KID [8], TEAM [1], LUNAR [17] and LADDER [6].

Grammatical formalisms are languages intended to describe the set of sentences that
language encompasses, the structure properties and the meanings of such sentences [15].
HPSG [14] is a successor to Generalized Phrase Structure Grammar (GPSG) [7]. A collection
of syntactic features and their values describe the syntactic category of a sign. The HFP (Head
Feature Principle) declares that the head feature of a phrasal sign is shared with its head
daughter. For example, the head feature of a noun phrase is .determined by that of its head
daughter. The SP (subcategorization Principle) states that in any phrasal sign, each comple-
ment daughter must unify with a member of the head daughter’s subcat (an abbreviation of
subcategorization) list, and that the subcat list of the mother consists of those elements that
remain to be satisfied on the head daughter’s subcat list. The AP (Adjunct Principle) states
that all adjuncts to be attached are according to the arguments of the adjuncts list in the head

daughter.

The remainder of this paper consists of five sections. In Section II, we introduce the
architecture of the proposed system. Then in Section I1I we describé feature structures that '
we design as intermediate representation to bear contents of the inquiry sentences. In Section
IV, the parsing technique is introduced. We also present a method to process the proper
nouns. In Section V, we illustrate the implemented system and some examples. Conclusion

and future works are drawn in the last section.

II. SYSTEM ORGANIZATION

The system architecture of CIDA is illustrated in Figure 1. The input query is first se-
gemented into a list of words according to the lexical signs in the lexicon. The parser then
analyzes the list and generates complex feature structures, which we use as the intermediate

representation. When the results are passed to the contextual interpreter and asserted in the
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dialogue base, the contextual interpreter applies rules in the rule base and the information
in the dialogue base to transform the feature structure to its corresponding relational algebra
commands. It executes finally a database access routine to retrieve information. In the current

stage, the mechanisms not yet implemented are marked by “*’ in Figure 1.

The data model imposes structural restrictions on natural language understanding.
The relational data model is generally a standard for developing natural language query sys-
tems [13]. In detail, the model is a data structure of the contents of the database, which is

relatively independent of the actual storage structure of the database.
Four relation schemes of the underlying database are shown as follows:

BOOK(OBINAME, OBJ_ID, FIELD, AUTHOR, PUBLISHER, LOCATION
PUB_DATE, PRICE)

JOURNAL (OBINAME, OBJ_ID, FIELD, PUBLISHER, LOCATION, PRICE)
BORROW (OBJ_ID, USER_ID, BORROWTIME)

USER (USER_ID, USERNAME)

III. INTERMEDIATE MEANING REPRESENTATION

There is a universal agreement within the Al communfty that natural 1anguage under-
standing systems must provide some underlying meaning representation into which surface
strings are mapped [2]. The semantic interpretation is to map the input natural inquiry sen-
tence to its intermediate meaning representation. A variety of meaning representations were
proposed in natural langqage interface systems in the literature. These formalisms not only
bear the meaning of the inquiry sentence, but also provide a computer - interprétable charac-

toristics of natural language.

In our system, the complex feature structures are taken as the intermediate meaning

representation. A feature structure « is defined as a set of feature values {(f;,v;),i = 1,2,n},

where feature names f; are atoms, feature values v; are atoms or feature structures. Feature
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structures resemble the first order predicate calculus, but several restrictions have been lifted
[12]. For instance, substructures are labeled symbolically, not inferred by argument positions.
Fixed arity is not required. Feature structures have been used to represent partial informa-

tion, and unification operation is used to combine partial structures into larger structures.

The primary goal of semantic interpretation in CIDA is to extract the algebraic infor-
mation from the natural queries into the intermediate representation. The overall structure

of a sign in HPSG is shown below.

[phon «
syn [head [maj B,
adjunct B,
subcat B3],

sem ]

where o, B;, B2, B3,y denote feature values. The phon attribute stores the phonological infor-
mation of a word or a phrase. The syn attribute contains a set of syntactic features to represent
the syntactic information. The feature head describes syntactic properties that a si gn shares
with its projection. The information of categories is kept in the feature maj and the possible
adjuncts in the feature adjunct. The subcat list gives us the required arguments to form a big-
ger constituent. The dbs feature is to bear the relational algebraic information. The features

that can be the values of dbs are listed below.

Feature Explanation

rel It contains a feature structure to specify a relation.

attrs It contains a feature structure in which some attributes are restricted; it
is similar to a restriction predicate in [3].

value It contains an atom that specifies the instance of some attribute, or a fea
ture structure that specifies the operation associated with the attribute.

quant It contains a feature structure that describes the quantification of the

relation or the attribute.
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In CIDA, the hierachical information is keep in two features: d_hier, and type. ‘The fea-
ture d_hier specifies the domain hierarchies of nouns and adverbs. The type feature specifies
the syntactic type hierarchy of nouns. Type hierarchy is used to express knowledge about the
structure of the things that it describes. The knowledge is useful in describing the relation-
ships between different things, e.g., what kind of objects can play a certain role in some rela-
tions, or what kind of relations that a particular relation can modify it [19]. In CIDA, the do-
main hierarchies of nouns and adverbs are classified in accordance with the underlying

domains of database.

There are four types of feature structures we propose for describing the algebraic con-
tent of a sign. They are value specification type, attribute specification type, relation specifica-
tion type and function specification type. The features in these types we adopt are based on
the syntax of the relational algebra and the functional forms in [16]. In the following sections,

we will discuss these types of feature structures in detail.

3.-1‘Value Specification type

In Chinese :a1quiry sentences, some words represent instances of the attributes or op-

erations on the attribute values. They are discussed as follows.

* Proper nouns that mean instances of certain attributes. For example, in the query

li35i4 jie4zou3 tianllong2balbu4 zhe4 ben3 shul mal ? (Does li3si4 borrow the book,

tianllong2balbu4?),li3si4 is a user name. The feature structure for the proper noun
li3si4 is: |
[phon 1i3si4,
syn [head [maj n,
type  proper,
d_hier actor]],

dbs [value li3si4]].
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Verbs that associate scalar comparison operations with the attribute values, such
asda4yu?2 (is greater than) and deng3yu2 (equal to). For example, the query lei4chul
jia4qian2 dadyu? yi4 bai3 yuan2 deS shul (Display the books of which the price is
greater than 100 dollars.). The lexical sign for verb dadyu2 iS:
[phon dadyu2,
syn [head [maj v, ..
| subcat [[syn [head [maj n, d_hier Y]]],
[syn [head [maj n, d_hier Y]],
dbs  X]]]],
dbs [value [gt X]]].

where gt is a comparison operation that will check if the value of some attribute de- -

scribed by the subject of the verb da4yu2 is greater than X described by the object.

Some question words in Mandarin such as shei2 (who). na3li3 (where), denote that
some attribute value will be projected. For example, in the query tianllong2balbu4
zhe4 ben3 shul fang4 zai4 na3li3? (Where is the‘book located, tianllong2balbu4?),
na3li3 represents a projection operation on the attribute LOCATION. The lexical

sign for the interrogative pronoun na3li3 is:

[phon na3li3, ...
dbs [value [fun project]]].

where the feature fun contains an atom that is a procedure name project, which means

a projection operation that will put the projected attribute in a projection list.

Adverbs that associate with some procedures to infer the attribute values of some
domains. For example, zou2tian1 (yesterday) represents operations to infer the val-
ues of domain ‘time’ (domain PUB_DATE or BORROWTIME). Its lexical sign

is illustrated as follows:

[phon zou2tianl, ...
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dbs [value [fun yesterday]]].

» A measure word that is the type of measure, such as yuan2 (dollar) in the inquiry
lei4chul jiadgian2 dadyu2 yi4 bai3 yuan2 de5 shul (Display the books whose p‘n’ées
are greater than 100 dollars.), which quantifies the attribute value of domain
PRICE. The lexical sign of measure word yuanZ2 is shown as follows.

[phon yuan2, ...
dbs [value [quant [unit yuan2]]]].

3.2 Attribute Specification type

Some words in the inquiry sentences in CIDA implicitly indicate the attributes of some
relation that will be specified in the future. The type is of the form:
dbs [attrs [ATTRIBUTE [VALUE—SPEC ]
.A”ITRIBUTE [VALUE-SPEC], ...]

where ATTRIBUTE represents some attribute of some relation, and VALUE-SPEC is a fea-

ture structure of value specification type to restrict the attribute.

In CIDA, some nouns explicitly map to the attributes, such as zou4zhe3 (author) to the
atti‘ibute AUTHOR and chulban3she4 (publisher) to the attribute PUBLISHER. Thus, the
noun zou4zhe3 has the following lexical sign: |

[phon zou4zhe3

syn [head [majn, ...
d_hier author],

dbs [attrs [author [value X]]]].
3.3 Relation Specification Type

Some words in the inquiry sentences specify some operations that are made on rela-
tions. The feature structures of relation specification type are taken as their algebraic content.

These words may be as follows.



The nouns that indicate the relations from which we select some tuples, such as
shul (book) and gi2kanl (journal), which denote the relations BOOK and JGUR-

NAL, respectively.The signs for shul are shown as follows:

[phon shul.
syn [head [majn, d_hier object, type common,
adjunct [[syn [head [maj n, d_hier objnamel]]],
[syn [head [maj n. type classifier]]],
[syn [head [maj det]]}]]}, ’
dbs [rel [select» [rel [relname book],

attrs [objname [value X]]]]].

where the feature select represents a selection operation; it has two subfeatures reland
attrs. The former is a feature structure of relation specification type to specify the rela-
tion selected, and the latter is a feature structure of attribute specification type to spec-

ify some attributes restricted. The feature relname contains the name of relation.

The proper nouns that are attribute values of some domain can evidently indicate
which relations will be selected; that is, they are unique identifiers of some rela-
tions. For instance, the proper noun tianllong2balbu4 in the query tianllong2bal
bu4 fang4 zai4 na3li3 (Where is tianllong2balbu4 located?) identifies the BOOK (or
JOURNAL) relation in CIDA. Since tianllong2balbu4 is a book name, the lexical

sign for it is:

[phon tianllong2balbu4, ...
dbs [rel [select [rel [relname book].

attrs [objname [value tianllong2balbu4]]]]]

Some verbs that denote the selection of one relation on some attributes that may be
restricted in the future. For example, chulban3 (publish) in the query ACM chulban3
na3xiel za2zhi4? (What journals does ACM publish?). means the selection of the rela-
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tion JOURNAL on the attributes, PUBLISHER or PUB_DATE, which may be re-

stricted.

Verbs that implicitly indicates that we will join some relations. For example,
Jied4zou3 (borrow) in the query li3si4 jiedzou3 tianllong2balbu4 zhe4 ben3 shul
mal? (Does li3si4 borrow the book, tianllong2balbu4?) associates the join operation
with three relations, USER, BORROW, BOOK (or JOURNAL). The lexical sign

for verb jie4zou3 is:

[phon jiedzou3
syn [head [maj v,
adjunct [[syn [head [maj adv, d_hier time]],
dbs. Y]]I,
subcat [[syn [head [maj n, d_hier object]],
dbs [rel X211,
[syn [head [majn, d_hier actor]],
dbs X1]]],
dbs [rel [join [[rel [select  [rel [relname user],
. attrs [username X1]]]],
[rel [select [rel [relname .borrow],
attrs [borrowtime Y]]]],
[rel X2]]]]-

where the feature join means the natural join opération, its value is a list of feature
structures of relation specification type. For the verb jie4zou3, the list contains three
elements. The first element is a feature structure that denotes the selection of the rela-
tion USER on the attribute NAME, described by the subject of the verb jie4zou3. The
‘second specifies that the relation BORROW is selected on the attribute BORROW-

TIME restricted by the temporal adverb. The last is specifed by the object of jie4zou3.
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3.4 Function Specification Type

The feature structures of this type are use to describe a few predicates that are opera-

tions made on the relations or on the attribute values. The words of this type are as follows:.

e A determinative-measure compound to reflect quantity. Determinatives may be

classified into [9]:-

1. Specifier, such as determinative pronoun, zhe4 (this), or na4 (that), or qi2yu2de5
(the remaining), ordinalizing prefix such as di4. The following lexical sign illus-
trates the determiner gi2yu2des.

[phon qgi2yu2des, ...
dbs [quant [spec remaining}]].
2. Number, such as definite qunatity, sanl (3) or wu3 (5), indefinite quantity, duol

shao3 or ji3 (how many).

3. A measure word that is the type of classifiers, such as ben3 (volume) in the query
lie4chul sanl ben3 jinlyuanl xie3 de5 shul (Di.splay‘three zQLume_,: of books whose
author is jinlyuanl.), which is used to quantify the'relation that satisfied the de-
scription. The lexical sign of measure word ben3 is shown as follows.

[phon ben3, ...
dbs [quant [unit ben3]]]

e Verbs or particles that represent query types [16]. For example, the verb
you3mei2you3 (exist) in a Yes/No question is to check whether the relation is empty
or not. The lexical sign for you3mei2you3 is:

[phoﬁ you3meiZyou3
syn [head [majv]],
subcat [[éyn [head [maj n,
d_hier object]]]]]].

dbs [q_type yesno]]. -
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where q_type means the query type, and yesno represents a Yes/No question.

IV. NATURAL QUERY PROCESSING

4.1 The Parsing Technique

A parser plays a significant role in natural language understanding systems. Its primary
goal is to examine how the syntactic structure of a sentence can be computed and to generate
an intermediate representation that can be processed furthermore. There are three types of
parsers been developed in the recent two decades: top-down parsing, bottom-up parsing,
and mixed mode parsing [10]. The parser we adopt is the bottom-up chart parser for it can

list all ambiguous solutions and it is natural for the unification process.

The basic parsing strategy is to determine if two constituents, CI and C2, can be com-
bined, which depends on whether CI is subcategorized for or adjunct o.f constituent C2 or
vice versa. For the former case, this relationship is checked by unifying the partial information
of the subcat and adjunct features of constituent C2 with the complete information of Cl.
When the unification is successful, the whole information of the constituent C1 will be copied |
into the field of the comp_dtrs (complement daughters) feature or adj_dtrs (adjunct daugh-

ters) feature. The detailed control mechanism of the parser is stated in [18].

4.2 Interpretation Scheme

Semantic interpretation to natural language processing in earlier approaches is per-
formed after syntactic analysis and before pragmatic processing. The separation of syntactic
arialysis and semantic interpretation modularizes the natural language processing system;
that is, syntactic parsers can be developed without considering the problems of semantic in-
terpretation. But it may produce a lot of syntactic structures that will be judged to be semanti-

cal anomalous. This results in the inefficiency of the system.

In our system, semantic interpretation is to get the algebraic representation of inquiry

sentences. We will construct the algebraicrepresentation of a sign that bears the relation alge-
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braic content according to both syntactic information, such as its complements and (or) ad-
juncts, and relational algebra information. The basic control mechanism is very simple. The
strategy is that while the parser unifies two constituents, their relational algebraic contents

are also combined, which can be divided intQ two actions:
(1). Combining heads with adjuncts

The adjuncts of nouns may be adjectives, classifier, associative phrases, and relative
clauses [Li and Thompson, 1981]; the adjuncts of verbs can be prepositional phrases, adver-
bial phrases or verbal phrase. For example, the relational algebraic content of the question
word duolshao3 (how many) is: |

dbs [quant [num howmany]].
and the content of classifier ben3 is:

dbs [quant [unit ben3]]

By unification, duolshao3 ben3 has the content:

dbs [qunat [numhowmany,

unit ben3]]

(2). Combining heads with complements

| “In general, the lexiqal heads,_ of phrases, such as verbs, adjectives, and prepositions,
characterize a situation and the complements of them provide information abouf the fillers
of the roles ih the relations described by the lexical heads. For example, the verbal phrase
jie4zou3 doul shao3 ben3 shul (How many books does ... borrow) has the following content:
dbs [quant [num howmany,
unit  ben3]],
rel [join [[rel [select [rel [relname user],
attrs [name X1]]]],
[rel [select [rel [rel.name borrow],

attrs [borrowtime Y]]]],
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[rel [select [rel [relname book],

attrs X]]]1]1

Below we give an example to illustrate how to construct the relational algebraic con-
tent of the query li3si4 jie4zou3 jinlyuanl xie3 de5 na3xiel shul (Which books written by
jinlyuan does li3si4 borrow?). It will first combine the head jie4zou3 with the complement

li3si4. The result has the folloWing algebraic content:

dbs [rel [join [[rel [select [rel [relname user],
attrs [name [value li3si4]]]]],
[rel [select [rel [relname borrow],
attrs [borrowtime Y]]]].

[rel X2]]]

Then the parser processes the noun phrase jinlyuanl xie3 de5 na3xiel shul and produces the

following result:

dbs [rel [select [rel [select [rel [relname book],
attrs [objname [value X]]]],
attrs [author [value jinyuan],

pubdate Y]]]].

Since the noun phrase is subcategorized for the verb jie4zou3. By structure sharing, the entire

query has the following relational algebraic content:

dbs [rel [join [[rel [select [rel [relname user],
attrs [name [value 1i3si4]]]]],
[rel [select [rel [relname borrow],
| attrs [borrowtime Y][]].
[rel [select [rel [select [rel [relname book],
attrs [objname [value X]]]],

attrs [author [value jinyuan],
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pubdate Y1]]]111].
4.3 The Processing of Noun Phrases

While parsing, some parsing rules are fired to construct the syntactic structures of
noun phrases that contain the particle “de5” [18]. In CIDA, three types of noun phrases occur

frequently in queries. They are:

o Clause +de5+ N: The example is ACM chulban3 de5 shul (the book published by
ACM).
e Clause +de5: The example is ACM chulban3 de5.

e N1+de5+N2: that is N1 owns N2, and N2 represents an attribute in CIDA. The
example is li3si4 jie4zou3 de5 shul de5 zou4zhe3 (the authors of the books borrowed
by li3si4).

While a noun phrase is of the pattern “Clause +de5 + N,” we would first process the
complements of the head verb of the clause, then check the word after de5. If its word category
is a noun and can be subsumed by the verb, then we take the clause to be an adjnuct daughter
of the head daughter and its relational algebraic content to be shared by that of the.whole
sign.

- If a noun phrase is of the pattern “Clause + de5,” that is, the word category after de5
is not the noun, the control strategy is the same as above. We will retrieve the syntactic and
semantic information of the empty NP slot in the SUBCAT list, and assign this information
in the slot heaa;_dtr. For example, in the phrase ACM chulban3 de5, the head verb chulban3
subcategorized for two complements. First, the proper' noun ACM is subsumed, and the cor-
responding entry in the subcat list of chulban3 is removed. Then we check whether the word
after the particle de5 is unified with the information of the subcat. Since the word does not

exist, we extract the information in the subcat list to the slot head_dtr.

The noun phrases of pattern “N1 +de5 + N2” denote a relation that we can select the

relation described by N1 on the restricted attribute described by N2. The parsing strategy is
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toput N1in the adjunct daughter of N2. Then we create the feature structure of relation speci-

fication type as shown below:

[rel [select [rel Nljjgepras

attrs N2agepra]l]

where Nlajgebra represents the value of the feature re/ copied from the algebraic content of
N1, and N2;gepra represents the value of the feature attrs copied from N2. For example, the

élgebraic content of the phrase /i3si4 jie4zou3 de5 shul de5 zou4zhe3 is shown below.

dbs [rel [sélect [rel [join [[rel [select [rel [relname user],
attrs [name [value li3si4]]]]],
[rel [select [rel [relname borrow],
attrs [borrowtime [value Y]]]]],-
[rel [select [rel [select [rel [relname book],

attrs X]]]]111,
attrs [author [value X]]]]]

4.4 The Processing of Proper Nouns

It is not reasonable to store lexical signs for all proper nouns in the lexicon, since it
will waste much memory for storing the redundant information, which the database already
has, and the number (;f proper nouns is very large. To avoid this problem, we quote every
proper noun in the inquiry sentence such as 7i3shi4’ jie4zou3 ‘Jinlyuanl’ xie3 de5 she2 mo5
shul?” (What books writtén by Jinlyuanl’ are borrowed by 'li3shi4’?). A proper noun may be
auser name, a publisher name, a field name to which books (or journals) are classified, a book
name, or a journal name. It may be classified as ‘actor’, ‘field’ or ‘objname’ in the domain
hierarchy. Therefore, when the proper noun ‘e’ is passed to the parser, the parser automati-

cally generates four lexical signs for it, instead of looking up the lexicon.

Then the parser will check the domain hierarchy to eliminate impbssible lexical signs.

In the query shei2 xie3 ‘tianllong2balbu4’ the lexical signs for the proper nouns will be re-
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stricted in the domain hierarchy ‘object’. There may still have several possible. In this situa-
tion, different algebraic contents are generated. Finally, when we retrieve data from the data-
base, some algebraic contents of the query do not get ‘the data and can naturally be
eliminated. For example, if tianllong2balbu4 is a book name in stead of a journal name, then

the sign that represents a journal name will get no answer from the database.

4.5 Transformation to Retrieval Commands

According to the feature structures generated from semantic interpretation, some
~ transformation rulés will be fired to translate them to the corresponding retrieval éommands.
The form of the feature structures of attribute specification type is: “attrs [ATTRIBUTE [val-
ue INSTANCE]]” or “attrs [ATTRIBUTE [value FUN-SPEC]].” We use the following three

auxiliary lists to record the restricted attributes and their associate values.

1. instance-Ist: It records the restricted attributes and their instances.

2. project-ist: It records the projected attributes.

3. operation-list: It records the restricted attributes and the operation associated with them.
The traﬁsformation rules are stated briefly as follows.

. VIf the feature structure is:
attrs [ATTRIBUTE [value INSTANCE]]
where the value of the feature value is an atom, then we put [ATTRIBUTE, IN-
STANCE] into the list instance-Ist as [ [ATTRIBUTE, INSTANCE], ...].
» If the feature structure is:
attrs [ATTRIBUTE [value FUN-SPEC]]

and FUN-SPEC means a projection on the attribute ATTRIBUTE, then we record
the projected ATTRIBUTE in the list project-ist as [ATTRIBUTE, ...]. Otherwise, we
put [ATTRIBUTE, FUN-SPEC] in the list operation-Ist.
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We give an example, /i3si4 jie4zou3 jinlyuan xie3 de5 shul mal? (Do”es li3si4 borrow
the books written by jinlyuan?) to illustrate the transformation of the feature structures of rela-
tion specification type. Its feature structure is listed below.

dbs [rel [join [
- [rel [select [rel [relname user],
attrs [name [value li3si4]]]]],
[rel [sélect [rel [relname borrow],
attrs [borrowtime Y]]].
[rel [select [rel [select  [rel [relname book],
attrs [objname [value X]]]],

attrs [author ’[value jinlyuanl],

pubdate  Y]I]]]1]]-

First, we fire the rule to interpret the three feature structures of the join relation. We will get

the derived relation of the first structure, which is the relation USERS. It can be expressed

in the relational algebra as * O (USER).” The derived relation of the second is the

username = 'li3sid’
relation BORROW, rather than a derived relation BORROWS. since the auxiliary lists, in-
stance-Ist and operation-Ist, are all empty. The derived relation of the last feature structure

named as BOOKS is the selection of the relation BOOK on the attribute AUTHOR whose

value is jinlyuanl, its algebraic expression is “Og (BOOK).” Next, we join three

author="jin\yuan1'

relations, USERS, BORROW, and BOOKS. The resulting relation of the whole structure is

obtained and can be expressed as follows:

(0a,. ... (USER)) Q BORROW Q Og (BOOK)),

author="fintyvanl’

where Q denotes natural join.



V. EXPERIMENTAL RESULTS AND DISCUSSION

CIDA is implemented by Quintus Prolog running on the SUN 3/60 system. The lan-
guage is adopted because of its unification properties, facilities in creating the relational data-
base and in natural language processing. We represent the relational database in a set of facts

in Prolog. The following is a snapshot of the underlying databases.
 book(’Tianllong2balbu4’, nov001, "Xiao3shuo1’, ’Jinlyuanl’, *Yuan3liu2’, 1984, ec622)

book(’An Introduction to Database Systems’, dbs001, *Zilliaodku4’, °’C. J. Date’, ’Addi-
son-Wesley’, 1986, ec622, 125)

borrow(dbs002, 7717514, 07/24/1989).
borrow(ai001, 7717543, 04/25/1990).
user(li3shuZhang2, 7717543).
user(zhanglyuan2sheng, 7717514).

Some of the sample queries are listed as follows:

1. Tianllong2balbu4’ shi4 shei2 jie4zou3 de5? ( ‘Tianllong2balbu4’ is borrowed by
whom?)
2. na3xiel shul beid ‘Li3shu2hang2’ jiedzou3? (What books are borrowed by

‘Li3shu2hang?2’)

3. ‘Li3shu2hang2’ jie4zou3 de5 shul (zhongl) na3xiel shi4 Yuan3liu2’ chulban3 de5?
(Among the books borrowed by ‘Li3shu2hang2’, which are published by 'Yuan3liu2’?)

4. beid4 ‘Li3shu2hang2’ jied4zou3 de5 na4ben3 ‘Jinlyuanl’ xie3 de5 shul shi4 shei2
chulban3 de5? (Is the book that is borrowed by ‘Li3shu2hang2’ and is written by

- Jinlyuanl’ published by whom?)

5. ‘Li3shu2hang2’ jie4zou3 de5 shul de5 zou4zhe3 shi4 shei2? (Who are the authors
of the books borrowed by ‘Li3shu2hang2’?)
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6. ‘Li3shu2hang?’ jie4zou3 na3xiel yu3 ‘Zf]liao4ku4’ you3guanl de5 shul? (What

books related to ‘Zilliaodku4’ are borrowed by ‘Li3shu2hang2’?)

7. ‘Tianllong2balbu4’ zhe4 ben3 shul bei4 jie4zou3 duoljiu3 le5? (How long has the

book, ‘Tianllong2balbu4’, been borrowed?)

8. lied4chul sanl ben3 Yuanliu2’ chulban3 de5 shul? (Display three volumes of books
published by Yuan3liu2’.) |

9. na3xiel yu3 ‘Zilliao4ku4’ you3guanl de5 shul bei4 jie4zou3? (What books related

to Zilliao4ku4’ are borrowed?)

'10. ‘Yuan3liu2’ chulban3 de5 ‘Xiao3shuol’ fanglmian4 de5 shul you3 na3xiel ? (Which .
- books related to the field ‘Xiao3shuol’ are published by ‘Yuan3liu2’?)

Below we take query 'Tianllong2balbu4’ zhe4 ben3 shul shi4 shei2 chulban3 de5 as

an example. For clarity, the algebraic content is shown in bold face.

solution 1
[phon tianllohg2ba1bu4 zhe4 ben3 shul shi4 shei2 chulban3 de5,
syn [head [maj Vv]],
dbs [quant [unit ben3,
spec this], -
rel [select [rel [select [rel [relname book],
attrs tobjname [value tianllong2balbud]]],
attré [publisher [value [fun project]],
pub_date _3858]11l,
head_dtr
[phon shi4, ...
dos  []]
émp_dtrs

[phon tianllong2balbud zhed ben3 shul,
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dbs [quant [unit  ben3,
spec this],
rel [select [rel [relname book],
attrs [objname [value tianllong2balbu4]]]]],
head_dtr
[phon shul, ...
adj_dtrs
[phon tianllong2balbu4, ...
[phon zhed, ...
: [phon ben3, ...
[phon shei2 chulban3 des, ...
dbs [rel [select [rel sélect [rel [relname book],
[attrs[objname [value tianllong2balbu4]]]],
attrs [publisher [value [fun project]]. |
pub_date _3858]]]].
head_dtr
[phon [],
dbs [rel [select [rel [relname book].
attrs [objname [value tianllong2balbu4]]]]]],
adj_dtrs
[phon shei2 chulban3, ...
head_dtr
[phon chulban3, ...
cmp_dtrs
[phon shei2, ...

de rule3

There is total 1 solution.
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30B

The following demonstration shows the actual dialogues between the user and CIDA, where

the input of user is a list of words.

Quintus Prolog Release 2.2 (Sun-3, Unix 3.5)
Copyright (C) 1987, Quintus Computer Systems, Inc. All rights reserved.
1310 Villa Street, Mountain View, California (415) 965-7700

| 7- cida.

Welcome To
Natural Language and Image Analysis Laboratory

Departent of Computer Science and Information Engineering

CIDA:

USER:

CIDA:
CIDA:

USER:

CIDA:
CIDA:

USER:

CIDA:
CIDA:

USER:

CIDA:
CIDA:

National Chiao Tung University

I'am CIDA. I can help you to retrieve the libary information in Al lab. Please talk to
me in Chinese.

['Li3shu2hang?2’,jie4zou3,na3xiel,yu3,’Zilliao4ku4’ you3guanl,de5,shul].
Processing...‘.Please wait for a while....

I got it, bingo!!

An Introduction to Database Systems |
['Li3shu2hang?2’,jie4zou3,na3xiel,shul].

Processing....Please wait for a while....

I got it, bingo!!

An Introduction to Database Systems
Natural Language Understanding

['Li3shu2hang?2’,jie4zou3,de5,shul,de5,zoudzhe3,shi4,shei2].
Processing....Please wait for a while....
I got it, bingo!!

C. J. Date
James Allen

[leid4chul,’Zilliao4ku4’,fanglmian4,deS,shul].
Processing....Please wait for a while....
I got it, bingo!!

An Introduction to Database Systems
Principles of Database Systems
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USER : [end].

CIDA : BYE! BYE!
yes
| ?-

VI. CONCLUSION AND FUTURE WORKS

In this paper, we have presented a new unification-based approach for processing nat-
ural inquiry sentences dn the relational database. Since the semantics of some words in the
inquiry sentences may have close relationship with the relational schema; they therefore can
be expressed in the relational algebra. We have designed four types of feature sfructures, val-
ue specification type, attribute specification type, relation specification type and function specifi-

cation type, as semantic representations to describe the corresponding algebraic content,qf
the signs of the inquiry sentence. Unification is used as the primary information—-combining
operation to construct the syntactic and semantic content. We have performed the syntactic
parsing and the semantic interpretation in an integrated way. As a result, when the parser
unifies two constituents, their algebraic contents .are férmed. Lastly, according to the algebra-
ic content of the inquiry sentence, we have designed transformation rules to translate the fea-

ture structure to retrieval commands and to get the desired data from the database.

The approach we propose has the following advantages: It uses feature structures as
the intermediate representation. Only relevant information items are kept so that much |
memory space can be saved. It checks syntax of the query in a compositional way than key-
word matching does. It can process more queries than template matching. The grammatical
formalism is lexicon-based, so we can easily extend the system to process more inquiry sen-
tences by adding more lexical entries and rules. It can easily be applied to the relational data-
bases of other domains by creating a new lexicon and modifying the transformation rules ac-

cording to the underlying relational schemes.

The success of implementation of the prototype of CIDA verifies tiiat the unification

approach proposed here is feasible. Some future research directions are listed below:
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To design a complex feature structure that can describe the sophisticaféd temporal in- -
formation of the query, such as phrases, 1980 nian2 yi3hou4/lyi3qian2 (after/before
1980), cong 1980 nian2 dao4 1984 nia2 (from 1980 to 1984), shang4 ge5 yue4 (last
month), etc. Also temporal inference rules should be constructed to infer the dates

or time intervals described by the feature structures.

To construct a dialogue base that contains the information of the previous queries,
including the syntactic structures, the algebraic contents, and the response relations.
We should construct some ellipsis resolution rules in the rule base that utilize the in-

formation of the dialogue base to resolve the elliptical queries.

To enhance the parsing capability of the prototype of CIDA, so that the system can

accept more types of queries, such as the queries that contain conjunction.
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