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1. INTRODUCTION

The need to study text generation is obvious. It is one of the two
ways in which people communiéate with one another. Thus, if we can
simulate this capability computationally, we would be able to use
the techniques in many applicaxiqné such as (1) automatic
generation of'reports, manuals, and'lettefé, (2) providing é
natural language interface from a system to its users, (3 an
nature language interpreter for reading and debugging infofmatiqn
encoded in sdme formal notation such as a knowledge base and 43

software specification.

Text generation is already established as a research area within
computétional liﬁguistics [Mann 1982].' It has a rather late start
compared to other areas in computational lingustics; Dufing
1870’s, out of disatific#tion for pre-prepared text (canned fext),
researchers began to study ways of generating sentences
automatically [Goldman 1975, Grishman_1979‘and‘Spapiro 1979]. 1In
the 1980’s, tbe focus _ has shifted toward the generation of
. discourse (cohesive téxt with many sentenées, either in producing

a monologue or engaging in a dialogue) [Der:—McKeown 1984! Man
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1934, McDénald—Pustejovesky 1985 and McKeowﬁ 1985] and the
methodology used in text generation [Danlos: 1984 and Vaughan-'"
McDonald 1986]. Thus far, there have been only.a few experimental
systems that generate text in a technically interesting way or are
based on sound linguistiq{theories. However the progress in
bettering the understanding of human text production and

techniques for simulating this capabiliy, is considerable.

2. PREVIOUS WORK

~The generally accepted model of text generation consists of mainly

two phases: ' deep generation and surface generation. The deep
generation phase takes the representation of meaning or knowledge
and produces a sequence of ordered messages. The surface

generation phase then convert each of these messages into a

sentence.
The deep generation phase determines what to say (content
determination) and when to say what (discourse structure). There

are two major tasks in surface generation: syntactical choice and
lexical choice. A syntactical pattern must be chosen to realize
the sentence. And.each entity in the message must have a proper

wording for it.

Systems requiring text generation include dialogue systems,
question-answering systems, systems that validate natural language
input by paraphrasing,lexperf systems with explanation-capability,

story and document generation systems.
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2.1 CONTENT DETERMINATION

The first task in text generation is to determine what to say
which generally depends on the context and purpose of the systenm.
A randon sentence generator obviously could not care less about
the content that it produces [Fredman 1969 and Parisi-Giorgi
1985]. The content of a paraphrase is whatever the user has just
input [Goldman 1975 and McKeown 1979]. 1In a question-énswering
system, the question is parsed, tranformed into some kind of query
for the underlaying database. And the résulf of the query is the
content of the answer [Grishman 1979]. McDonal and Conklin pointed
out that in describing a picture, a good' stategy 4is to say
whatever are most salient [Conklin~ﬁcDonald 1982]. Sometimes, the
content is diminishable when the purpose of téxt_ generation is

merely to say something and passes as a person [Boden 1976].

The informatioﬁ resulting from this phase may be. represented ih
various forms: predicate calculus [Grishman 1979], conceptual
dependency stfuéfures (CD) [Goldman 1975], = semantic nets [Minsky
1981, Simmons-Slocum 1972 and McKeown'1985]; or frames [Woods 1975

and Mauldin 1984].
.2.2 DISCOURSE SThUCTURE

There are many systems in the literature capable of generating
multi-sentence text: Simmons and Slocum built a system to generate
English sentences from semantic networks [Simmons-Slocum 1972].

Davey’s- PROTEUS takes the sequence of moves played\in a fio-tac—
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toe game and produces a paragraph of commentary of the game [Davey
1975, Mann 1982, and Richie 19841; The BLAH system) generates
multi-sentence explanation’of the reasoning process taken by the
"system [Weiner 1980]. Meehén’SJTALESPIN produces multi-paragraph
stories [Meehan 1977]. However these systems focus on knowledge
-needed for generation and its representation. The organization of

text is either given (as in PROTEUS) or fixed (as in TALESPIN).

The systems that have.a module determining discourse structure and
represent the .knowledge about discourse structure explicitly,
include the Knowledge Delivery System (KDS) [Mann-Moore 1979 and
1981], BLAH, thé explanation module for an expert system [Weiner
1980], and TEXT, a system that answers questions gbout thq

structure of a database [McKeown 1985].

BLAH mimics the simple way that people use to explain something or
Justify a statement to organize the text for explanation. TEXT

goes considerably behind BLAH’s simple formulation of discourse

structure in the three ways: (1) TEXT includes discourse
strategies in the form of ATN graphs, for many more _discourse
goals in addition to explanation. (2) These discourse straiegies

are based on naturally occurring text. Thus they reflect the
discourse patterns which are effective and most often used. (3)
Due to the nondeterminism of ATN’s, these discourse strategies
capture a notion of variability which is resolved by focus of
attention and semantic felations in the text.'.The text generated

in a top—down, goal-directed fashion, looks well-structured,
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cohesive, and with a purpose.

Unlike BLAH and TEXT, KDS lacks an explicit representation of
knowledge about discourse structure. It employs a rule-based
planning strategy to organize information into discourse. The

rules used have a strong bottom-up, data-driven flavor.

Finally there is the Rhetoric Structure Theory (RST) [Mann 1983],
a descriptive theory on discourse structure. The author claimed
that it can be turned into a constructive process through the use
.of a planning strategy with various rhetoric structures reguarded
as means of realizing the goal of text generation. But that

remains to be seen.
2.3 SEMI-SURFACE GENERATION

Going from deep generation to sqrface generation, there is an
issue that needs to be resolved. That is the problem.of how muéh
information to put in a sentence: Whether to put a 1lot of
information in one complex sentence 6r put them in 2 or 3 simple

sentences. We call this consideration the semi-surface generation.

Davey used a fixed strategy in this regard [Davey 1975]. Derr and
McKeown recognized the ihterplay of this decision and shiffing in
"focus of attension in the. text [Derr-McKeown 1981]. McDonald
studied the encyclopedia articals on African tribes and found. that
this  decision has a lot to do with the prose style of the text

- generated [McDonald 1985].
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2.4 SURFACE GENERATION

There are essential three methods for surface generation: canned
text, template, and direct translation. Error message generated by
compilers is typical example of canned text. Early expert systems
use templates to generate explanations; a template is associated
‘with each rule and the explanation consists of the templates
associated with the rules fired. Canned text and templates are
fast, easy to construct but must be anticipated in advanced.

Consistency and closure are difficult to achieve.

In order to generate sentences of higher quality consistently and
to ensure closure, oné needs to translate directly a message into
a sentence using séme form of grammar. Three components are needed
for this process: (1) a formal representation of the sentence
structure in the'languége, (2) a dictionary containing various
information such that proper words may be chosen to represent
concepts and entity conveyed in the message, (3) a way of doing

syntactical and lexical choice.

Several grammar formalisms have been used for surface generation:
(1) Systemic grammar [Halliday 1973, 1976, and 19851, (2)
Transformational grammar founded by Noam Chomsky, (3) ATN grammar

[Woods 1970], (4) The Linear String Parser (LSP) [Sager 1981].

The BABEL paraphrasing system uses discriminate nets to help
select lexical items and rely on an ATN grammar to generate

sentence structure [Goldman'1975]. The The question-answering
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system by Grishman uses LSP [Grishman 1979] as the grammartical

formalism for generation as well as parsing. The sentence

generator Kafka ‘[Mauldin 1984] in the XCON/XSEL system uses
transformaéi;nal grammar [Mauldin 1984]. So do the CO-0P
paraphraser [McKéown '1979] and a system that generates English
sentences for instructional burpose [Bates-Ingria 1981i; An
"explanation module for a student advisor expert system uses

functional grammar [Winograd 1983], which a grammatical formalism

based on many ideas from systemic grammar.

System grammar is used by the sentence génerators in PROTEUS, the
PENMAN/Nigel system, and Patten’s-system [Davey 1975, Mann 1983,
Matthiessen 1983, and Patten 1885]. There is a growing Qonsensus
among researchers that systemic grammar is the grammar of choice

for text generation.
2.5 METHODOLOGY FOR TEXT GENERATION

Most text generation systems are a oné-pass process through the
content determination, deep generation, semi-surface generation,
and surface generation phases. Vaughan and McDcnald observed that
people write and then rewrite again and again; revision seem to be
a lafge part of writing process for people; Thus they propose a
revisional model of text generation to simulate this human

strategy of writing [Vaughan-McDonald 198€6].

Within this model, text is first generated in a straightforward

fashion, without attempting much global arrangement. Then the
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system iterates through a process of recognition, editing, and

" regeneration. The recognition phase essentially finds out the

- places where changes can be made to enhance cohesion of the text.

The editing and regeneration’ phases implement these changes. The

authors argued that using this kind of model will reduce the

complexity of the text generator. The KDS system follows the

revisional model. A revisional module is also planned for the
Penman system. However, the feasibility of this model is difficult

to assess at this point of time.

Danlos observed that the syntactical choice is sometimesinfluenced
by the choice of 1lexical items and suggest&iagainst strict

separation of lexical andrsyntactigal choices [Danlos 1984].
3. A MODEL FOR TEXT GENERATION

This section presents the newk approach taken in our text
generation system. The system "isrintended as a test bed for
experimenting with new ideas and 'for understanding the text
generation needs in different environments and for different

languages.

Our objectives in implementing the system_include (1) to base the
system in solid linguistic theories [Halliday 1973, Halliday-Hasan

1976, and Hudson 19711, (2) .the ability to handle situatigns where

the information needed for text generatiQn‘vis not pre-stored’

within "but rather needs to be acquired from the wuser, (3) the

.ability to generate text whose pattern may be determined more or
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less beforehand (goal-driven) [McKeown 1985] or may be dictated by
the information available (data-driven), (4) the adaptability to
different styles intended for different kinds of users or purposes

[McDonald-Pustejovesky 1985].

Currently, we are considering the following as our domains for
~text generation: (1) English business letters [keshi 1987], (2)
User’s manualé fof computer sy§tem$ in English and Chinese, and
(3) A paragraph-level target language {Chinese or English)

generator for a machine translation system.

In order to achieve the above goals, we take the following
approach to implement our sysfem: (1) The system uses  a
representation which can reflect existence as well as the lack of
information. (2) 1In stead of producing an ordered sequence of
messages, the deep generator produées a partilly ordered sequence
of propositions with functiénal marking representing the
rhoritical or cohesive relation among the elements in the
propositions. (3) The system uses a hybrid strategy which covers
the whole spgcfrum of goal-driven and data-driven strategies. (4)
An intermediate phase, called semi-surface generation, between
deep generation and surface géneration, is included, to serve the
purpose of reflecting different prose styles. (5) The surface
generator produQes sentencesAusiné a systemic grammar [quson

1971].

3.1 CONTENT DETERMINATION
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We prbpose using a frame-based knowledge base to represent

knowledge known a priori and as a information acquisition scheme.

If all there is to say is known before text éeneration, then the
 \representation will be all filled up. On the other hand, if thére
is information yet unknown at generation time, ‘there will Dbe
unfilled slots in the frame system. Then this knowledge base can
be used. to drive an input module to acquire needed information
from the user. Thus we can use.a uniform representation for
situations bwhepe the information needed to generate the text is
either pre—stofed in the system or needed to Be acquired. from the

user.
. 3.2 DEEP GENERATION

We propose a deep generation method which is inspired Gy Discoufse
Strategies (DS) in - McKeown's TEXT systém and Mann’s Rhetoric
Structure Theory (RST). There are two processes in. our deeb
generatioﬁ.phase: a top-down, goal-directed process and bottom-up,

‘data-driven process.

The top-down process uses an ATN—liké representation of overall
strategy of determine content and organization of the text and go
through the recursive representation like trévelling a free from
the root (the goal or purbosé of the text) down_to its lea?es. A

leaf vof the tree is either a single propositién (pessage)v to be
-converted to a sentence.or a demo to start an ipstance of the

bottom-up process.
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The Bottom-up process uses>rules_based on (1) fgcus of attention,
(2) identities améng tﬁe elements of _propositions, and (3)
semantic felavance between propositions, to picE*oUt propositions
and give_.tﬁem a partial ofder._ This is not only a pfbcess of
finding :what proéositions should be included in a('sentenec but
also a process. finding and ﬁarking the cohesive links~ in the
>content. These markings are’ subsequently used in = surface
generation for such activitie as  pronomial, demonstractiﬁé,
verbgl, and clausal substitutions; ellipsis, selection of
copjunction, qnd lexical'choice [Halliday-Hasan 1976]. The'résuit
of this phase i§ an totally ordere&_seqﬁence of packages where
each package contains ‘a set of marked propositipns in partial

order.

This 2-phase , mixed-strategy approach covers the wole spectrum
from the strictly goal-directed strategies to the strictly data-
driven strategies. Thus the system can be tuned to adapt to

diiferent text generation situations.
3.3 SEMI-SURFACE GENERATION

The'partially drderéd‘propositions produced in the deep generation
‘phase subsequently go through a filtering phase. We propose a
rule-based apprddch to determine whether to pack propositions in a
sentence or to leave them along so one proposition will . produce

one sentence in the final surface generation phase.

There should be two kinds of rules: A(l) rules 'that pack
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propositions based on shifting of focus of attention and degree of
identity among propositions (2) meta rules that assign priorities

to the first kind of rules.

The first kind of rules will enhance loqal cohesion in the text,

while the second kind of rules can be used to reflect prose style.

3.4 SURFACE GENERATION

Systemié grammar is used in the surface .generation \for the
foliowing ‘reasons: ~ (1) It is based on function of language and
emphasizes the mechanism of choicé accofding to function. That
correépohds-closely to the nature of thé generation process. (2)
Thé phaseé befbre surface generatioﬁ produce a lot of functional
feactures on which the system grammar is mainly structured. (3)

Systemic grammar'encbde lexical choice and syntactial choice in

one notation. Thus the problem pointed out by Danlos can be handle

more easily using systemic grammar.

-4. CONCLUSION

We have prdposed in this paper a framework for text generation
which is based the system in solid linguistic theories. The system

can handle -différent situations and generate text either by

‘follbwihg a pre-determined pattern or by adjusting to what is

present to be conveyed. And it is possible to tune the system so
that text of different styles can be generafed_to serve different

kinds of users or purposes..
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