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Welcome Message of the ROCLING 2018

On behalf of the organization committee and program committee, it is our pleasure to
welcome you to National Tsing Hua University (NTHU) in Hsinchu, Taiwan, for the
30th Conference on Computational Linguistics and Speech Processing (ROCLING),
the flagship conference on computational linguistics, natural language processing, and
speech processing in Taiwan. ROCLING is the annual conference of the
Computational Linguistics and Chinese Language Processing (ACLCLP) which is
held in autumn in different cities and universities in Taiwan. This year, we received
30 valid submissions, each of which was reviewed by at least three experts on the
basis of originality, significance, technical soundness, and relevance to the conference.
In total, we have 20 oral papers and 7 poster papers, which cover the areas including
computational semantics, computational phonology, dialogue system, natural
language generation, syntax and parsing, information retrieval, machine translation,
NLP tools/applications, opinion mining and sentiment analysis, question answering,
semantic processing, summarization, spoken language processing, speech
synthesis/conversion, speech/speaker/language recognition, and speech enhancement.
We are grateful to the contribution of the reviewers for their extraordinary efforts and
valuable comments.

ROCLING 2018 also features two distinguished lectures from the renowned speakers
in natural language processing as well as speech processing. Prof. Kathleen McKeown
(Henry and Gertrude Rothschild Professor of Computer Science, Columbia
University/Founding Director of Columbia's Data Science Institute) will lecture on
“Where Natural Language Processing Meets Societal Needs”, and Prof. Shinji
Watanabe (Johns Hopkins University, Department of Electrical and Computer
Engineering joint appointment in Center for Language and Speech Processing) will
speak on “Neural End-to-End Architectures for Speech Recognition in Adverse
Environments”. In addition to the oral/poster paper presentations and the two
distinguished lectures, ROCLING 2018 also arranges the Kaldi Tutorial program
organized by Prof. Yuan-Fu Liao (National Taipei University of Technology) to
respond accordingly to the increasing demand for rapid development of speech
recognition technology. Finally, we thank the generous government, academic and
industry sponsors and appreciate your enthusiastic participation and support. Best
wishes a successful and fruitful ROCLING 2018 in Hsinchu, Taiwan.
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Keynote Speakers

Keynote Speaker 1

Prof. Kathleen McKeown

Henry and Gertrude Rothschild Professor of Computer Science, Columbia University
Founding Director of Columbia's Data Science Institute

Topic: Where Natural Language Processing Meets Societal Needs

Abstract

The large amount of language available online today makes it possible to think about
how to use natural language processing to help address needs faced by society. In this
talk, I will describe research in our group on summarization and sentiment analysis that
addresses several different challenges. We have developed approaches that can be used
to help people live and work in today’s global world, providing access to information
only available in low resource languages, approaches to help determine where problems
lie following a disaster, and approaches to identify when the social media posts of gang-
involved youth in Chicago express either aggression or loss.

Biography

Prof. Kathleen R. McKeown is the Henry and Gertrude Rothschild Professor of
Computer Science at Columbia University and is also the Founding Director of the Data
Science Institute at Columbia. She served as the Director from July 2012 - June 2017.
She served as Department Chair from 1998-2003 and as Vice Dean for Research for the
School of Engineering and Applied Science for two years. McKeown received a Ph.D. in
Computer Science from the University of Pennsylvania in 1982 and has been at
Columbia since then. Her research interests include text summarization, natural language
generation, multi-media explanation, question-answering and multi-lingual applications.



In 1985 she received a National Science Foundation Presidential Young Investigator
Award, in 1991 she received a National Science Foundation Faculty Award for Women,
in 1994 she was selected as a AAAI Fellow, in 2003 she was elected as an ACM Fellow,
and in 2012 she was selected as one of the Founding Fellows of the Association for
Computational Linguistics. In 2010, she received the Anita Borg Women of Vision
Award in Innovation for her work on text summarization. McKeown is also quite active
nationally. She has served as President, Vice President, and Secretary-Treasurer of the
Association of Computational Linguistics. She has also served as a board member of the
Computing Research Association and as secretary of the board.

Keynote Speaker II

Prof. Shinji Watanabe

Johns Hopkins University, Department of Electrical and Computer Engineering joint
appointment in Center for Language and Speech Processing

Topic: Neural End-to-End Architectures for Speech Recognition in Adverse
Environments

Abstract

Recently, the end-to-end automatic speech recognition (ASR) paradigm has attracted great
research interest as an alternative to conventional hybrid paradigms with deep neural networks
and hidden Markov models. Using this novel paradigm, we simplify ASR architecture by
integrating such ASR components as acoustic, phonetic, and language models with a single
neural network and optimize the overall components for the end-to-end ASR objective:
generating a correct label sequence. This talk introduces extensions of this end-to-end
architectures to tackle major problems of current ASR technologies in adverse environments
including multilingual, multi-speaker, and distant-talk conditions. For multilingual issues, we
fully exploit the advantage of eliminating the need for linguistic information such as
pronunciation dictionaries in end-to-end ASR, and build a monolithic multilingual ASR system
with a language-independent neural network architecture, which can recognize speech in 10
different languages. We also extend the end-to-end ASR system to deal with multi-speaker ASR
where the system directly decodes multiple label sequences from a single speech sequence by
unifying source separation and speech recognition functions in an end-to-end manner. Finally,
we propose a unified architecture to encompass microphone-array signal processing such as a
state-of-the-art neural beamformer within the end-to-end framework. This architecture allows
speech enhancement and ASR components to be jointly optimized to improve the end-to-end



ASR objective and leads to an end-to-end framework that works well in the presence of strong
background noise.

Biography

Shinji Watanabe is an Associate Research Professor at Johns Hopkins University,
Baltimore, MD. He received his B.S. and M.S. Degrees in 1999 and 2001 at Ohba-
Nakazato Laboratory, and received his PhD (Dr. Eng.) Degree in 2006 (advisor:
Tetsunori Kobayashi), from Waseda University, Tokyo, Japan, in 2006. From 2001 to
2011, he was a research scientist at NTT Communication Science Laboratories, Kyoto,
Japan. From January to March in 2009, he was a visiting scholar in Georgia institute of
technology, Atlanta, GA. From January 2012 to June 2017, he was a Senior Principal
Research Scientist at Mitsubishi Electric Research Laboratories (MERL), Cambridge,
MA. His research interests include Bayesian machine learning and speech and spoken
language processing. He has been published more than 150 papers in top journals and
conferences, and received several awards including the best paper award from the IEICE
in 2003. He served an Associate Editor of the IEEE Transactions on Audio Speech and
Language Processing, and is a member of several technical committees including the
IEEE Signal Processing Society Speech and Language Technical Committee.
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Abstract

Speaker recognition is an important biometric identification method. The biggest advantage of
using such method is the simple requirement of its hardware, which only consists of a
microphone. Therefore, it is widely implemented in mobile phones and call centers. The

purpose of this thesis is to create a text-related speaker verification system, for which we
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conduct three different approaches to analyze their result: dynamic time warping compares the
differences between the MFCCs for digits at registration and digits at testing after applying
forced alignment; sentence-level uses cosine similarity or PLDA to rate the two groups of i-
vector retrieved from the audios at registration and testing respectively; digit-level uses cosine
similarity or PLDA to rate each i-vector of every digit in the audios after applying forced

alignment.
BRS¢ FEEEREE o RHIHRT - BIRREHRHE o i-vector o HEARERMEFH] 3T

Keywords: Speaker Verification, Forced Alignment, DTW, i-vector, PLDA.
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Abstract

An adversarial attack is an exploitative process in which minute alterations are made to
natural inputs, causing the inputs to be misclassified by neural models. In the field of speech
recognition, this has become an issue of increasing significance. Although adversarial attacks
were originally introduced in computer vision, they have since infiltrated the realm of speech
recognition. In 2017, a genetic attack was shown to be quite potent against the Speech
Commands Model. Limited-vocabulary speech classifiers, such as the Speech Commands
Model, are used in a variety of applications, particularly in telephony; as such, adversarial
examples produced by this attack pose as a major security threat. This paper explores various
methods of detecting these adversarial examples with combinations of audio preprocessing.
One particular combined defense incorporating compressions, speech coding, filtering, and
audio panning was shown to be quite effective against the attack on the Speech Commands

Model, detecting audio adversarial examples with 93.5% precision and 91.2% recall.

Keywords: adversarial attack, speech recognition, deep learning, audio compression, speech

coding
1. Introduction

Due to the widespread and growing use of neural networks for various tasks, it is imperative
that these models be robust and secure while remaining generally usable. Although these
models are quite powerful and are well-suited for a variety of tasks, they are not without their
imperfections. First applied against computer vision models [1], adversarial attacks exploit
the flaws of neural networks by making perceptibly insignificant changes to a source to
produce adversarial examples, with the purpose of causing the neural network to misclassify

the example. These attacks can be quite potent and have caused misclassification rates of



above 90% in image classifiers [2]. Because of their exploitative nature, adversarial attacks
can be quite difficult to defend against without sacrificing general model usability or

accuracy.

The use of adversarial attacks is not restricted to the field of image recognition. Modern
speech recognition has become increasingly reliant on end-to-end neural models, which are
able to largely outperform traditional models that rely heavily on signal processing and
hidden Markov models. These sophisticated neural models may be state-of-the art, but are
also more susceptible to attack by adversarial examples. Recent work has shown that two
speech recognition models, a convolutional neural network (CNN) model trained on the
Speech Commands dataset [3] and Mozilla’s implementation of the DeepSpeech end-to-end
model [4], are vulnerable to adversarial attacks. Two separate attacks on the two models were
able to generate extremely potent adversarial examples, capable of inducing a
misclassification rate of up to 100%. This trend threatens the current reliability of deep
learning models within the field of speech recognition. As such, there is a crucial need for

defensive methods that can be employed to evade audio adversarial attacks.
2. Related Work

The attack against the limited-vocabulary Speech Commands model detailed by Alzantot et
al. [3] shows particular relevance within the field of telephony, as it could be applied to
maliciously manipulate the limited-vocabulary speech classifiers used for automated
attendants. During this attack, adversarial examples created by a gradient-free genetic
algorithm allow the attack to penetrate layers of non-differential preprocessing, which is

commonly used in automatic speech recognition.
2.1 Audio Preprocessing Defenses

Recent work in computer vision has shown that preprocessing methods, such as JPEG and
JPEG2000 image compression [5], resizing [6], and pixel deflection [7] are capable of
defending against adversarial attacks with varying degrees of success. Preprocessing defenses
have also been employed in speech recognition to mitigate adversarial examples. Yang et al.
[8] achieved a high rate of success with the use of local smoothing, down sampling, and
quantization in an attempt to neutralize adversarial examples produced by the attack of

Alzantot et al. Quantizing with ¢ = 256, Yang et al. achieved their best result of mitigating



(i.e. retrieving the original label of) 63.8% of the adversarial examples. Quantization causes
various amplitudes of sampled data to be rounded to the nearest integer multiple of the ¢

value; this allows adversarial perturbations with small amplitudes to become disrupted.

Work has also been done in employing audio compression, Hertz shifting, noise reduction,
and low-pass filtering [9], to defend against Carlini and Wagner’s attack [4] on DeepSpeech.
The results of [9] suggest that the most promising preprocessing method was low-pass
filtering, with which the authors were able to retrieve the original label of 90.11% of Carlini
and Wagner’s adversarial examples. By utilizing low-pass filtering, a selected range of higher
frequencies are eliminated, preserving a lower band of frequencies in which human speech is
located. If a significant portion of the of the adversarial perturbation is found within the
discarded higher frequencies, the attack can be disrupted. Although this work was able to
largely neutralize the threat of adversarial examples against DeepSpeech, this came at a

noticeable cost to general model accuracy.
2.2 Speech Coding

Although the results of [9] imply that low-pass filtering outclasses audio compression as a
preprocessing defense, this work only explored two standards of audio coding: Advanced
Audio Coding (AAC) and MP3. Though those two compression standards enjoy widespread
popularity, they are not necessarily adequately equipped in defending against targeted
adversarial examples on speech recognition. For the purposes of teleconferencing and VolP,
speech codecs such as Speex [10] and Opus [11] are primarily used due to their ability to

preserve the quality of human speech, even through imperfect conditions and lower bitrates.

In 2002, Valin [10] began the Speex project with intent on providing “a free codec for free
speech.” Further development allowed Speex to grow in popularity, becoming adopted by
well-known, practical VoIP applications such as TeamSpeak' and Twinkle®. Speex codec is
built upon the Code Excited Linear Prediction (CELP) algorithm [12], which models the
vocal tract using a linear prediction model capable of minimizing differences of the

2

uncompressed source within a “perceptually weighted domain.” The minimization is

achieved by applying the following weighting filter to the raw input:

W(#) = Ale/m)

! http://teamspeak.com/en/features/overview
2 http://www linuxlinks.com/Twinkle/



where 4 is a linear prediction filter with y, and y, managing the filter shape. This filter allows
for various levels of noise at different frequencies and has proven to be useful for neutralizing
adversarial perturbations whilst maintaining the quality of human speech. In addition, Speex
also includes numerous features, such as voice activity detection, denoising, and support of
various bandwidths. As this compression seems to resemble audio preprocessing methods
proven capable of effectively mitigating adversarial examples, it seems better suited than

MP3 or AAC compression for the task of defending against adversarial attacks.

The Opus codec, which is used by the highly popular proprietary VoIP application Discord?,
is a modern successor to the Speex codec [11]. By combining the CELP algorithm with
SILK, a linear predictive coding algorithm developed by Skype Technologies in 2009%, it is
considered an improved and more advanced version of Speex; the application of Opus

compression for defending against adversarial examples is therefore worth testing.
2.3 Ensemble Detection

Preprocessing defenses against adversarial examples can only be effective and practical if
they are able to mitigate adversarial examples without greatly compromising general model
accuracy. A viable form of preprocessing would disrupt the predictions of adversarial
examples more than it would disrupt the predictions of benign examples. In particular, there
should ideally be a small difference between the output vectors produced by passing the raw
input and preprocessed input through a neural network when the input is benign, but that
same difference should be much larger if the input is adversarial. This core idea can be used
to apply preprocessing methods to detect adversarial examples, rather than simply mitigating

or neutralizing perturbations.

Within the field of computer vision, ensembles of preprocessing methods have been used for
detecting adversarial examples. Xu et al. [13] proposed the feature squeezing method for
detecting adversarial examples. This method combines smaller “squeezing” methods into an
ensemble, and calculates an L, score from of the maximum L, distance between any pair of

output probability vectors produced by passing the raw and squeezed inputs through a deep

3 http://discordapp.com/features
* http://www.h-online.com/open/news/item/Skype-publishes-SILK-audio-codec-source-code-955264.html



neural network (DNN). Using feature squeezing, Xu et al. were able to consistently detect

over 80% of adversarial examples produced from a variety of attacks.

3. Methods and Evaluation

The aim of this research can be divided into two parts: using the individual methods of
preprocessing independently to detect adversarial examples, and examining various methods
of combining the preprocessing detectors together as ensemble detection methods. The
adversarial examples are generated using the genetic attack described by Alzantot et al.

against the pre-trained Speech Commands model [3].
3.1 Speech Commands Dataset and Model

The Speech Commands dataset was released in 2017 and contains 105,829 labeled utterances
of 32 words from 2,618 speakers [14]. As a light-weight model, Speech Commands is based
on a keyword-spotting convolutional network (CNN) [15] that is capable of achieving 90%
classification accuracy on this dataset. For the purposes of this research, a unique subset of
30,799 labeled utterances of 10 words are used in order to maintain consistency with previous
research pertaining to the adversarial examples of Alzantot, et al. From this subset, 20
adversarial examples are generated for each nontrivial source-target word pair for 1800 total

examples. Each example is produced with a maximum of 500 iterations.
3.2 Preprocessing Defenses

A simple method for using preprocessing to detect adversarial examples is by checking to see
if the prediction produced by the model changes if the input is preprocessed; if the model’s
prediction of the raw input does not match the prediction of the preprocessed input, it is
declared adversarial. The following preprocessing methods are used in isolation for detecting

adversarial examples:

e MP3 Compression,

e AAC Compression,

e Speex Compression,

e Opus Compression,

e Band-pass Filtering, and

e Audio Panning and Lengthening.
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While the MP3 and AAC compressions correspond directly to preprocessing defenses in
related work described in Section 2.1, the other defenses listed above have not yet been
directly tested against audio adversarial examples. The band-pass filter defense builds off of
the low-pass filter of [9] by combining it with a high-pass filter in order to deter additional
adversarial perturbations outside of the frequency range for natural human speech. Audio
panning is a form of preprocessing frequently used in audio mixing that distributes a signal
across stereophonic channels, distorting channel volumes to mimic the perception of audio
coming from an off-centered position. The audio panning and lengthening defense lengthens
audio by 1% in addition to panning to increase the spatial distortion of adversarial

perturbations in the signal.
3.3 Ensemble Detection Methods

Individual preprocessing methods as isolated defenses can successfully fend off certain
adversarial attacks. However, attacks aware of the preprocessing defenses are capable of
optimizing to become more robust [4]. As such, the use of any one preprocessing method
alone for detecting adversarial examples would prove to be insufficient and render the model
increasingly susceptible to more advanced attacks. Therefore, a combined deployment of
preprocessing methods, or an ensemble, may be able to provide better security with a more

complex defense.

The preprocessing detection methods described in Section 3.2 can be combined in a variety
of configurations. The ensemble detection methods explored in this research are discussed

below.
3.3.1 Majority Voting Ensemble

The simplest method of combining the preprocessing methods together would be by
assigning each preprocessing method a vote, and declaring an audio signal as adversarial if a
majority of the ensemble declares the signal adversarial. As there are six preprocessing
methods that are combined into an ensemble, ties with this discrete voting scheme are
possible. To err on the side of security, this procedure will declare a signal as adversarial in

the event of a tie.
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3.3.2 Learned Threshold Voting Ensemble

The majority voting ensemble declares an audio signal as adversarial if there are at least three
votes in favor of it being adversarial. This threshold for deciding how many votes are needed
to declare an audio signal as adversarial is arbitrary, and can adapt to different circumstances.
A low threshold would result in a high recall in detecting adversarial examples, but would
sacrifice precision. A high threshold would result in a lower recall in detecting adversarial
examples, but would yield a higher precision. This ensemble method experiments with using
various voting thresholds for detecting adversarial examples on a labeled training set, and
chooses the threshold that results in the best precision and recall. To balance both precision
and recall, F, scores are used for selecting the best threshold, although in practice, one could
adjust the F-measure to reflect one’s attitude on the relative importances of precision and

recall.
3.3.3 L, Scoring

The previously discussed ensemble voting methods are relatively simple, as they simply
examine the model’s discrete prediction of the raw and preprocessed inputs for each
preprocessing method. Additionally, the voting methods above are indiscriminate and treat
each member of the ensemble equally. A more nuanced approach for measuring the
differences in predictions between raw and preprocessed inputs is by L, scoring the different
output logit vectors, similar to how Xu et al. integrated the multiple squeezing methods in
their feature squeezing defense. In this method, an ideal threshold L, score is learned from
training data by finding the threshold of maximum information gain, and test examples that
surpass this threshold are declared adversarial. This method uses the maximum Z, distance to
calculate the score, implicitly assigning more importance to preprocessing methods that
produce output vectors that are highly different than the output vectors produced by
predicting raw signal. As such, this method would theoretically be more sensitive in detecting
adversarial examples, but it may also be quite aggressive in declaring signals as adversarial at

the risk of falsely declaring benign examples as adversarial.
3.3.4 Tree-based Classification Algorithms

The above ensemble methods discard information of the class-specific variation in the output

vector for each preprocessing method, relative to the raw input. In order to preserve this
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information, a multi-dimensional vector can be used, with each dimension accounting for the
output vector variation for that class. For the tree-based detection methods discussed in this
research, a multi-dimensional vector composed of the summed absolute class-specific
differences between the raw input’s resultant probability vector and the preprocessed input’s
resultant probability vector over each method of preprocessing. In particular, the ith

dimension of this summed absolute difference (SAD) vector S is calculated as follows:

Si=)_Iri—npil )
pEP
where P corresponds to the set of output probability vectors yielded by the methods of
preprocessing in the ensemble, and » corresponds to the output probability vector produced

by passing the raw signal through the Speech Commands model without any preprocessing.

This vector will preserve information about class-specific variation between the predictions,
and will reduce the number of features of the vector inputted to the tree-based classifier down
to 12 (which is the same as the number of classes). Considering the relatively small training
dataset size (which is discussed in Section 3.4), having less features for tree-based
classification may improve performance. However, the 84-dimensional vector formed by
simply concatenating each output probability vector together would preserve the most
amount of information. As such, the use of this concatenated probability (CP) vector for
tree-based classification is also tested, even if the dataset isn’t large enough for the

classification algorithms to effectively handle that large of a vector.

Decision tree-based classification algorithms are well-suited for classifying vectors of
features into discrete classes. In this research, three tree-based classification algorithms are
employed for using vectors of summed absolute differences for detecting adversarial
examples: random forest classification, adaptive boosting, and extreme gradient boosting.
Random forest classification functions by constructing many decision trees in an attempt to
stave off the possibility of over-fitting. Adaptive boosting and extreme gradient boosting are
gradient boosting algorithms which function by building an ensemble of weak learners in a
stage-wise fashion. Each of these tree-based algorithms are used twice in this research: once
for using SAD vectors for classification and once for using CP vectors for classification.

These tree-based algorithms have had quite high success in applied problems, are possibly
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well-suited for detecting adversarial examples.
3.4 Evaluation

The aforementioned detection methods are evaluated based on their precision and recall in
detecting adversarial examples. As the simple preprocessing detection methods discussed in
Section 3.2 require no training, the precision and recall measurements are calculated based
off of their performances on the full set of 1,800 generated adversarial examples and 1,800
randomly selected benign examples. Many of the ensemble detection methods, however, do
train and adapt based off what is seen in training data, so precision and recall measurements
for these detection methods are calculated based off of their performance on a subset of only
900 adversarial examples and 900 benign examples; the 900 other adversarial and benign

examples are used as a training dataset.

Within the context of defending against adversarial attacks, there seems to be an implicit
tradeoff between security and general model accuracy. Although it is important to have a
high recall in detecting adversarial examples for the sake of security, a low precision in
detection would cause the model to decline in usability. This research takes the stance of both
security and general model accuracy being equally important. To reflect this attitude, F,

scores are used to combine the precision and recall measurements with equal consideration.
4. Results

The results of the individual preprocessing detection methods described in Section 3.2 are
summarized in Table 1. Measurements indicate that all of the methods are capable of
detecting adversarial examples produced by the attack with varying rates of success. The
results are consistent with the findings of [9] in that MP3 compression performs adequately at
best when compared with the other methods. AAC and Opus compression perform notably
better, but are not able to achieve as high of a recall as Speex compression (which also yields

the highest F, score).

Although the use of band-pass filtering for detecting adversarial examples is extremely
precise, it yields a remarkably low recall, which suggests it is a bit too passive with its

declaration of adversariality.

As many of these preprocessing methods distort audio signals in fundamentally different

ways, the overall high precision (and lower recall) measurements of each of the individual
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preprocessing suggest that some of the ensemble methods may be more effective in detecting

adversarial examples.

Table 1: Precision, recall, and F, values for isolated preprocessing methods in detecting adversarial examples.

Preprocessing Method Precision Recall F1 Score

MP3 Compression 93.7% 70.7% 0.806
AAC Compression 95.0% 81.2% 0.876
Band-Pass Filtering 97.3% 40.6% 0.573
Audio Panning & Lengthening 95.8% 82.4% 0.886
Opus Compression 94.5% 81.8% 0.877
Speex Compression 93.7% 88.5% 0.910

Table 2: Precision, recall, and F, values for ensemble detection methods in detecting adversarial examples.

Ensemble Detection Method Precision Recall F1Score

Majority Voting 96.1% 88.1% 0.919
Learned Threshold Voting 93.5% 91.2% 0.924
L+ Scoring 76.9% 92.4% 0.840
Random Forest Classification (SAD Vector) 79.3% 87.0% 0.830
Random Forest Classification (CP Vector) 86.7% 94.4% 0.904
Adaptive Boosting (SAD Vector) 83.5% 81.8% 0.827
Adaptive Boosting (CP Vector) 86.7% 93.0% 0.898
Extreme Gradient Boosting (SAD Vector) 83.0% 84.2% 0.836
Extreme Gradient Boosting (CP Vector) 88.3% 94.4% 0.913

The results of the ensemble detection methods described in Section 3.3 are summarized in

Table 2. The voting methods performed quite well and achieved the two highest F, scores of

all the methods discussed in this paper. This may be attributed to the high precisions and low

recalls of the individual preprocessing methods described in Table 1; the relatively strict

voting threshold of votes needed for an adversarial declaration capitalizes on the high

precision of each of the methods and is able to increase recall. The majority voting method

especially benefited from the high precisions of its constituents and yielded an extremely

high precision of 96.1%. The Learned Threshold Voting method was able to learn a lower
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voting threshold of only two votes needed for an adversarial declaration. As such, this
method was able to yield a notably higher recall than what was achieved through majority
voting, but at a noticeable cost to precision. As the Learned Threshold Voting method still
retained a fairly high precision, it achieved the overall highest F, score of any of the other
preprocessing methods. The recall values for detecting adversarial examples using the

Learned Threshold Voting method are detailed in Figure 1.

The L, Scoring method was able to achieve higher recall than either of the two voting
methods, perhaps due to its aggressive nature. However, this was achieved at the cost of

precision, which evidently lowered the F, score.

Although tree-based classification algorithms can be quite powerful in a variety of situations,
the tree-based methods were not able to perform as well as the voting methods in detecting
adversarial examples using SAD vectors. This may be because the SAD vectors fed into the
tree algorithms discarded important voter-specific information. In particular, the vector of
summed absolute differences effectively anonymizes the voters in the ensemble; it inherently

considers each member of the ensemble equally.

Target Label
left

yes no up down right an off stop go

yes

] ! H 90.0 100.0 80.0 90.0
n 90.0 100.0 100.0

up

down

Source Label
left

right

an

\_s X . . 100.0 100.0

stop

100.0 100.0

go

Figure 1: 4 heat map detailing the rates (in percent) of detecting targeted adversarial examples with the
Learned Threshold Voting method. The diagonal of zeroes correspond to trivial source-target pairs
for which no adversarial examples were generated.
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This discarded information proved to be quite crucial for effectively detecting adversarial
examples, as the tree-based classification methods performed significantly better with CP
vectors (which are highly conservative). In particular, the extreme gradient boosting and
adaptive boosting classification algorithms were able to yield the highest recall values for
detecting adversarial examples out of all of the detection methods discussed in this research.
Considering that the tree-based classification methods performed significantly better with the
voter-specific information available in the CP vector, it is worth noting that the Learned
Threshold Voting method, which yielded a higher F, score than any tree-based classification
method, does not use voter-specific information; each vote carries equal weight towards
breaking the learned threshold. As such, it may be possible that the tree-based classification
methods outperform the Learned Threshold Voting method on larger datasets, as it could be
that this training dataset was not sufficiently large enough for learning how to optimally use
an 84-dimensional vector for classification. However, given the heavy reliance of training
data that the tree-based classification methods exhibit, they are likely not as well-suited for

flexibly handling different types of attacks as the voting methods.

As the Learned Threshold Voting method performed better over all other detection methods
discussed in this paper, it can be helpful to examine the adversarial examples that remain

undetected by this method and the benign signals that get incorrectly flagged as adversarial.

One method of analyzing the adversarial examples is by examining the average frequency
level throughout the signal. Since we are able to recover the original, clean source for each
adversarial example, we can examine the difference between the average frequencies of each
adversarial example and its clean source. The means and standard deviations of this

difference for undetected and detected adversarial examples are depicted in Table 3.

Table 3: Mean and Standard Deviation of Differences of Average Frequencies for undetected and detected
adversarial examples.

Mean Difference (Hz) Standard Deviation (Hz)

Undetected Adversarial Examples 988 464

Detected Adversarial Examples 1176 590

Upon performing a Student’s t-test, the difference in undetected adversarial examples was
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found to be less than the difference in detected adversarial examples with 99% statistical
significance. This suggests that the frequencies of adversarial perturbations in the undetected
adversarial examples were concentrated at lower frequencies than those of detected
adversarial examples. As human speech is found within these lower frequencies, it is much
more difficult to disrupt or detect these adversarial examples without distorting the speech in
the signal. This may explain why these adversarial examples remained undetected under the
Learned Threshold Voting method. As a side effect, these undetected adversarial examples
with significant perturbation in the lower frequency bands would theoretically be more
perceptibly noisy to humans, as the physiology of the inner ear is fine-tuned for picking up

auditory information at these frequencies [16].

Benign examples that were falsely detected as adversarial also exhibited an interesting
property. In particular, the Speech Commands model achieved a classification accuracy of
92.7% on raw benign examples that were not detected as adversarial, but that accuracy fell to
40.4% for raw benign examples that were falsely detected as adversarial. The relatively low
classification accuracy for the benign examples flagged as adversarial suggests that even
benign examples that are classified incorrectly by the model exhibits some volatility of
outputted predictions upon preprocessing, similar to adversarial examples. For reference, the

model achieved 90.3% classification accuracy in general over all benign examples.
5. Conclusion and Future Work

Although the results of this research suggest that ensembles of audio preprocessing can be
highly effective for detecting adversarial examples, it is important to note the drawbacks of
the defenses discussed in this paper. An analysis of adversarial examples that went
undetected by the Learned Voting Threshold method implied that those examples had more
adversarial perturbations in the lower frequency bands than the adversarial examples that
were detected. This suggests that attacks can optimize adversarial examples robust to the
Learned Threshold Voting method by concentrating adversarial perturbations within the

frequency range of human speech.

Although using ensemble detection methods may provide marginal security over using
isolated preprocessing detection methods, recent work has shown that adaptive attacks on

image classifiers are able to bypass ensembles of weak defenses [17], including the feature
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squeezing ensemble of Xu, et al.; this work could be applied to attack speech recognition
models. Future work can be done in investigating stronger ensembles for detecting audio
adversarial examples and other defenses that can withstand adaptive attacks. Considering the
faceted usefulness of Speex compression for detecting adversarial examples, perhaps further

investigation into speech coding for defending against adversarial attacks is warranted.

Nevertheless, this paper demonstrated that methods of audio preprocessing can be used to
detect adversarial examples produced by the attack of Alzantot et al. on Speech Commands.
Additionally this paper examined the effectiveness of various ensembles of audio
preprocessing detection methods for defending against adversarial examples. While these
detection methods may not be extremely effective against more adaptive attacks, this research
aimed ultimately to further discussion of defenses against adversarial examples within the

audio domain: a field in desperate need of more literature.
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Abstract

For speaker verification task, one way to improve system’s accuracy without changing the
algorithm of acoustic model is to use gender-dependent model instead of gender-independent
one. However, since test speakers’ genders are not available, gender classifier plays an
important role since its accuracy directly affects the performance of the speaker verification
system overall. Furthermore, ensuring that the system can maintain good performance under
different gender composition of test speakers is also an important issue. To explore the
impact of different gender information’s usage on speaker verification system, this paper
implemented a speaker verification system using i-vector and PLDA model as speaker feature
and scoring model respectively, and 2 i-vector-based gender classifier. After analyzing the
weakness of speaker verification system using gender-dependent model in a general way, we
proposed different methods for the application of gender information under the conditions
when gender classifier has good and poor performance respectively. Moreover, we analyze
the performance of each method under different gender composition of test speakers as well.
Finally, we reached the goal of improving our system to achieve better performance than

tradition practice under different circumstances.
[BEISEEA] Base ~ MERIERN ~ MERI D IEES ~ - BRI T

Keywords: Speaker Verification, Gender Information, Gender Classifier, i-vector, PLDA
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Abstract

This paper embarks on alleviating the problems caused by a multiple-speaker situation
occurring frequently in a meeting for improved automatic speech recognition (ASR). There
are a wide variety of ways for speakers to utter in the multiple-speaker situation. That is to
say, people do not strictly follow the grammar when speaking and usually have a tendency to
stutter while speaking, or often use personal idioms and some unique ways of speaking.

Nevertheless, the existing language models employed in automatic transcription of meeting
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recordings rarely account for these facts but instead assume that all speakers participating in a
meeting share the same speaking style or word-usage behavior. In turn, a single language
model is built with all the manual transcripts of utterances compiled from multiple speakers
that were taken holistically as the training set. To relax such an assumption, we endeavor to
augment additional information cues into the training phase and the prediction phase of
language modeling to accommodate the variety of speaker-related characteristics, through the
process of speaker adaptation for language modeling. To this end, two disparate scenarios,
i.e., "known speakers” and "unknown speakers," for the prediction phase are taken into
consideration for developing methods to extract speaker-related information cues to aid in the
training of language models. Extensive experiments respectively carried out on automatic
transcription of Mandarin and English meeting recordings show that the proposed language
models along with different mechanisms for speaker adaption achieve good performance

gains in relation to the baseline neural network based language model compared in this study.
FASEEE - @S T SRS - SEETE - R U AR e

Keywords: speech recognition, language modeling, speaker adaptation, recurrent neural

networks.
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(=) =EEYR s (Speaker Specific Word Model, SSWM)

Fo T e taba A AVE RIS - et S e ) B S e s BV RR AL - 1R
AR RE BT » Sl AR A] eE B R A s R A A ey SRRV S0

P(tls) = ) AP (t16,) (10)
x€{BG,SSWM}

H P (t|0pe) (XFRE RFAMARL > P(t|0sswm) (A RIRAEIRR - MaEE Rk
AT 6R H AR R Fsswm FT 2R Ry

Fsswm = ) Y c(t,5)log (ZEM stm}axp(th)) (11)

SES teV
R (L) AYEN 9k H AR e B - FedME8E AT 8 T B A R B(EM)ERDE ARG A28 - 11
E 0B AR A IR S HORIGP (0, WHREE » A E DERSFIRVEIZ(E - £ M P8R
AL E RS - B EEEL - (0] USRI R AP (¢ Osswm) °

E 25-B%(Expectation Step) :

AP (t]6y)
P(6,) = 12
) = S ressmAn P16 (12)
M 2B (Maximization Step) :
c(t,s) P(6
P(thSWM) — ZSES ( ) ( SSWM) (13)

DtrevLses C(t',s) P(OBsswm)

ffE B a A RE S R SR s 18 - (B SR 7 7A B A WIEGRES ¢ (1)
AR EHRIE SCHEEEE © QM (8 Y ) oA A SRS &R -

4.2.2 BB BRI (Speaker Slang Model, SSM)

AT AR B ERE Y s L P B R A A S R AR - (B2 Rk T HEsh
sy NPT A EEMRHEE - BRI E R » G - ARYAGR T B
GEEVERE IR - I~ 0 e Ryt - PME Rt HRE RN B I RE R R
EEAY o FEACHHZE - A P FERE U s 41 (Convolutional Neural Network, CNN)¥f
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Activation function Sigmoid function in
feedforward layer for
Embedding Convolution Max pooling speaker recognition

| Sentence | Sentence matrix I Filter I | Feature maps I | Feature vector | N speakers |

(length*dimension)

dimension =5 -

I'LL l
JUST ‘
REVIEW - [
WHAT
WE .
DID 3
IN i / .
OUR e o [ ]
LAST &
MEETING Speaker vector |

B ~ DB R T I
B PRI » 1 P LB A R PR T

FETRA S R S B ] - [N R B (ERE FIRY A B —E G 2K E AL
h A (BBRIAGER - FMIREMEER: A fE SR AT - (ERAREEE A BN & H H HAL
sre) © FTLAMEEHEIEGT B o A28 A s — (L BerE(Softmax) - &
PR EHES A S i (Sigmoid) « e EFIRIR B L - IEBI SRR ZebE T
saH) s S5 > FePIRE BRI (45T (Query Likelihood Estimation, QLE):RiELH:
MEEEERRE R > (T Bt B SE B Rk el A IR BsER) - B — Ry DU U il
ERFEEGEE B B R B R R -

4.2.3 FBEREANES IR

FEXEGRE B S BB FRE R UL M vl A A RS S R AYER i - A R E
THEE AR A 8 2 2 0] 73 A 55— SR IR B (| £ BV ERE (£
B Rost s AL > S5 — SRR R A T 215528 (Multi-task Learning) Y& (L7 -
Sy > AE[IS]AVEERGERAHE L - £l AR R e S AR - HA
A LS AR Y A BRI FT 2R » RF B (8 B R I D38 2 B 2 AT o 2 B (A5 BE
BlanfER i-vector HEFTREEMAISEFERAE[16] - INILEANIZE T » FP IR VA ZR
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Embedding Dictionary
Size . Size
Wi—1 -t
° L J
m .
@ @ » P(w¢|hi™1, speaker vector)
M .
Speaker .'.7, N\ o
Vector '\ } :
~

Embedding layer Hidden layer Output layer

B =~ SEEITIEEEELA RNN(EL LSTM) & EL g8 = i
SO SRR Ryl B T B (— e SRR S [Ea A Bk (B = Fr) -

4.2.4 FEETHEEFIER(Speaker Adaptive Mixture Model, SAMM)

MRS E P B =7 0% SRS AL (SAMM) RIZAE 5| SREE S 1R AU - BhRs
RHIGEE R LA B S8 PR B S E TR - SAMM 1y FEAEAE
stent o 1 i B TENREH AR H RURYEE R - Seallllir e 5 R B A AR MsEE (Specific or
Representative Speakers)iy & HEES A > 822 f4H &23(Combinator) EFEi Fy = EREH)
RERTEREE G S AR - B EORERE - ES RS - fEREEEIISRT - FE

e YRR R RE  MT25 E Y N ol 5 = A (58 S ME 1 8 2 )| SRaE 1 31 R T
BOEAET 5t N HEEEE S A H A A B VR SREE A3l SR O RY 722 SR ARORE © TS
50 MR EERE R KAVAT L B2 2kdI4k L EF e S5 -

feEVURTE S - EFHERIATHIERE B - sE#& P B e AR I B A g - &
—{EF RS AR AR - Sedidik A\ g ies 22 MR & - SRS ER e EE
A 0 A AR A Eshy LSTM RS 280 B (e e v & Y el e i LD AR S S HEER
SR MEAH &AL E BB R PSR e L AAH & 25T LAV RE B - A& SO — (i = i e
(Fully Connected Layer) gz —{Lf5 2k Ei(Softmax)fiis T —({ElEE AR - s i R AT
TR OR P B A HE—20 7ol 2% {0 B
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L
Qutput "'—a

Specific Speakers_ g

Combinator
/ ] \ softmax
ﬁ

® ® ® [ X BN )
[000.] ....] [....] ..‘I..
LSTM
/
Embeddmg
mxnn
4
|
Wi

[0 ~ SAMM SEE 45 EdEEL
F—H  (FEHTATISEEREKE 45 &= LSTM sES A -

oF L DliErs LSTM sESIRAYRARE - (EH H 2B hE B E s & i = ALY
e b2% - #% WG —ER e A S S HAEE Hix NS - fr
Fris e 2RO S TR BER AR SR 7 A | S —ERf EsE & LSTM
i 0 1 A Y e e T AR Y 2 8

=2 EHFTEREsEE LSTM sESHAISE > i ART—FE BRI B A 28
e bR e astBiAl - (RIFFTARFEREZHY LSTM sESERIS B A
@SB > WAEREss LSTM LllSkrA%dE - FERFiGER L@ 2% -

A7 A SR T By — TEREE S A SRR BI R A B
R AR 2 T — (A - DL BT o E M — P B i
EHTHEFET RSB U -

B~ EEREGEREST

5.1 EERBRHEECE
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R EEGEHEHREES AL IR - SR B

ey Sgislall il GRE B il EoReS &aEt
INERERUINEE) | 44.2 15 1.1 46.8
SEATE(A)) 42,998 1,267 1,019 45,284

SBE WD) 20 | 9(UEEHPRAEHIAE) | 6 (LEHIRAENIGE) | 21
£ - AMI SIS - SREDHSE

BERHE HllgREE B MRS &t
JNEEBI(NEE) | 70.29 7.81 8.71 95.79
SEAH () 97,222 10,882 13,059 133,775

Bt (1) 155 | 21 (19 fHBRAESISR4E) | 16 (16 MERAERIsE) | 173

HAIFTE FRYE R Ay T EEREEaER ) DUR T AMIE EEEhet ) [9] - Hb o FEREEEk
s tr e Ry B A (SR P R B Y SR - SESE s B RN SR G N BB 2 B\ B EE
HRAG AR ET  TEREAT— e B E B IR & TR Er iRy i - BInins| S
Rt - 5 & R TR BSOS E s SR GEIT A RE A 1 e RS sz Y B 8 -
HHELS AMI sBRHE - FERE e P BB R S S Eeka B R s R llaea T &G
AMI g2 HE R B DR - AMI BIBRECTHIFTRIEE St B Re G ZhryHeil -
HEFWHI 2 ERIES  ((EERCHI NS - ZEREE T AMI &5EE
Kl —ZINERCER Y & R AR e R BB TEB S T > MR BUR R P ik
TAEftEeaty - (BE R HRES S - 8t e O HEE - S NIEE S TR ~ o 5 ELA
SEALRRELTEAE I » R=2 AMI BUFFHSETER - RIASEES PR RS E
fE2 i A Kaldi T H ; B 5 R 2 Lattice-free Maximum Mutual Information(LF-MMI) [17]

—PEE YRR SRR R S A - B S EE S R AUE H Pytorch B3R -

-

5.2 EEEEREERE

A E B B R St g eE R RUEAEIL SR ERVRE SRR RS
(Perplexity) Fl5E & Hiaik 7 8522 (Character error rate, CER)45 5 - &40 » (el @R T HIEAGE

) IEMEREES (Reference Transcription) Vs = R AEHE LRV B BRsE R nl B - (AL
LSTM & S 1A RUSE & S — i aafah 5 A AL (S BB [ FH AR LSTM SRS 1R J0FESRA
BB AT ) S RE R A {E 4R = 5l E S U A B RAVRE SR AR - Rt s A E
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ot
=
@
m)

G aten o Lot = AR R N5 S RS R

FECEEEREET BEE D [F5s ==
ERERE CER TERERE CER
A5 IR }'Lgﬁ::z: E $'§5 %ﬁé
- IR EPHCAES 00 ) 20.19 210.26 17.23
kid)
B PR EE S A E 161.20 165.44
—FEER n:iff;': ;ESFEBFF? 16.89 15.01
(%E% LSTM 2B S15AY) (184.44) (191.97)
+ELRA TF HSE 57 158.99 163.26
b REHTHEL 16.84 15.84
(202.35) (208.35)
+ECHA PLSA [yzE 156.20 160.93
" R ETHEL 16.75 15.86
(188.00) (194.16)
+ELHA SSWM FJEE 414 158.41 162.94
" R E T 16.84 15.91
(199.51) (210.31)
+EL7A CNN g5 =i 161.20 165.44
- " e R 16.88 15.94
f (255.85) (264.11)
P B R TR (SAMM 158.52 161.71
[ L/tb*ﬂ*;% ( ) 16.75 15.89
(184.45) (187.68)

HOSE S BURTE MR 7 o A FIALRE LSTM 3525 (U04h & 45 — il 2 S U e
(55 PP R — AR Y R S A R R Ml P IRE R L 2001 A S T
FRA o HLZR > fLEES YR —PEER(H P LR LSTM 3B S RIS & (4 = HaiE S il
A Y — PR B AR 119 1000 RN B8P T HT ISR - IS REAUAS S REHI
SR BT T SRR 5 7 By 16.89%68 159190

A M & DAsEE A s R R B3 ReE S R A e el g i BV E RS R
FERVU EHH 7 B FZR Y TF BYREEFRFEC 25 PLSA BYEEEFEC 2T SSWM AR
ERHEUIAS Y CNN HYEEE 18 A SE R U SE S A AR CER [ {EAVZRIR - Bl A S LE
s A THEAVERBI R Y LSTM 5 SR RERAEE LSTM 58 SRR S AR
B EA SRS B PLSA WEEE R B S F IR ASHTZE R AAL(EM)
HEDEMG TS ZEERY SSWM BB B Rt G REN TR HUsEE RHEHIRIAAY LS -
s T E A ER A UERAR e Re i BV E R - 358 [EERIER > =
n A TH B U S e S _EERRE T A EE i s > TCHLLL PLSA HYSSUR AT - AL AR
Eo BEAER TR AVREE RV RS ¢ (EHZE CNN BysE# BB S m
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FH - AMI EaEsibl EEass

AMI X EEBRE BEE HizlE
RS CER RS CER
F PR (GRS

85.19 23.25 76.44 23.02

+

2

oo
/|

1)
5 S ERE S AT R (B
B LSTM sE S 154Y)

+EY CNN fYRE B HEE Rl |66.28 (104.1))  21.07  |59.05(93.12)  20.32

68.02 (73.40) 21.17  |60.61 (65.40)  20.41

SEE R R (SAMM) 67.61(99.80)| 21.04  |60.43 (93.60)| 20.33

% CER HLEEFTHY_ETT - HEMMEZAE CNN UG 6Riks - S PIRE At &Rl A T E e LA
RN BIHIEE R BEUREFTEILZ Bab & s IR sE S A2 5 i S TP R
Sy AR ST tHAY SEE S R AR AL (SAMM) A E 2 AR E 5 CER > 198 F
AT RS E

ARG AHAVE A AMI S0 AR RTOUEAE RN VS S R AE RS
1 CER 455 » Y AMI S5 &g sl iy 26 e 5 L) SRR e URE B EE AR A D ~ ISR
SREHVEEE T EAE > R IR EHRE A CNN HYSEE 18 HEERF EOIEE2 6 R A
AT B RS R - (ALY CNN HYsE& 18 HIRBFF BEVsE S RAUE AMI & 3Ry
a5 (A R BN A TREA TP YRR - (B2 AERE S D E el A A S5 RRE - ] PARE
&Y 0.5%HYEEFHERE « 55— T » sB#& s BRI ST b /A TR HY
T > BAE CER B % © iEFAEE AMI TOCT R REE 2 - AW ATEEHIAY
FrEsEE BT S SEEEBEVEE IR - BRHEHFRII A BAE S RE Eakab el AL -

N~ GEmEERIREE

A LHRE T T EREEE M ORARES ) WIERYIES - A F R A R A R
FREUR IR ETL e T =B R RO A - T SEE s s | - T 3R
FIFEREEAY )~ T s E R AR B TR IR R A ) DUk | BRI
AR P AR MR B A HEPE RS SR RaE & i RN AN EE EAREE |
e T ARMIEEE ) iR ER—ERTRCR - (BB E E R Bl AN LR
Tk TR TR S PR A AR A R IR s s B B A SR sB A
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TFERMAF A E T — E/Z CoNLL LhERERIHE » BN RE—3 - (HH
S EARLSELUERS TR RIRE - A B F RS T o AVEE R E g R REES 5L
PP RRIE - L » AW UL BE RS U A et R EZEHAY - 1A
48 H A E ET TR B A - S R s R R A (A 4R - B A R B 2R 4G
& BEER TSGR 2 AE T o EERRVEAIE Y AE AT A E R
2 A EEAE A Task AHERA S T0%HTRER -

Abstract

Recently, dependency parser has been paid highly attention in CoNLL conference, in this
case we can find how important it is. However, there is no native Taiwanese attend to this
competition. Therefore, we aim to build a traditional Chinese dependency parser in this paper.
Through different famous neural network structure , such as multilayer perceptron and
recurrent neural network along with traditional Chinese segmentation, we are able to
construct an efficient parser that could transfer a raw traditional Chinese sentences to a
dependency tree. We have much better result than similar task that has been proposed at

2012.

BRG]  (RFREITES - BAGESIRE - RIS - IR AR

E
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Keywords: dependency parser, natural language processing, MultiLayer Perceptron ,

Recurrent Neural Network

— ~

TEAAESRET > SRR R RETN 8y - ik T HEERRAE - S %
T3t o FEHAERE PR FI ARG 574 70 HT (tree parsing) » AIHBARERY CKIP Chinese
Parser{ 1] ° fahiR%EH#E S IE R B4Ef# (phrase structure) @ EERRE A T-HF il A FHI A

o o AR BRETIRS R ANES M - (R E M RV E AT B 4E IR
R RIEEEAT 2R - B S Wi )T I & UL - (BAEaE A R e DLE R G
B R AR AR (5 -

AT AR SR S E Rl — T BE G AHarBAE S mHE = et
REHTRR - RERLEITHABIIL  AERHE IR - B 2013 £ Mikolov
fetigT Y5 [ B FoR A (Word Embedding)[2] » {54 iy 2556 o] AFAE—E AV RAMGE - T2
RE S Sr YA A B a] - PR A FIEs S8 200 - B4 MLP (Multilayer
Perceptron) /1 LSTM (Long Short Term Memory) > ifFEFERT RSt AL > B2
dependency parser JFAEIRARER] - F52aa A [FIA R Es Fioaa Bl a2 [ A AT RERE
Bt - AESARAVEIRF EFERE SN T ZRME RS ERE R lr - 2 A R
A BB R IMHRUGE R > ] UE RS B8 ) T HEEE - AR A EE S s
FRPERRAVEN 73 i bR ER B e S s T YR R -

WAFEE MR E AR (R B A » NI IERE N THAE A TR
sl BEVAFENE TR AR ol EERAY SRR} o ERAE - AT AHAR T B A A
HETE TIREFE IR — B » WE L S EE SRR AREERE - Hf

FH Joakim Nivre ¥/ Universal Dependencies(UD)[3 /2 —{[&25 A\ S Bdill 1T &Rl

BOVHS - B8 T e REREEES 0 2.1 IR T ER BT - FMIHEELE
A R A BHG T O word segmenter [4], ~ POS tagger fE /I EARFALEAYFIISR T A

FeElSREEREZ o] LLUE SRR SRR - BE L BHZMEEFREM » £ UD &

A6 T S RHEE T RN SRR RHE A R &Y H8Ea - H R (58 Ay PR B a2 A kB

BBER AR AT » BN FRFIRVERNAER UD sBfHE A & 177 —% End-to-End #Y
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B - AR T B Ry OCGERER R R > I HJZ LA dependency tree HYJ5
AEIR - Ersa el POS FUREN BT fesaEE N — 20 > H P berEa MR 2
478 Hep P (frad) FAIEHOTEL 66 F o B ERERR LA A DT E L &GN » o fr e
HER Ryfe st BUTE—RIE— "B, Rl > EIZ AR POS fFEALEHET | BiiEA
EMAERAEHEREENENER > WE— "8, POS &y P35 (ARAVZHNE - AlE A
Dl Nei A EY) i /Y T 81,y Caa » (RFERTRANE B LN R B2
g > AT b A HEERIERYAE - &5 POS fEsll SR A& i as e E
AETERDEVEF L - AHECHAEE S 2GR - PSRRI RSB B > UD sBRE T & T
&% {5 S HY dependency type ST 42 & - FHEIR AT 68 5 - UD Rl AEHE
FHET S GEEERANEH -

companion
d DUMMY»]E headmanner\./complement
£ RER M=E HY &I E—iE
— ~ By POS £ P35

theme

«quantifier
head
\@ﬁwz
DUMMY DUMMY DUMMY «propert
Neaa] (&MY g UMY g \pE e
—_—— —— —— T — —— — ——

T FRAE A5t B oya B 2 1&BD

T+

— - By POS & Caa

SR FEREEE 0 B R E =R A e B POS BUREREL R I AEAT(E]
DIEEUA IR EZ BN S T7E L o RIHFTERE TG ElatRE Ao ies - 2K
RRBAAE SR E AN THE -

& E/ NP ENRIF A AT es 0% » (A T Joakim Nivre 21y Transition-
based algorithm[5] » W45 Stanford $2 H Y SRR EMT23[6]HY Multilayer perceptron
Z08% > & T Feedforward #p » t7{# ] Recursive Neural Networks f1HY Gated Recurrent
Unit S BT ARAF A E 3 e[ 7] > 2K MLP shE e I R R -

=~ Hi&

!http://www.aclclp.org.tw/use_conll c.php
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(—) Z&d
AWFE P EER T A AR SRR e B B B Y B 2 L POS 50T Ersdlss 2 ERe
X E B E M EAREE—ET: > WA GHAMEE S - PR T A IR ERE
FraR > FBEA HIATEREAE A R SR (E I S R ER0E - 1T POS BR8]
aelVEE R o BRI AERE S EL POS £ » FRI{EZ X share task HEIGTEARAYRL
&1 LA o0 B IS R AR AR AR F R A s -

| Traditional Chinese input text

Word . Feature Dependency
Segmentation POS tagging Extraction parsing

= ~ End-to-End A4E AT EHIITIE

TEARB R » T EF B =1 Dependency Parsing » B[l B {FAE5HT » {FH#E
NIRRT T7ERT > B M EENFR R TR ARESE

£ dependency parser it (Z[E VU > &if5l]) - & LA (arc) AR a8 EL R HIAETK
M [ are gL EE(Head) 5 MIEETEE » 1 ° "HIL” —F &5 R —REE” - W HiEF
—{[ arc FZ/ dependency relation (X1 : quantifier(BEA(ZEHEE)) o M —BEHZE 5
MHR—EEA4HECR B8 - MH N —Jg » "— RS A EH " F - 2t > —E—E
£ itk o AR REEEERY oL EE(Head) RITFE Ky root (14750 —54])

A1LL - dependency parser [ head A1 dependent 2EFR~ i fiif3E 2 [RIIEARE - LA head
{1 phrase fyrhuCEa (#4g 5 S8 THYR4E > BhE R B P RVEDE ) - R N AYER AT AE
B head A direct ~ indirect 2 dependent HJRA{% - P ] LUE# IS HEATRANE - 1 head-
dependent FYACHEHEEE #E—2PHY 7745 > F8{F dependency relation 5 grammatical

function °

theme»
quantifier rope location\.A\spect quantiﬁe\-EI
PPN

— R EES = s = 88 B=

- ~ e aAER]
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TR A BIA o iras W F i e —FAMR] - (1) SNIIRY root » A (EAT are HHE -
(2) root LAY node(GA B AERLTTHR) - H & 11l arc F5[H - (3) root FFTH HAL vertex
R RME— S o _EHEHY vertex FERVEAERISEAEE T (AE L) sHHAYTULEE < 41
n 4 el th I By constituency tree » M BN SCIEFREGR - ELLR 5B R IHTEL -

DL b iry#EgE - $"(# H Transition Based Parsing HY 5T » A——%.tH 55 B A5
Bt E(ETARZAE R shift-reduced parsing > ] T stack FIRRFHIATHY word list »
f£ transition-based parsing F175 & ZHVFFEAHRE (configuration ) fif&: > HA =({E=E
Y43 o stack ~ buffer fil dependency relations HYHEE o B ¥JAVEHELHAET - stack H4
2 ROOT  buffer A2 4] 5 H1HYFTA3 - [ dependency relations —BHIARZZERY © 4% 1E5R
f&Hp stack H{EF T ROOT F1 buffer L\JHZZZHY » dependency relations FYEE AR R4S
HIBIAFTAS R Ko 1R BTAVRTEERE - FeMTE {5 ={E operator :

LeftArc : #f % b HYFEFIMAL N — 5 - i1 A¥THY head-dependent relations » 3ifi pop
G

RightArc : 1£55 — JEHY & f1 5z L JgHYERF 1 AHTHY head-dependent relations » i pop
i b JEHYE o

Shift : buffer 1 EZFITHIAYET push #E stack 1% - K HAERR

FERE 7S > FATATLLGRE Check dependency 73hliAs ' Left-arc R Right-arc » Ji_E
dependency relation » S5\ — (& ZJ5 AT 73 es - A AT /2 A Y [E Rt AR HIET S 5wt AR
FHIE ARV R -

S(join)
/\
NP-SBJ(Vinken) VP(join)
/\
.\HLP MD VP(join)
| — ]
Vinken will VB NP(board) PP-CLR(director) NP-TMP(29)
AN /\
join DT NN IN NP(director) NNP CD
T |
the board as DT 1 NN Nov 29

a nonexecutive director

71 ~ Constituency Tree
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li No relation *‘

Push one word

Push ROOT int . Check
S nto from buffer into ecl Bl-lffel’ not empty and ROOT
stack stack dependency is not only word on stack
fLeft arc—bRight arcw
POP out sencond POP out first Check final
word on stack word on stack state

Parsing
finished

| |

75 ~ transition-based AR B

& EAHRARERAE—EERR G - B FAYREEL transition Sy&R MERI{G - 7
P EEERY A | eV BT Breel 5 Ry VO{E G - (R B &k pop HY Stack
1 push #E Stack —Z » (R A FREE 4%2 B2 m] DLEIAT 58 —a)5h © feR—H T LA
i WIHAIRERTE ROOT FAtGHIE] ROOT 457K » fH{EgA &l Erfimii e A stack fg 1 » H
FIFTARABIHCEIL - ERITRR —ITA SRR - BRI E S LR RS E A E

%% — ~ Transition based parsing F\J#E %

Step Stack | Word List Action Relation
0 [root] | [d,ma 4, & £, A 4] Shift
i [root, 8] | [W4E, & L, A 4] Shift
2 [root,d3, @ 4%] | [& L, A RightArc | (B—> i)
3 [root, 8] | [ L, A ] Shift
4 [root, &1, & E] | [Z4%] LeftArc (B<—A&L)
5 [root, & £] | [Z 4] Shift
6 [root, & £, 7 4] | [] RightArc | (EL—>Z4%)
7 [root, & L] | [] RightArc | (root—7£ L)
8 [root] | [] Done

2 RER R DR n*2+1 > E—FAdAE ROOT A word list - [iJE stack » RI|ZEZE: ROOT push & stack
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agent
I//—— manner Ir agent

P_THE

T~ R—HIRE A TR

(=) A

EiE Mikolov fEHHTHYERZREZE T AR - S HAYHE@ErssIliEa > s E
PRGBS IR E S HIEE A IR ENE T as B AR BIAN - BB TR ST SR s e &
ALHEIES m] DS A S0 P Y el A 5] P HRRES (pattern ) o BRAPTZHBIRAE e B AT RIS
A — — IR AR B 20 o IR 2 AR EFR (KRR 0 #res > FRR transition-based J&—
MEAEEE » M ERIHEIELR - MR A R S R TN - (R
FEIE MR AR S T E [F#23 (Beam Search) » A EAEIARS - R&I&FH
L BrailE RS &2

1. 22§ H1%s Multilayer Perceptron

2014 4 Chen & Manning - £2H T —F#{Jt2E17 transition-based parsing 7374 > (R T
stack F{1 buffer = {E input layer 1 feature - &7 word DIAMI/ELE T POS tags Al arc
label « {F15 & P 8EEY feature RIREEA— (L8R - NI FIVRELAR—2 £
C&M Em L - EEFE T stack Al buffer 5 /@17 3 {f element - stack [ & {ERITT/E
—F—AEaE - DA R G T HVR iR B EEsEN Roa (A - 483%
&7 18 [ features » 35 L6 words fY POS tags t4 18 {f » 27 arc label 5 12 {# (A&
& stack A1 buffer FY/{EE ) > DL L3S 4L features B2 5/ £y dependency parsing [
A o PLEMER TS s - R DUE /R Bl > ST Se AR 5MT » transition-
based H1 4 —{EB)FEE B S RHERAH AR 1Y step) 2 TEH N —(EBIE - Eim AnVHs
st bERAy N EE R ERHRRERY stack A buffer - B ELFE T CAIRVEEfRA(H4H
& o FOEL > T AT T BRI AP B AS H stack - (RIS IERIEEVERT T T I&
EEEE - AT EERRARIE N — BRI A R RS - HEM R R ERAFAYE A R -
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FEEILHIZRIE T - FMTiF features 73 pk =& 57 > &8 ~ &A/lEAT Label - £ AGH A&
(R > ATRE S I OOV (Out of Vocabulary) » [AlILRF POS AREST ] [F] & & (AR T
FYEs] A 2R AERIN 4R > 10 POS M1 HAENSRAY HAY » AE R T AR EE BT
EARAVERE - AEREINY L EER T > TS POS FEIIRAI T HE B R i E
HyHIAL -

theme
quantifier
(— agent W ﬁaspect w {— property W
fth

15 g FZE2N 2373 LB

N~ BITIR AR

- FEHT —(EENE 2 FHEAHAE
2. YE 3@ % 428 49 3% Recurrent Neural Network

PEE > EAL AR SRIE 2R | > 2016 £ > Marianas Labs f2H T —({EREH?
transition-based FYIEIETHARLERE » X F Stack Long Short Term Memory 454 T Stack
buffer 81 Action - 75 % E Y RNN Z24# » Stack /Y RNN » 375 1 #47 parsing tree A&
=R BEE EHAYTEMIE FIRY action » {F S-LSTM 1 » %7 Action & Sy HVEEN @ B
{EFRRETHMLHY Action BELRIFEIFFA1 » AILAFISR » F£5057 parsing tree > JEF] T
Stanford Parser 1y feature » K503 HIFTHH & (5] Stack 1Y% EHIFEIfE - HFHINTREIA R
HrEH A7 action HY label » ZIFLMAEREHVEINT » &5 composition HYJ7 =5
7II%8 label A5 » FRLASRMEREHAEY 7K 1S EHTHY stack RS -

TERAIATEF - K _Ealy LSTM AU RNN Ay 55 —7# 8 f# GRU(Gated Recurrent
Unit)# LSTM 11y forget gate £l input gate & 5%—( update gate > 53—{F gate HIJE cell
state /5y reset gate » {RIABEIRIFRILIEREAVEER » 76294 [ LSTM B GRU Hy7%
SR (BEANZET - GRS CERERIER R EEEEE - £
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T ERE - HAEERIEAHAGREE T - LSTM SRR AR K - FER AR

i LR MR AL By stack-GRU -

139 classes

[OOOOOOO] |SoftmaxLayer |

©000000)]

| Hidden Layer |

(CICIICICIeIe)
QQQ,QO"!

\ <\ T
\ concatenate

Words embeddings of
stack and buffer oov Vo \

If OOV use POS as its

®-0 0.0

POSs of stack and buffer labels of stack and buffer
one-hot One-hot

&l J\ ~ MLP 2848

139
classes

'd Y
Output
layer

/:I:\
‘ Hidden

Layel
\ )

- N - N\ - N } ’ e N\ N\ e 2
‘ GRU H GRU H GRU } GRU ‘ﬂ—‘ GRU H GRU ’
\ J \ J \ J \ J \ J \ J

NULL ~ ROOT b3 #I A %% ¢33

‘: Stack W ‘ Buffer l

theme/ ‘: GRU \‘ Shift
X%
uantifi - N\ P
s ‘ow|ert [ Action ]
£

N e
}7 >
J \

‘3‘ Shift

. ~ Stack LSTM 2244



3. E[[#8ZZ Beam search

Transition-based fEATIHFEEIZHEETHE LIEE A RBERIVEEE - HE{IE stack B buffer
HIRREFR LSRR - W — D HINT SRR A)EE - AN ERRMIEE - A KRG - —
BT RE - (EEOAETE - B AR S A B D KR ARE By ) - I > FR{Fi
YREH AL 2 B H M - S SR AL o TE R AR T A
St = AR DS Y A S — g R R B S E RS (beam width) HYE
K} o BEFEREEZEZE transition-based FIffT I » FAIFEZERH ISR MR AREE L
JFAE RO E AR BRI EEN(E - BRAE APk HRATN = rEE - SEE R
FEE IR EEHRS - BRI &I A agenda (FIEEENERVIES ) HEEGHEHE
BAFRERY RS (beam width ) » gk AP NI AGKTHIZARE - & agenda ZEFITHREATA
/NG o BT HEGINALL agenda B A2 E MRS HVAHRE « K 7 IEIRAFHY AR - DUE
I TR T R AR E R IIRRR » Hrp iR BIFAREEFEAT » K&
DU N (B TR B —AY 0 BAE IR - TE AR E R R E
» EHEETEEV R IR AR - SEAR AR H AR O EAT = S0 &
ZEFNEEIRRENT - RS BERCRENIR SHE /BB E » B M re i 2 A2
T (ERTREM AL -

O

¥
re " re Q.Y

O

0.0 00 00000
/AN I T IR
O00000000O0
/

OO0O0000000O0

-+ ~ Beam-search



= . GERETH

(—) HREkE
FERHEERAE F > (A7 H)7AHCH (] UAS( Unlabeled Attachment Score ) &z LAS
( Labeled Attachment Score ) » 2R HfEsY head-dependent &5 (EHERC ¥ > Labeled HIJ 5 #E—
i FR head-dependent AYRHE - dlfE+=Ei-+VU » HEFTHAANEREZEAILIED 7 (&
BEGE o A 4 RIERE > AT A RIS RIAA 3 fRIEE - NS (EEf > UAS &
4/71f LAS Ky 3/7 - @ERMIAILIETIEET | 255 ) HUBEIGE " quantifier , [EEETERY
sl A IEHE - BORRERTR LAS -

quantifier

root

property

T ZHEER

root

B A il BY =g e HiR

BT HANY UAS B LAS 4) > thS026 7 —TEREAEAEAE DL fl-score 1E By 5K G0 R BERY
3 - fl-socre HY/AT By

[ = 2 * precision * recall

precision + recall
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IS #RHY precision (ZEWER ) FELMGEEBZEF o EKETE » 40 N E RS R HYETH
By 48 - MBI 5 (E - RIELERER T 4/5 0 ZRIM recall (H[H]3)2 DIFAIHT %
il Ry TR TE R4t A 8 [ETE - =5 4/8 » igEtH fl-score
0.615 -

range

root

property

aspect

1151 Z UE P fy

= M
i

+0Y ~ IEMEEZE

TEARWFCE 3 T UFERCE - Stack-GRU E2 MLP » DU & Hf_[- beam search {4

R H e e R (A HEEE R RIA AR - BT BR(E A AV Bl e B
TRAVESIR - TP AV S5 B e lrsal A LEaT A > NIRRT fl-score F Ryy
PEEER -

(=) HEEiER

H RTERS Q2 AR AR EEEFR I 52 - HELDL 2012 4 bake-offs Y
Traditional Chinese Parsing task[7]HVE(d 45 R ACE FAIVEAE < HLERS T SCHIT AN
TEIEREAVEHIRGERE - A1 PR o AR AR T AR AR » IR AL
FEI MR AR AEAY - I 2 — > 2012 FEFTE R ERHE - BLAICE Bl SR
e RHIEAR By 1% /04 - R Z—HPRIEGEERHE 1.59% » =2 Z A5 1.2% -
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Data Set | #Word | #Sent | Avg. Length
Training | 391,505 | 65,243 6
Test 8,565 1,000 8.57
Validation 341 37 9.2

® =22 TR AR

Data Set | #Word #Sent | Avg. Length
Training | 337,174 56,957 5.92
Test 5,160 690 7.47

% —2— ~ 2012 Traditional Chinese Parsing task Zif}EE

TP, 205 S PR BE S B ELLR > B TR BLHIR B R — 80 B
E Pl BSHKE  Hoh sy BICPERUETL » TR PR MR Es 5 -
=P R DR A AR RSN RS o AR E R T LAS USRS 7, - P
AT HGE R By 0.4287 - HILLL R0 -

xR A CH SR ITAE R

. Micro-averaging Macro-averaging
Submitted Runs Precision | Recall F1 Precision | Recall F1
NCU-Runl 0.3755 0.3429 | 0.3585 0.3506 | 0.3538 | 0.3522
NEU-Runl 0.4358 | 0.4328 | 0.4343 0.4192 0.416 | 0.4176
NEU-Run2 0.4409 | 0.4379 | 0.43%4 0.4239 | 0.4209 | 0.4224
CRF (Baseline) 04382 | 0.4216 | 0.4297 0.4347 | 0.4229 | 0.4287

EARES T » ZEEHIZSER T 250 4E0EE & - FEME R 121 SRV EEERS
(one-hot encoding ) FI{KTFRE% 69 JARVEEGRIGIE Rl A » & HI3 FREEIEHIG H &
ff » WARREE AW RELU (&g - @1 - FEE 56 R R ey R e i
TRy 200 f[ - EfFAIE 600 {# - i —fEiEE g a Z K 200 4 - Kit—/E
Softmax HiffigiH, 139 %H ( transition-based action ) = E.tf Batch size £ 100 > Epoch £ 5 5t
REUSRY » PRIMEAERIISR L - MLP 53 A 50% -

AR A RS AR 2R _E R 2 e SR ss A T E RV - FrL M ES B B g
AFTAE > GRU S35 stack B buffer fiEl(y > FREP# (time step) 5% /5 3 > HRHEA
A RIAR > D8/ D—Bha] DEREGERE T R - A [EH MLP - GRU 2%
TR B PR ARAE IR > stack ot > AIFRFIETTVAT AT AT > GiFAEL T ST
AYEEN > SIS stack B F 1T (S BT R LR F BRI - &y 1 S A REl (R ] LU B
SFHVERERUR » (B BN ARG RE 22 8 E R RE SRR - ANt — 2R A IR FRA (AR
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PAATLUBHEIE AR - 5 15 B 0 L S8 stack RTFRINTSE A 6F AL BIS
FEITHSEI stack SHEYTEA 18 - iEHEHE A GRU AR (BN RS B B FIREAEFE - 7E0L
[T« GRU 33 ERIEISHS + 8115 200 4 + stack fil buffer #) GRU 3352 4—
BE » B4 T stack A1l buffer (98 & B L8 A softmax & » JSE19T MLP — 21
BT -

BEE PRI A E RIS » (SRR T R R B
(Beam width) 7 10 > THFZCH LRI 4 & > AR LA R AER T
510 ELEY 4 [ATEETEH1E - FPIET LI 40 (R BB s H I 145 S S
Mo TN 30 B E I TP ST > LABE BT ErEA 1 RAE -

*® O AEFECEARER

UAS LAS UAS f1-score | LAS fl-score
Stack-GRU 88.5% 83.1% 80.66% 74.17%
+beam 89.8% 84.5% 81.05% 74.54%
MLP 87.5% 82.7% 79.28% 73.24%
+beam 88.3% 83.5% 80.45% 74.71%

VU Fy{iél 17 MLP Bd GRU FARIFVEER - o] UG HIE 2 #1501 GRU RIHLEE MLP
4 o EUZIIAEFFRERES > LAS AH7 0.4 > EAENIASE MR ZREFAIZERE 1> A R IR
AEE AR TR A R HRAIRE & AilsE AR o 2800 (E AT e H VBl ss AR - RIE
MLP IIAGE FIHRERFIR LS - IR EErash i s s A —20 > GRU $i#
EHVFATERL R BURL > AR A SR S AR A A TT T (% 2 E ARy TGS AR. -

d ~ 4w

TEARATTHEBL 7B AE T R4 » S E B AR EEE B = ETE es LUK
s PR > BRI Y share task EEAE 0.42 2 0.74 BT T0%0EIRE > BRHETERE
EVEHAVE Y B 2E S BV D 55 AN B/ NGB o H RTAE LS 1M R A e B R
—Eim A1 CRETEE) BRI SEHRE A ITBIH 240 - I H T @R E RSt
EofEA - YRS TP SOy B AR RS - A HIESY - W BRI RS BRI
D2 > WIfE] graph-based J77% > AIERS EEAFHU-RIEHE(ZEMRA (% - 72 DUtham SU/F
FsbaiH > B ZEHNAMI -
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RS

Aimam SCFR T — BRI SRFREIR UG 7% - 2 aa e — 3 - FEREEIEHE

5o (ETPEREIMHRBRNY AT o ARFZEEER n-gram UCECAY 574  fRIE RIRERY N B4k 2 A R
FIERSCR B - BREARIHY AL - AV ARCR T HE S S EF - AHELlaE

/N GERAH IR MO - B RS REUR AT AR EE AT Apache Lucene
=5 %5 5% -

Abstract

A novel approach for retrieving the supporting evidence, which is a question related text
passage in the given document, for answering Yes/No questions is proposed in this paper. It
locates the desired passage according to the question text with an efficient and simple n-gram
matching algorithm. In comparison with those previous approaches, this model is more
efficient and easy to implement. The proposed approach was tested on a task of answering
Yes/No questions of Taiwan elementary school Social Studies lessons. Experimental results

showed that the performance of our proposed approach is 5% higher than the well-known
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Apache Lucene search engine.
FASEGE - ERERE SRR BRRE

Keywords: Information Retrieval, Supporting Evidence Retrieval
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PRET R AU & PRty B B B o =AY et
W W 9T
Investigating acoustic model combination and semi-supervised

discriminative training for meeting speech recognition
g A7~ Tien-Hong Lo, [#fH#k Berlin Chen
BRI =BT R R E EH TAEEE 2
Department of Computer Science and Information Engineering

National Taiwan Normal University

{teinhonglo, berlin}@ntnu.edu.tw

e

T A 5 I =L 5| 4k (Discriminative training) /Y H & k% Lattice-free Maximum mutual
information (LF-MMI)7E 5 #zE %P5 (Automatic speech recognition, ASR) FHfS T E K
HY € BE [1] > 75 1 i (8 478 28 B 4 5l 4R (Cross-Entropy  training, CE) A1 # 1] = 51l f
(Discriminative training)#y —[EEGE)I| 46 » LF-MMI $2 (L 5 a3l SR g - % LF-MMI
FEE R TR AR A BB R ERIR AR BU A R 5t - PR E =X
B FAFIIS O A e B HERE (Self-training) [2] [3][4] - F A TE 1154 (Seed model)
HEHREEEATRMBERAE - H LF-MMI BRIk 2 i 5 52 SRRl starayw
B o Ty 7GR BRI - R I ACE(S E AR 25 (Confidence-based filter)[4][5][6]%f
S SREERHMSHREE - BEIEEER R A Efg sk BT - o R tERgaR(7] ~ slfgak(8] ~ f)+
JE&R[3I8]LE] -

-

A SO R R ey 2P B ANk - Ho— > ST & (-4 (Negative conditional entropy,
NCE)## =5 Bid5a][& (Lattice) > A& i/ M b E B IE A B (Conditional entropy) - £ [H]
¥ MMI Y25t (Reference transcript) i E2-1-19 > BEEAYICERE H AT A MMI
Al o GRS E MRS - HH YA S E (S [ 8 25 (Confidence-based filter)
AT IR o IR A e > ELARAE{ERY one-best » FIUREA B 2B 22 - FEFHRE]
ST (Reference transcript) YAl gEM: + H T » IR{EEE®f=E23 (Ensemble learning)
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Y E[10] - {5 A 55 52 75 25 (Weak  learner) (& 187 BLAV SR &5 > 70 oy HHE & e & F
(Frame-level combination)[11]F1{EzR &4k & Hf(Hypothesis-level combination)[12] -

AwSCHIEAE B E AR i = 1Y -F BB =R T A1 R S 3R 0 0 B 5 et e B
LE-MMI H5IIER - A PR AL & GRR » E—D IR HE ARG A - MR
s R HUEDL T - IR ZE R A sEAYEERSCR - B 2R EIR oA IRaC R SREE R -
BERGE IR A NCE 850/ [E] B RE [ (K5 #3225 (Word error rate, WER) » i8S & ff
(Model combination) HIl & 71 5 (il P B B -E 2 7138 RE » HLI & &8 & m (55 {2 152 2% (Word
recovery rate, WRR)#£%I| 60.8% -

FASEEE - HEREE R - SRR - FEIE IS - A SO

S5 R
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RS

Z X AR SR LA —(EEEAINTIE R H - B S R a] DU D
NIRRT 2 N AR UEAHE [F] ERECC AR ] - AR iRt — (BN AR EEANEE RS
SRR o DAVO SRS R AR - DU PU(ERAR T RE AR R AR R A AH & =02 S
AL o fEE NI (EAH SRS T DIRRIEED A EAH S HEE - f£LADUC 20044 %
20074 (A E R E T - ERIEE SR AEIAEROUGE-1 » ROUGE-2 » ROUGE-SU4HYEY

SPIEHE L A E R SR B i aI R -
Abstract

Multi-document summarization is an important research task in text summarization. It helps people

to reduce much time in reading articles of similar contents but with the same topics. In this study, we

propose an ensemble model based on genetic algorithms. Two ensemble summarization models are thus
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constructed, one for four network summarization models, and the other for four probabilistic topic
network models. These two ensemble models use genetic algorithms to find the optimal weights. We
use the datasets of DUC 2004 to DUC 2007 for performance evaluation. The experimental results show
that these two ensemble models can achieve the best performance in ROUGE-1, ROUGE-2, and

ROUGE-SU4 than other standalone network models and standalone probabilistic topic network models.

BRI B > G REEL > ERERDE - SEERTHE

Keyword: Multi-document summarization, ensemble summarization models, genetic algorithms,

performance evaluation

—_— N A:‘A
wH A HH

A% (Text Summarization) REAMTEE (&S H U B S ARG RE R 22 - 2AH
B2 FIEAAIFE7, 1] ARIPRFE A SRR » SO SRl T 93 Ry BRSO 22(Single
Document Summarization)§3; {iiif [4] B 2% <2 {4 & 22 (Multi-document Summarization) 5 fiif
[1,2,3,5,9,13,14,15] « JTAFEAEHF W SCEBAER ST 25 SO SR T (1 85 8 < i MR 25 A A
AR HETT o3 AT » EAE R ARV - Re BB A MIDR R T R B B AR - (EIB S
g » EFEHEFL 72  BIRIMEAD {5 FCentroid-based Summarization FJF7lT » 2K
st EEEHJAYEEENE[9] - XiongBALuof ! LA Latent Semantic Analysis (LSA)AYRLAMTAREET T
2 AR TAE[12] © ErkangiiRadevig HiLexRank([3] » LlPageRank Y4 ES AU 5+ HE
B - Yang=FE A DI Probabilistic Latent Semantic Analysis (PLSA)E{EzEA] FEE 4
BRI T REE [ 13] -

PRTBERFFER 2 R B i amAE 2 SO S AU chan el {58 F 2 — S AV B R —
TR R AR A B e BB B B - )8 A B R A4 & 2 — B R by %
TR EOR T sE A BN - RERAEARRHZE S > FofM T2t — (8RR B R A (Genetic
Algorithms)Y4H & 05 S REHEAY » DURT 2 SO AT RRE R © TR AT 2 01
ZHFEF > Chali ¢ ALISVM (Support Vector Machines) 17 i fg i — {1 & ZCAVHZ R
AA[2] - ZAME(ES VMAH & 2 AU AR SR e 7 U0 A 3 7 SR AR 1T 25 S
T AR AL S % (Generic Multi-document Summarization) © ARFZEATHE LY

O
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AN SRR A SR AE TR - 2B SR -

Fo T eGP B 4H & 22 SO AR - FM{E FIDUC (Document Understanding
Conference) 20044 222007 FFVUAEHYERHE AT TEER o 11 DAVU{E AR 257 (Degree
Centrality [3] > Normalized Similarity-based Degree Centrality [15] > PageRank Centrality [3]
iSpreadRank Centrality [14])fEKHV4H & HZERI | > fEsR EEROUGE-1 » ROUGE-25{
ROUGE-SU4E£65¥ 73 IR H | - AHEHE 5 B — i SR A A RE 515 B i YRR » 72U
VU o - RE AR R B (PL-Degree - PL-NSDC > PL-PageRank » PL-iSpreadRank)[13]
FERVAH SRS T 7JEROUGE-1 » ROUGE-2E{ROUGE-SU4:E 265753 TH H I » fHiR
A IR T R T A - AR SIS BRI IR

ARG SCHERN ALY © 55 Gk M 482 SRR AERITA ST - 55 = AR R A A
A EERUEELERAH & 2 SR BRI RS T - S PURRERHA LADUC2004 4 22007 4F
VO{E BRI T B BRAVAS R  Bei% - B TET R AR SRR o
-~ ftHEEHZE

TS S B i A RERZE 1 RadeviE A{E20004E52 HMEAD S S PHi 22 25

[9] - ftf{f"{s2 F Centroid-based Summarization (CBS) "&.LaFt R F iy » FIJH—{E L REFHE
§t(Topic Detection and Tracking, TDT) FYSERFETE AR SCAREIVE L - ML
MEADHYE [ E BilPositional value FIFirst-sentence overlap = FEA% x5 B H (1 2248 i B
Betbiciz - ERAREUNE WMERVIRE T -

JEEREFE /7 T(Latent Semantic Analysis, LSA) & 4 {58 FAE 2 SCAHEERL Ao - B
W10zsoy S5 A 4201042 H —FEELA LS AR J7 A 5K #HESteinbergerfilJezek iy 7775 10] » JiE
T B HSC S SR EE8] M3 ER R Y 7% o Cross R ARE A0S EITRIFAIRCR. »
T8 B EE EAT LS APRERY R SIS 4T - Hachey®: A 220064F 5 5 S VD3 2 S (- 2
AYREER[S] = M3 SVDIN_E 3L BRI » BEZRI S R TF-IDF YR AMH EL
NAREFEE - H R b B A T aa R R R R -

ErkanEiRadev22004F#E H Degree Centrality EiLexRankFifE4E PR SEMHAI[3] - i

83



PRGBS B3R A S0 - FEAER Y o » (G EEHBE (B - AR Py
5+ BB TF-IDF (18 Cosine Similarity HEA5E - 1B U REIE —(HPIEE
B 138 86 S FE A % BN LS 3 ) RSB (4486 - Degree Centrality
J7E s B BB S AR SNBSS I EEE A TR E T - SR
(1) > Heb ok ISP e - s 2354 » deg(s) s fIDegree Centrality :
deg(s)) = %)+ and sim(susyyea | (1)

(LR 2 B B R LT 7 2 Y LA S - Deegree Centrality @ i 2
BT A AT (B R SET « PR Brkan®E A I FI4ER4 BT PageRank
S BB A T - BRILE s i PageRank S BEPR (sp) » SHELTREATT ¢

PR(Sy)
deg(sy)

PR(s;) = 5+ (1 = d) T, eaajisy (2)

H AP NE ARG E R4 dRIEEHEF » BETE0.1-0.22 [ « PR(s)/ZHi#s; Y
LexRank (a0 4 > adj[s;|/&s AHAPHIERRESE & deg (s, ) & 1S, YDegree Centrality 778 -
20084FYeh FE AFE ) 55— (A ES I A iSpreadRank [14] - iSpreadRank | 1
HUS B - BE ARV EAS R o I 0B R S R I 2 A B - (F
iSpreadRank™1 » 55 &G AH DL 4 ES## i —{E Sentence-by-Sentence fH[EHA -

L al,n]

)

api *°° Qpn

Hray =0 a;  fUORMEEAHIHIUE - B RRSUL B s A R ah ) B B A
it ] - A TP A EHEERREER A — (B LA - TEBERHRFE] PN iSpreadRank 5 78 1 5 3 FfT
HEIR A2 B > BRI IR 9Um e - EEIOENT - Fr A R IR L Y
iSpreadRank Centrality X (¢)ZFE J7=40T -

X(t) =X(0)+MX(t—1),M = oRT 4)

HrpX (0)2—{En x 18y[AE - ARSEEIOREOIETE - o h—HERAT - 55

0.7 » ¥EFIETRFZEMENIZE - RE—FEIIEM (Stochastic Matrix) » Hrr; ; =

Zkalk '
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i o T1,n]

©)

ey e T

PEHCGBIZRY 4 LR a5 E ol RETtBANG i e — TVERRE R B 2= SRR &/ N —1E
P e - NP RIS RIREORRE - SHETRA T » 21419 € =0.0001 :

2ilXi(®) —X;(t - 1| <e (6)

‘& iSpreadRankE+HL4E I » A& FR TR S IRAR - FR{E R 8 R A E L E MR
EREHTRIY - iSpreadRank{F {{< e B = (R B E AR B R N A 22

20134 » YehSE A &Tam TR FBVAERS IR 26 SO 2R 15] o AP [0 & s e {1
NIEIRAGAERS « B NE B EE T B (HA S PR SR RE M RRA 48RS (M B RE ) R
A4S o EiRE 2 [EHYCosine Similarity {E75 57 THE(E - [ AETRESSAIRESE - 59
HremBlIEE - AR o (EREE R TR (RS b - EABE 2 MRV 4SRRI f—71E
0= 1Y —JTRR % - B8 MM o T AR BB (A O a T B TR 5 —THRE (A ps EHYRIA
431y : Degree » Normalized Similarity-based Degree » HITS » PageRank J%iSpreadRank °
EERAE UYL T R A YRS R B T R AE RS B ARG A OV
HyETE LLliSpreadRank HL 7 fie =i HYREE

{5 VB AE 3B 2 4317 (Probabilistic Latent Semantic Analysis, PLSA) 35LSATFR &
Sue HEURE A AR — e 2 FR AV BREG - DRSS TR H S S VB E R R B R - LA
PR R T & 3% BE TN T M e E S REFREE -
20144F » Yang®E \ 42 M T {3 BE4ERS 15170 (Probabilistic Topic-based Network Models)
HYZ6 SR AT 13] » FEMR T REAERS A > SR T RERHE B R Ry et B (548
PEEARL - FERA IRV AR AL AR R T A RS - AR E B o7 5T swPLSABILDA (Latent
Dirichlet Allocation) & BFE AR o B fudd AR PLS AR5 LAY T A g RS 1 225
RIgE LR A VAR A S AYREE » HIE AR ERVEREETEVA YRR -

20094F ChaliZs A 24— (E4H &2 % EHE (Ensemble Summarization Model)[2] * 3
E[4H & i AL 58 ] Support Vector Machines (SVM)HJZH & 774 » A5 ZAESVMEERE

[
=
— &3 X EpagZe B & ii(Cross-Validation Committees, CVC) ZE{THE o HARHGEFE
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FH {5 F ELA S VMG AR IEE op — (S VMAY $EER - B ER4E R aBIH4 &S VM 2
RUSIAE f A B — S VM T LAY -

FLREE A (Genetic Algorithms) J2— 78 F it e (A B RV R 0L « B —
BRI - GARIZLEEGUR AT REMVARE - B - < - RETBE > KEiux
{Ff# - Bossardf{IRodrigues{£201 145 H Clustering Based Sentence Extractor for Automatic
Summarization (CBSEAS) % S HHH 774 » 1 % SR i ELGALE & 1] - CBSEASK
BB DHR I ARG IR A s8] S A HIARDUE Dlaccard TR GE TR - #2572
{CIXERE - A1 FiFast Global K-means#&RiaE 1) 7 i B E & & - ALLAPUEHIFE D= « B =
A ECE AU ~ BLERE RO ~ A E B 5o B A R &
[EA5R KR ESE G B (R BRI - BERGEREURGA R LI R Y
SHEHE LIRS AL -
= HEXZHHEAEA

AR EEMH G S AR A o S (Ef A B BRI T -

(—) ~ sHEAZ R EREERE

[ U2 AT e e AR DA & TR BB R BORAR o 5 25 {18 B — g A
RUEITAHG > AR ERE B A i (R B - R e GRS TRIR
o miEEEAYIE H 4 Al B Sentence Segmentation > Tokenization  Stopword Removal [ k2
Stemming  ZA1% % BA [FAY B — 5 3 BT R HEE 0y 0 8- BREE A S
AR RIS A FENEE AR R EA S E - SR REIIE
T8 - R CSISEEDAOVETRE AR EE - A RIZIIHE -

FEaH S HYE— TR g o Bl AT AR A A B IR B DU (A PR AR A > DUR
PO &5 28 PLSA 58 {1 1% 0y # 2% F RE Sg B A AU - 73 DU ([ 48 % 5 AU 73 1) /2 Degree

Centrality (Degree)ffE 2215 %7[3] » Normalized Similarity-based Degree Centrality (NSDC)##
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Documents

Text Preprocessing
D Summarization
GA-based Model M,
Ensemble ] Summarization
Summarization . Model M,

Model .
] Summarization
Model M,

CSIS
Sentence Selection

B

Summary

[ 1~ FLPRE DA S AR PR AR

FHARI[15] - PageRankiiZHA[3] > DL K iSpreadRankifi B HA[14] - ‘EHIPLSA F:7E

s EE SRR 45 Bl & PL-Degree » PL-NSDC » PL-PageRank L) fzPL-iSpreadRank [13] -

(=)~ Uik
TEHETT 26 SR B ST AR S T SO TR B - R SRt & F
— LU > R FRAVEA L - B0 6 2 Be 3 S AT ARy I 5 (Stopword) » 35 SRR A
RS HEZEEE A B2 RLAERTR R P e bR - DU 2 AR TR E
® Sentence Segmentation : SZ{AHH Y E—(EEE ) St R B 1) Sy B o ANWFSEE
NLTK (Natural Language Toolkit)' T B3 #EF T AJ -
®  Tokenization : AHFSE(E FINLTK LAGE ) s B » HRF 5 A) A BEEAIELH - Dlbag-
of-wordsty /7 HARF R#ZzE ) °
® Stopword Removal: F (s FOnix (5 F5al # 8 ) th 1= Rl s B bk -

®  Stemming: {ELCHH(T FHETEER % > AIAST FE{# FiPorter Stemmer? #E{ T3 fRIE i -

! https://www.nltk.org/
2 http://www.lextek.com/manuals/onix/stopwords1.html
3 https://tartarus.org/martin/PorterStemmer
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& Ealmipa e WREERFER3ME - ZEE AN e AT E L

AR A RERRZ R EEEE - AR g A TS
(=) -~ HEEZ H— iy

o
i
h
Bl

1~ SEERA RS 2

FEANFE > Fir&R & 0 BE — fr AR R DU A i e AL A B [ PR3 LA 7 2
FER o DRI SRR H 3 U R (28 (Sentence Relationship Network) o fELEES A
o 552 RV (U2 AR ) Z [EIVAH (DU (Sentence Similarity) 25  FEARZET >
afi 1] LATF-IDF (Term Frequency-Inverse Document Frequency) HY[EJEF7 « Wi 5H s A1

s; 2 EIHAR{DURE i Cosine Similarity ZRGHE > 20=U(T7)FR -

55

(7)

sim(s;, ;) = I5:1%I55]

TEEEREEE AR DIAERE IS - A 5sim (si, sj) < 0.1 » RUBFEIUE AR » RIAE4ER A s
WAEEE ) (A A R 5 -

TEMR T AP R SR o > 2 DUSHEEE ) Y T R -5 E Ry 4R TRG © 58] 2 RAIRVAR(UE
T FERRAE DS R E R - LR EE s fls; - £ FEZERzAEN T - B8y EERE
8D, = (p(z1ls),p(z2180), - 0(zkls)) > U = (p(zls;),p(22|s;), n 0 (2k|s;) ) WA IR
&£ F Cosine Similarity 312 » 4178(8) :

T

(8)

sim(v;,v;) = EAKEH

e A LR A DL RS s - & e P IR (E A A 58 ) 2 R BUE R (R S AE -
2~ B sy

FEEE AIRR RS T - AR ENRLE 25 FUHYTF-IDF[A & - 77 FEREER R (R 4Ers
TR EIRG S RS AR ERERRR B & - fEANTTE T dHE i B AR IS WA ]
m & _EAYVUREAYRE i B AY : Degree, NSDC, PageRankEiSpreadRank - Degree, PageRank
EiSpreadRank 415526 1 T/ 144 » A IEE A B 4250 - NSDCRILZ ALt Degree A1 H /25

FEFTARTESHA U - 2R SRR AR B EAR AL - FENSDCH - $f554]s = > &
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Initialize
population
Evaluate
Termination )
. Selection
criterion
Crossover
Mutation

Solution set

FIYNSDC Centrality sim deg(s))stE41T -

sim(sy,s;)

simdeg (s;) = Zj:i;tk and sim(sj,

©)

SIIZE S ek and sim(s s> SIS 1K)
(MU) ~ B FR A AR & i AR
R ST B o > S A5 PR B BRI M, S S R R AR Ay s SR A B 22
M8y > AR S AP URE SR s VRIRHP 2 BR, - R IEHE A
oo FH{IE B — R BRI & 73 PR _E—(E IR Ew; - LR S ST AT
R; = Yyjw; X I (10)
By T REEEHPEF AT RS R SR RFIEAANEE ORISR EI S E -
HAT LA 2y B AR ME B GABEE = - AHT5253 | LIROUGE-1 > ROUGE2HIROUGE-
SUAH Ry B R LAY HARR ORI i (EA VA S HEEE -
EEEARRZAE2FTR > DU N RS D5 -
1. Initialize population:
AFE AK=504H L e A Tt 3R - A AL RS A VEES A N By B — i A AU AR
R ERERM, I Ew; - wilOAEFEIZ0 < wy < 1> EEVNEEIRAL -
Ly wy = 1 - FEFCCRERET - fRERES(EE AR, 0, ..., 0),0, 1, ...,

&9



Chromosome 1 Wy Wi, Wiy

Chromosome K Wi | Wi e Wg N

[E3 ~ BRUERUA TR A TG
0),.5(0, 0, ..., DEYZLEOEG - HerOasEIEL - B3 2 IKHIERIAF -

. Evaluate:

ERREELEREASEE > &3t = ROUGE-1 » ROUGE-2 » ROUGE-SU4 =f&ER
[EIHTE SR TR RS B R B SR E - GA G LUER 72U TR - FERr(R
s MR E R 2 —e - GAEEETE -

® HUESIHVENEEAE R A< 0.0001

® ALNEAEECHETTI0007AR -

. Selection:

WERGATF [FELEEH HE - GA{FE & #{TSelection » CrossoverfIMutation ° {FSelection
E,j > ﬁD%E&?ﬁéﬁﬁﬂﬁ FI:E_E \ﬁiFk = avg 'E@%EZ{% EE ° ﬁD%Fk < Favg ’ %%
T a1l B AT R A R AT (U  Fovg e FTA Jy RS~ -39 8 e pry =X 0 8 o

. Crossover:

GARIE AL A E S HE T » AW FEEcEsCAC R 0.5 - #EITKRH - DLEEEL
RBCARETT - ZCHCHT Gt ER 240 A (G > MRS E LE DIETRS - Reig 240 S e U]

Chromosome i Wi Wi e Wi
Chromosome Wiy Wio . Win

[El4 ~ A EEGHYERBR AR T =
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Input: a rank list L of sentences
Output: the summary Sum
Initialize:
set Sum = &
Summarize:
while the required compression rate R is not met
sc < the candidate sentence having the highest score in L

if max sim(s,,s;) <Cy

s eSum

add s; to Sum
else
omit s;
endif
remove s; from L
output the summary Sum

[&l5 ~ CSISEEAJEER =

R LT - FHRFVIFERYER 7> B H & R — ¥ YA (8G » SOy 5 A 4R @
5. Mutation:

GAZL 58 1% HE AN ZE AR » ARBHFE 1 28 8 45%0.25 » 7 S At 7 1] BE 2€ ¢ Local

Optimal Y57 - e85 770 R ERRGZE S - GAE B IEZ L G iU E— (B AL N Ze 8 »

HU—{EAEOF1 Z R/ NI, - FEHERE )/ NBURE (R A1
(F) - s

K EER  HERIEEC B - MEIZ IR POERERE ) - &y T EFR

EHEZERIVE N B FH CSIS (Cross-Sentence Information Subsumption)[ 9] 3 A 2 {15 75&

B A ENHEAN A EE o CSISTEEEESHR » MAHEUE B H Cosine
Similarity » RIZFEZEAR/NYIRE] » SumZHEZES - CRFMIRREREE TS G EE - A
FEEE /0.7 o LIZsB ) NBRFE YRR - FETRAHDUENS » FE4is i S Al o /2 58 Y TF-
IDF[a) 8GR - (A R4S i S AL o - AIlE P B 0y R R R ) B ARE TR -

0~ HERGER KT

-

(—) ~ EEEEEEOE
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%1 - DUCEIRMENIZS

DUC 2004 DUC 2005 DUC 2006 DUC 2007
YRS 50 50 50 45
BHESCPE SRS | 10 25-50 25 25
EEE K 665 bytes 250 250 250
22 - BHSEERE
FREEH (1) 256 (DUC 2004,DUC 2005), 128 (DUC 2006,DUC 2007)

0.05 (NSDC:2007; iSpreadRank:2005, 2006),

0.2 (Degree:2004, 2007; NSDC:2006; PageRank:2004),

0.25 (Degree:2005, 2006; NSDC:2004, 2005; PageRank:
2005, 2006, 2007; iSpreadRank:2004, 2007)

FRECRA D T E ()

TR AP TRES) |01

PageRank[H &R T(d) 0.15
iSpreadRank#ZS{ A 1-(0) 0.001
CSISEREE T (H 0.7

REBHEANEREZKEKRDUC (Document Understanding Conference) 72 {
EMVEFENR TR o SHEAEAEE PR HROUGE (Recall-
Oriented Understudy for Gisting Evaluation)F B3T{& T E[6] - ROUGE A T Fis4: A4
FHERSEEZE > Dn-gram BT » STRE AT HEsPrE S ME0ERATE S
Frathpl o ANEREH EROUGE-1 » ROUGE-2 » ROUGE-SU4KHEI TERET -
FEAFERHEREEL T » KIFFERSEEENFR2FTR - BESEREESEH
[BIFI[ 131058 RIS EELE -
(Z) - QERSRIH & B
TE4ps i ARV S E B - AT YRR EEAM & i A (GA-
DNPI) BS54 048R4 B Degree + NSDC + PageRank » iSpreadRank HEfTRLEELL
B o FIFNFROE 18 TLAEHE TR AU E TU(EE R PRV BE R « k(TP LLE FIGA-DNPIfE
B VEE R R AR A BRI -

(=) ~ R EEEREHIH S E R

TEREAR T M IE A RS G E R P - AU AT MY B R BUA M & i 2 A

(GA-PL-DNPI)Eil 55 4 DU ([ 145 - RE 4 % fi Z A I PL-Degree, PL-NSDC, PL-PageRank,

DUC 2004- 200734 {EZRIE -
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73 ~ DUC 2004585EEL#E

ROUGE-1 ROUGE-2 ROUGE-SU4
Degree 0.36264 0.08471 0.12636
NSDC 0.35068 0.06862 0.11376

PageRank 0.36482 0.08348 0.12539
iSpreadRank 0.36874 0.08882 0.12885
GA-DNPI 0.37009 0.08963 0.12993
#£4 ~ DUC 20053 8E L
ROUGE-1 ROUGE-2 ROUGE-SU4
Degree 0.36444 0.06843 0.12342
NSDC 0.36255 0.06244 0.11850
PageRank 0.36891 0.06801 0.12455
iSpreadRank 0.36494 0.06693 0.12228
GA-DNPI 0.37235 0.06912 0.12575
#£5 ~ DUC 20063 BE L
ROUGE-1 ROUGE-2 ROUGE-SU4
Degree 0.39174 0.08388 0.13943
NSDC 0.39216 0.07673 0.13450
PageRank 0.39867 0.08497 0.14187
iSpreadRank 0.39568 0.08491 0.14032
GA-DNPI 0.39929 0.08550 0.14204
%6 ~ DUC 200730 BE L
ROUGE-1 ROUGE-2 ROUGE-SU4
Degree 0.41209 0.09618 0.15271
NSDC 0.40988 0.08974 0.14645
PageRank 0.41561 0.09784 0.15332
iSpreadRank 0.41263 0.09741 0.15260
GA-DNPI 0.41781 0.09838 0.15422

PL-iSpreadRank E{TRYAELLEL - FHME[13]0 > EEE H G ERRE - RIEHRMTEE
Barh B AR LA I G HI{E Rouge- 13RI A S8 T REE H A - (£ E g
FREEEHLI64 > 128 > 2565k F[E - FTF(FR10EE T IERHZEFALE DUC2004-DUC2007
VOSEE AR THYRRERR IR > FMT "] LB FIGA-PL-DNPI A S YRR -
ho &em

Z X MHEE R E Z BRI LI - N R s Bh AR IR R &kt -
AWt FeRRt TR ER IR RUAR A A B AR A A T 2 S S PR > (o AR

FUEAOK G R G - £ DUC 2004-2007EFRHEEHVEER T AHEIR (Al B — i A -

Bl
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#7 + DUC 200475 [8] F: R F e L

ofE ROUGE-1 ROUGE-2 ROUGE-SU4
PL-Degree 256 0.38440 0.09010 0.13395
PL-NSDC 64 0.37878 0.08472 0.13024
PL-PageRank 256 0.38387 0.08978 0.13379
PL-iSpreadRank 64 0.38087 0.08297 0.13020
GA-PL-DNPI 256 0.38466 0.09165 0.13515
%8 ~ DUC 2005 [5] 3= % H 3 Ae bR
ofE ROUGE-1 ROUGE-2 ROUGE-SU4
PL-Degree 256 0.38510 0.07269 0.13239
PL-NSDC 64 0.37368 0.06276 0.12402
PL-PageRank 256 0.38456 0.07145 0.13221
PL-iSpreadRank 64 0.37473 0.06389 0.12393
GA-PL-DNPI 256 0.38524 0.07289 0.13264
%9 ~ DUC 2006 [=] 3= % H 3 Re bR
ofE ROUGE-1 ROUGE-2 ROUGE-SU4
PL-Degree 128 0.41315 0.08642 0.14696
PL-NSDC 128 0.41296 0.08748 0.14743
PL-PageRank 128 0.41355 0.08629 0.14703
PL-iSpreadRank 128 041172 0.08795 0.14708
GA-PL-DNPI 128 0.41355 0.08854 0.14785
7210 ~ DUC 2007 [=] T RE# H ke PLER
ofE ROUGE-1 ROUGE-2 ROUGE-SU4
PL-Degree 128 0.42890 0.10150 0.15860
PL-NSDC 64 0.42889 0.10153 0.15933
PL-PageRank 128 0.42800 0.10516 0.16069
PL-iSpreadRank 64 0.42793 0.10065 0.15916
GA-PL-DNPI 128 0.43133 0.10645 0.16273

#AE#IEROUGE-1 » ROUGE-2 FIROUGE-SU43E EEi 4316 H 1SR i iyF=IR -

N SEIER
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WaveNet Zti5as R HNE SRR ER

WaveNet Vocoder and its Applications in Voice Conversion

il

L BRI s WE . ERR

Wen-Chin Huang*, Chen-Chou Lo*, Hsin-Te Hwang*, Yu Tsao**, Hsin-Min Wang*

\

*h bt e R AR ST AT

Institute of Information Science

Academia Sinica

xR 7 & R R B T 0
Research Center for Information Technology Innovation
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T

2 Wh RO AY (V58 DL {E 45 AR e 15 A (source-filter model) fy FR B 2 R i &5
(vocoder) ¥ 5EE S I THE = 2 BHHI LA R S EGES © 2RI » 2RI A TS 2SI 2%
IS ELREE » DU S a8 R A T e B R FT AR e HsE S - HE A DL R B H Ash
AR DU S 2 — 20 42T ] - A [EE2E (deep learning) sk » WaveNet 23 [ EZ Ay
FCENHIEE & A Rt 2 — - REEA B A T AL B NS H S HVEE S - WaveNet B2ifas
Ky WaveNet HY—{EZE(d - B A B EGENS RIS E e T 1IEE ST - WEZ
(BB S EMRATT Z B MNEIB PR - 182 BAPIH ST B AR A S Y 58 S A iy % DA
A e AR TRE S R - ARG SCGERF WaveNet BB ERS [ AN (& T2
HAYEE S EAAY - DISF(E WaveNet AFHGEST S St Hisics Al EAVERTET) - INE
B o PeAMEber 7 =R S IR ) B (4 i a5 WaveNet A3 FTHEHY
GEIR o Horp o FrEtiVEE B R GRS 1)88 9> 20 5 B)4RTH23 (variational auto-encoder,
VAE) ~ 2)&5 &4 NP AIEES ~ By U H BhdmiGes ~ DUk 3SR E » =B #h4R
i3 (cross domain VAE, CDVAE) - BER4EREUR » =(EFEE AT WaveNet
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estk - B HARRE H VU SR A - FEE LT » RIEH LA VAE RBLbE
ZFEEEHARERIE ] WaveNet BEHEZR 1R A BIEHYEEST -

BRI : WaveNet - S - sE S - (BB -

Abstract

Most voice conversion models rely on vocoders based on the source-filter model to extract
speech parameters and synthesize speech. However, the naturalness and similarity of the
converted speech are limited due to the vast theories and constraints posed by traditional
vocoders. In the field of deep learning, a network structure called WaveNet is one of the state-
of-the-art techniques in speech synthesis, which is capable of generating speech samples of
extremely high quality compared with past methods. One of the extensions of WaveNet is the
WaveNet vocoder. Its ability to synthesize speech of quality higher than traditional vocoders
has made it gradually adopted by several foreign voice conversion research teams. In this work,
we study the combination of the WaveNet vocoder with the voice conversion models recently
developed by domestic research teams, in order to evaluate the potential of applying the
WaveNet vocoder to these voice conversion models and to introduce the WaveNet vocoder to
the domestic speech processing research community. In the experiments, we compared the
converted speeches generated by three voice conversion models using a traditional WORLD
vocoder and the WaveNet vocoder, respectively. The compared voice conversion models
include 1) variational auto-encoder (VAE), 2) variational autoencoding Wasserstein generative
adversarial network (VAW-GAN), and 3) cross domain variarional auto-encoder (CDVAE).
Experimental results show that, using the WaveNet vocoder, the similarity between the
converted speech generated by all the three models and the target speech is significantly

improved. As for naturalness, only VAE benefits from the WaveNet vocoder.

Keywords: WaveNet, Vocoder, Voice Conversion, Variational Auto-Encoder.
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- 4

SBE i (voice conversion) 2 FETE A U EAFEE B VERGEAN AIIRIE T - B2 R iE
MRk HAEEE S - sE R EIARMIE AR - BT I E B2 SRR R
(narrowband speech ){EHE iR = o E LU Y B ARG sk (wideband speech) [1] ~ {F £ 5C
FHEGET (text-to-speech) R4 7 18R [2] ~ BUR R ER BHVEEEE L RS
[31 55 - Hrf» RO R RAIE ] Fosf & 56 5 i (speaker voice conversion) (SZEk
T2 AHEE D o A Ry s B e ) - HE AR R A B AR EE 2 (source speaker) (YRR A
AR R & HaE S A L H 1255 # (target speaker)(ysH = [4] -

RN RE ST A AL B S 2 (vocoder) ITAEZRE N AR BB RE 2 R » TR FR 2y
SEE R T AT (EE S8UE) » DIORIS RIS AT R Zn 28 B0 © SHEE (spectrum) ~
BE{H(prosody) ~ JH5J (excitation) FRHAS BB A e 28 - % - HHESE S
U TR  REHUR RIS S BUA HBR ISR B R T - s 2 » —(Ek
TUFNGE B A A 4 m A e B (BT 7y + o0 ~ BB ~ Gk - AR SRS B R
1 H B A SRS OV DIEE » b T EEE S EA B VIR - B as (1T 7y
EBLE F RIEE S RIPAVBE AR - B% - BNVt £ 2RI AR aeiE Al
(source-filter model)yX 3w » ELIEF IRV METAMGSRISES (5] DARIR S el SR BlaE =
B RO EE D) SHE T BE e I B = B RS 25 - (%00 STRAIGHT [6] Bi2 WORLD [7] &
TEs  ZAI » AP AR ON, 2 A B e P s T VB S 2 i 3 B Y iR A R 2 U %
(L - (HeEESE - BAEEEAE DRI -

A > DUATEHAT4E 4845 (deep neural network, DNN) s RRBREH Al 1 B2 {56 FH
oo AERHRE TR | o Horr - WaveNet [8] 2RISR HYRE S AR RRTZ — - FEF
PAOCPHEEES ISR AT RS CHVRE S 2 BUGEE 280 BRI EE &
S B B ETE (8] © BEAN - EL WaveNet HYEERS BSR: it LA HHR Y [9, 10] -
WaveNet iz f—fH L& KBRS (data driven) Z i izs - BIE M KT SREERI S E P
FEINVENSES - HinsEny At E 2 A DI ES B IS SR & B S P A Re - Hebit
B 45 TE A A P TS AYEE S 28U E K WaveNet BEUEESAVEG A - AIREE P
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A EHEEH WaveNet SR 0V HImMEEFTE] - Y WaveNet BEiSes o] B L5 S
KIS T AEFEBE &R - B T (A S s A SRR E B ARl 70 B (R et e
T & & P 4H 8 IR [BIEEE R TP Y AR AT 2y 3= MR - IRl =] DUEE 4 Eh (s e
s B A S IEE S -
FHNCAHT S E B RE SRR ia (11, 12] - (B 2B A s es - (H5HE
AR a B IR TT - WaveNet S SR HH1% - 25 [HIQHYFE H A E B0 43 B
GEEF © 14 2018 FEEE % HEHAHkEL ZE(Voice Conversion Challenge 2018, VCC2018) [13] Hijé
1FHTRI AR 25 WaveNet BBzt FIHVEE S EHA 4 [14, 15] » H#EMTATE
P HEIREEE S IV E NS M B H BB A RE S DS - ASSCS1E% WaveNet BEHHE
— &AM B A S 5 Pl R S R E AR i 45 S 12 AT K IR s » $2
LR EE SR ~ 5 2 A SRS R U TBIHItE 2 -
e SCHTEEEZLHR N « Jo5 5 » /148 WaveNet 5 - IYEE =5 /0
GH HH B N BB Pl B 2 1 = e 2 AR 1l - BB U R R B B AR AT - [E TR am s Y48

SRR E R 2R LLE -

.~ WaveNet ZHESS

21 %%\\‘%;%2‘*%
WaveNet [8] J&—{EZ¢/E B AERAEES - #EH DL M RIFIRAACRRIAE: - AT DA RS
tiEHIREE K -

N
PO = | [ PCalnrs e X ) M
n=1
S B E AR AR - T RIS » 3, B USRS AR

HIEEE ARG Z DURE B~ A IR AV B AL P& 2k om (B4 16 bits EAL A FE, AI2'° =
65536{EFEHH) - hAl MBI EUR & - 5k WaveNet{F Ryt a5 (B140 9, 10]) - AllEHES
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FHEUA BB S A E A SRR STRAIGHT [6] BiWorld [7] FrifiHUVEEE S 8E & - BIHH
it (spectral feature) ~ Eff(fundamental frequency) kit flt g BN st Y F E AT 2 8
(aperiodicity) - 45 ERBN A & > ARIEZ(L) - WaveNet(H n] LL{GET H B IERVEE S HA R
B o dnfEl—Fror - —{EEEAER WaveNetE i 25 (1 & 15T 25 HYE 2= E i (residual block) -
{EFE 2= I A —(E 2 x 1HY 22 F R 5 15 & (dilated causal convolution) ~ —{[EF 32480 E A
#{(gated activation function) ~ DL —{E1X 1{YEFEG - 22K EE&EE 0] DL A4Ers Y
JRREIIE - PSR A e R sy

tanh(Wf,k * X + Vf,k * h) QO-(Wg,k * X + Vg,k * h) ’ (2)

Hrpx 2 AR FREERENEL - WHIV BE gk &% - «REREHER - otk
BLEBIAEE - o()AiFsigmoid bl EL - (EIS—TRAYE » WaveNetfVH[SRE R F(ERE S A
B 7E A B AR AR AR By o BHRTRE > G0 P2 X M (cross entropy) H AR RHZUAKHIGRAEES - LA16
bits B (LA FEHYEE SR BBl > A EE S FR A B ] DL R k65536 A [RAVH Y - 1
WaveNetf1)31|%k H #RR[ Fs IERE SR E BB AR, o K TSR 2 BUE 0 1 E % i
R EsERR B A BV & Seds tH 4 R R R B AR TS U7 A (B - lawdR s ) E— 20 &
(BB AL TT AT BAL RIS (14018 bits - B E S HE AR A 256(FEA) -

Residual block
Skip connection
z [1x 1 |—{ Residual block \
§ -
3
-
H Residual block :

[
Residual block

sindinQ

X
1x1

1
| To skip comnction

Inputs

[B— - WaveNet BB S & E o
2.2 %5E% WaveNet Bilfes 2 sE# 357

T WaveNet Z2H525 2 —fHaE 7 {(Ci(speaker dependent) RS 25 - R FHE —&E
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HIEBRHE Bl SR Z0RHE [9] - HIFA3I%E WaveNet B2HESSFEBLA B (93| SEBR] > TR
—EEE NENEERHESRE: B AVJERR - 2557 WaveNet Z a3 (multi-speaker WaveNet
vocoder) R M#EHEH » BITEHISR P B fsi I 26 S4B 2 UEERIREN 9k WaveNet ZEHGZS [10] -
25 5EE WaveNet BT a5 ME FH A 56 S AN - DVASH B AT EE B TRE 5 (speaker
adaptation) » JREI{E A HEEREEVEER] - ¥ 2567 WaveNet B 25 (T3 4R - B g
SH > BLZ%aEE WaveNet BERZSAHIL - Mh—RBE R ENEYy o] DA R i HaE = 1Y
onE R B E AR A AR URE (14, 15, 16] -

B

3.1 F 8y 2 B Ehdmtih sy 5B S A

5 77 7\ B B 4R 15 25 (variational auto-encoder, VAE) [17, 18] ®] LLiRr iy A %2 H 4 5 25
(encoder) (B 4 A5 pr 2 Y RE & E HE (speech frame) x 4RAGEEL 258 B N A W FEE 4R 15
(latent code) » DAz - MRS A R Ryah e 1L » JRRIA S H i i Pt 4Rtz (&
BEEENE  WERFETER  MTEEFHEEENR - BmSz e aonEy f i
1% » 1B IBES S5 (decoder) (SR AR AR ok 1) A8 [ B B SR o A AERRIRE S 305k - (&
AT EHR H 1Y - VAE 1Y B EERE T =R 1AE VAE S2E BLEEURTE 2 i
RALH BRI =R R e RABZ(3)

logpe(x) < _]vae(x) = _]obs(x) _]lat(Z) ’ (3)
Jiat (9 2) = Dk1.(q¢ (z1)|Ipg (2)) (4)
]0bs(¢' 9; .X') = _Eq¢(Z|X) [lOg Do (.X'|Z, :V)] ’ (5)

Hrpo, 0777 Fdmiheas - FEEEs 280 Dy, ¢ || ) By KL BUE (Kullback-Leibler divergence) -
VAE ZERUNIE —FiR » HxRomeB B BiE » 2Rk SRR - y e TR
7% o AT EERE IR E - VAE B A GBS i e m NA R RE R - I B FR Rk
shE oo I E IR IS L IR AR E N R LR E R S EkHE - BIv]E1S AT
Het B mAHGRES - e R & EREE & B 2B aERNE o (R FHIBE ERHm AR
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s A L i e B E L RS S RS T 2SR w1 S o R B IR s 2 B
BB TN Ay » 1B BRI s AR 3 A aE & o S AR H P54 552 - HHFY VAE
EREHRRE T N Bz o ERE B RN Ay R ZRFEF EH - RACRRE S R pERE S
BB T EERE S > Rondmthas E R E RGBS A ER IR - REH
B [FIFEA TN S HERY 73 i AR et S A AT B A FREE A AT

seieHEIEE & MRV RCCATHE) K FRRe A [FElaE & A [F SR A T HE 2T - VAE ERAY
HIISRPE B 22 48 H PR R B T R A E SR ~ AR es R a onk MR E TR
T TRBFRERR ] - #IE 2 > VAE Z— 8 Al DUB RTINS TSERHR E T AYEE S S AR

g

y

H

il

[ — ~ B B BRI e E RS

3.2 G A4 Rl U DU S A R = A

B AU B AU 48PS (generative adversarial network, GAN) YRS /E 775 1 s AR A Y
(generator) L Kz i Al f5 & (discriminator) & AH ¥ £ » 1f 58 AR pIe A5 A (' i o 0 B (2 L
[19] - TENSRBIE T - A RUERIE AR B A B LB - REARA U EE
G M) A i L o4 B R RS A B R e 7 R AR i 9 S e S i A AR Y AT A
53 > B EE BRI o TEEY VAE RUsE gy » AR cr B il A4 i URE
EORE T RS EEE I o MEEHS A GAN 1Y B [ VAE B tHAVEEE G
ERLUE—DHIEE [12] -

fE5t% GAN HYSEE 1 - Wasserstein GAN(W-GAN) LUFIIGRERE s Ll #5202 (9
[20] - W-GAN 2 DLt - H41E 5 (earth mover's distance » X% Wasserstein distance){E & 2

PER By —TH GAN 256 - JOSURK [12] o - fEE RS Et FAE R AT (L2 o3 i B 546 73 fff

N
>

il
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HFE T PR PR R 50 S R FOARY R Wi Discriminator SRIE5E[HAG VAE (Y
I HEE S o e o & T ERE SRR I PR R N E IR IR E 2 R kR
HHEHME 2= (Kantorovich-Rubinstein duality) » HEZRL = -

W (pi,pas) = sup, (Exepi[DCO] = Eyepy [DG)]) - 6)

Hrr > D BfF& 1-Lipschitz continuity HYRFET b4 #(critic function) » ZE(E Y GAN 225y
R > pi By BB AV ERMG » pyys HEBHRIREE S IR i - 2RI
BB {E ok B R AR RS Ry Dy ELR AV EE o> ffips AT RS HHUEE H RSB B HYEEE K
19 Mipys AR ZEBIRIANT VAE SIERS - JREI B IRE S RS - fEsE s iEinny
FEF E o #E - HEERE T 5 5 T =

Expi| Dy (O] = E—q(zix5) [Py (Go (2, ¥D)] > 7)

Horf > Go By VAE [fRASEKEL - B FFTH . GAN ZHEAH[E] 5757 LD, SLRFAE L EIG o (5
(B> GAN ZEREH (2R e ) oy B BE 2 T AR - FEILFRERSNRINE - E(EZERS 2
ST U B B REEE S DU VAE RS pR ST AR A RE AR A > A
HENFEZESEN2E - AR S B RAY 8 - A1 AR ek By B SR Ry
SR MRS AR B R Y o M ] AR E PR H SRR A H B HURE S o IR D et o e B
HNEER S BEIEEE N D BOEE - EilsE S VAE AR S W-GAN BB T4
Fhg58 VAE BIRGEE IV E - HEEDEWREIE VAW-GAN - 4I[E =FrR o HH Rk E
T
Jvawean = —Dk1(qp Z1)|Ip_8(2)) + Eq,z1x)[log pe x|z, y)

+Expi[Dy (O] = E; g, (2)x) [Py (Go (2, y)] (8)

reszeH resE Fege

k|

&= ~ SIAEREUHTTAIGEREHY VAR SE S EIGoREE -
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3.3 PSRRI o =\ H Bt o HY 5 A

FEVAESH S AT [REcdmtaspe X U BLEEE A IRRIIVEE T N - IS s
7\ H B4R 5 a5 (cross domain VAE, CDVAE)HsE & i 2 b0 AR BB e s MR E [E— %
FEFEUY ~ BEA A R B MR E 2 8 AR RIS AU AR S A [21] -
HAPI{E FISTRAIGHTER S 5 [6] FmoKIGHYAREE K £ (RETHSTRAIGHT spectrum, SP) Kot Fi (2]
PR A% (mel cepstral coefficients, MCCs) [22] {F Ry Wit [EIRVAREE R 28 - ANlE PUFT
7 » COVAE B— 2SI H ¥RtV e - SRS EE KA B —H RS L5 -
BN RS S BT FER RS 25 B 254H - PR 1 SR DAEE S A\ (1 Y P s
R(1)81(2)) > Sl iEE et —Eae s MR it as t v USRI B FoRIA © [H
BRAY - RS RS ZERE (T B AR TS B TRt h Vo A B I R R (B VU TR Y S 1R (3) B (4)) -
HAT DA B AR o0 b — A (DR - SR ER S BV aRIS s i AR

75 AT (R Zsp Bilzpy o TEFEAT)
X
FI%—»[ |

- (1 )1 2): l| 1 ss-domain
I l npath reconstruction path

Xmce

VY ~ PR RIS VAE sEE IR R E
g~ B

4.1 BhaEE

A Voice Conversion Challenge 2018 (VCC2018)LLEE A FrieitivEEk} » Hrfg
i T 12 (7 B SLEEREEEE S sEE L T 81 USSR R LR, 35 AR R
> BUERARA Ry 22050 gk [13] - FAFIEEA] WORLD Zias [7] {FRAMHGEES 28 - 55
gt E eI 25 20 ~ B8 5 2MHTEIE - #E  RFEEEEE P HEGEEE
S8 > BIFG 513 4ERVAHEL R Ef (spectral envelope) ~ 513 4ERYIEFEIAM:ERIR RESH © 35 4
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F R R PR R B (RS O 4ERYERERE B)RITEAREEIZ B P hfit -

FEWaveNet 525 /7 > F(fIL Hayashi A [10] Friett WaveNeti i as i i =
M o EAE L P AR AL WaveNet B2 BE 2R BRIRRRAS © 41 - Fra il R aler S el
FIE BRI R A THER (B AHE] - FAPIEE FIVCC2018 R HYFATAFISRER R » 4889724 » HRE
& Fs 5457 S ACHI 4R 25 5 WaveNet i 25 - WaveNet A5 25 it (i FI RV Bh R 2= 2 (B
A WaveNetZ 25 HIRE 280 0 FE K RSB 04 344 A G FHE (R AR A B - JBR 4R o 24k HY TR
BEEIVERRGR ~ B USROS S/ 8E TR By TR S S B R e B (5 £ WaveNet
e o B {E_EPRA 7RI S (time resolution adjustment) Y5775 [9, 10] - H[]
i B 4 5 SRR B R (RSP A BB B R R R AR FeT b S (7R BITHIU:
PRAR) - Zah# WaveNet A5 23y 5|41 B 55200000 - SEE I EALE E i E P H
PR Y SR TS000(E B RISk 52 K, -

TERE SR 5 > FRAPIfd FH A BIIVAE K VAW-GANZE S B B AU BT AR A »
AT A IR SRS BRI TR EAH ] - PP HIHCOVAE RRBEIR > (H B Ee EAT
B RI(EVAE > DR EE A5 A R (EH [F] R VAERERY > Gl R 2 85t 05 BB IR RO A SR HRE
HAP IR FIVCC2018EY AT A HIIER BT - FrMEHHRR BT R R W HE Tunit-sumAYAE R
IEARE > MRFAE B AL SR R AR ECHU - (EHAPE L - JHRE S BsE S AR AT
W > HAEMERRE EEIRE - BLA BRI RIS - DA S Bz P TR A
TRHVESH > —[F]HH A WORLDERS 25 Bl WaveNet B il 25 #E TRE & 73 5 - 5FANIVAE » VAW-GAN

K. COVAERHF EEE S8 BIHEEEBIABISHIERE 2% (12,18, 21]

4.2 =1 %ﬁzi%/\u nHH
HefM#ti5 vCC2018 o SF1 to TF1 j5 — i Al 14 il - FERIERIEGER 2T 10 A58
0 SHH VAE - VAW-GAN ~ CDVAE —ffaE SR A TaE S % - R Him R

47 A A WORLD EERESS LA K2 WaveNet B8 SRk EE T -

! https://github.com/kan-bayashi/PytorchWaveNetVocoder
2 https://github.com/JeremyCCHsu/vae-npvc
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4.2 1 FEEL[E

[ 7 R B E o 2 SR ] - felE TSR o (EH] WaveNet BRESRSATAR bk sE S HHELAE
TS I AE RS BT E S (R R BEHY) © M ESRAVAS SR PR ~ FERE % - iz
HEEZZ ARG (formant structure) © [/ > WaveNet b 25T/ A HYE i
PRE R » (HARSHFEE -

(a) VAE WORLD (b) VAE WaveNet

(c) VAW-GAN WORLD (d) VAW-GAN WaveNet

(e) CDVAE WORLD (f) CDVAE WaveNet

[ 7~ A [E s A R Z B SR ] -

4.2.2 JoEHI e b

BEE R 9 AL\ EACE TRES B A R HATRE EE (DU AR & 5% - 175 2t
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et EEIREE S B VS AT SRy 29 E R 7> #i(mean opinion score, MOS) 2 455 (B & H
REE L HEREE) S a0 B LSS R T 55 WaveNet B S 5 4H % WORLD
NSRS AT VAE sHE RS A A BAE Y ESS - £ COVAE SE S HEHFAY fhg te i (B A B
ZHIESS - F£ VAW-GAN H1HIE: WORLD B a3 fH ¥ Y WaveNet Bt a5 (it BB
AUESS - B (23] AYSSSRIHIL - FefMEZ<E - WORLD B 25 ) 8 A R e (i
o [ WaveNet G5 HEZX R DUZE 421 WORLD G S tHEE RS 5 2AHVEES - {EA

— %y » £ VCC2018 sBRHE F HYEEF R LLEE S & & (waveform trajectory) fHZE#TK » i&
[l WaveNet EEHE2EEE DI RHEHUEREAVESS o H "% » WaveNet G282 HEEE
B AT Z B 2RO T 2585 |9 SR T (B B PR T 50 RS A 2 i A\ R
‘HEESSH > EWERFTREATE7E (mismatch) o ARACE RE V3l 9F AR Y% 72
(ERTRERE AR B A R B S HYEE S -

[ = Ry s2 5 TR E S Bl H AR Z ARDEHY ABX JHIEAAE R - 1EE ] LUK
HEMEF] » A WORLD BEies - ] WaveNet BEHE 52K & plEEE 1] DA 42 =
HEEsEE AR EIE - raE NElE 2 455 - ZRM AT DI WaveNet ZERSESFT AR
AVEEE AT H 285 B WORLD B AH (bl » (E1F Bl HAGEE AT BRI EE - ([EiS
EEHE - B WaveNet BB HEE VAW-GAN 1% » NMEApGEE S 2 H 28 BT WORLD
eI MK - fF B H AR M DE TS0 -~ 40 VAE i1 CDVAE © 7&K
AR AR EAHRETHY -

lnl

4.98

4

3.08
2.98 2.90
} '2470 I '282 '2()3 ' I
1

VAE VAE VAWGAN VAWGAN CDVAE CDVAE Target
WORLD WaveNet WORLD WaveNet WORLD WaveNet

MOS score

]
bis
7

REE H AR R TE - BRI 95%(E LilEH
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®EWORLD No Preference ™ WaveNet

&t~ B AR A U 2 s -

T~ 4Eus

[ EH:H

FEAG ST > HAFIE WaveNet R 1 — SV A - MRFHIE R EUE I BT 72
SRt a8 < GBS AR o [ERERN B BRAVAT R - WaveNet RS EREIR | HEA(HLGTERNS
astHEEZ N > FTRES IR A nE S R IR A A A 7 IR 4 - H TG IRV R AR T
R EE S H P sE A h 2 Z MRV S - fE5EE B 2R 7 A E{H 4 WORLD 2535 A
MHATHIZEIR « FERA > T EREST S WaveNet BEHGESFT G RGGE S 2 H ZRREHETTIEAE -

BIAIIR SRR - B PRat EAHIRE &R R » DA/ NI A WaveNet Eti5es 2
At o 2R RS B B B PR S B IR 72 5 5% - M SRS i e & A Ry
BRI - e PR FALA(E ] WaveNet ZEies TH » B4 NRGEFHYME RS -

W
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Abstract

In recent years, neural networks have been widely used in the field of speech recognition.
This paper uses the Recurrent Neural Network to train acoustic models and establish a
Mandarin speech recognition system. Since the recursive neural networks are cyclic
connections, the modeling of temporal signals is more beneficial than the full connected deep

neural networks.

However, the recursive neural networks have the problem of gradient vanishing and
gradient exploding in the backpropagation, which leads to the training being suspended. And
the inability to effectively capture long-term memory associations, so Long Short-Term
Memory (LSTM) is a model proposed to solve this problem. This study is based on this model
architecture and combines convolutional neural networks and deep neural networks to
construct the CLDNN models.

Keywords: RNNs, LSTMs, gradient vanishing (exploding), acoustic model, Mandarin, LVCSR,
CNNs, DNNs

115



The 2018 Conference on Computational Linguistics and Speech Processing
ROCLING 2018, pp. 116-125
©OThe Association for Computational Linguistics and Chinese Language Processing

FRRGESRECA PRI mT R AL T

Exploring Combination of FastText and Convolutional Neural Networks for Building
Readability Models

M =g Hou-Chiang Tseng
IrEEEE R E N TR R [ OHEEEE R SR O
Department of Computer Science and Information Engineering
National Taiwan Normal University

Research Center for Psychological and Educational Testing
ouartz99@gmail.com

FeidEsk  Berlin Chen
EORYRES (]I TN -5 F ML
Department of Computer Science and Information Engineering
National Taiwan Normal University

berlin@ntnu.edu.tw

RHEESE  Yao-Ting Sung
BV I N RIS e L I N
Department of Educational Psychology and Counseling
National Taiwan Normal University

sungtc@ntnu.edu.tw

e

AR E] LA Ehl AR IR - B S PR & H CRIEERE IR > P
FEFIF AV ERUR - RALZE - e N BET TR nlR MR A SR BB aE - U H T4
B E TN E R R (E1a/ R nT s MR A Fr AR EAVRHE] DA R (IR
o B {ERE A MR AR A T RIS - 2RI A FERRERE AR
HUH ARV RF B A i BB EAY SRV FER 2 S R B — 5 AR IR T e A A
It - ASE S E S A (A S S AR o P A B PRI SO R R B - DA
SR L — (B RS o3 A s S (A R B VAR A > 1w DA SC (NS 2 T LAV - 1
BB ] DL AR ST PR Ay R E MR » e ATHE G H B — R B AT
SREYATEE A -

Bt - EEME - SRR SRR - RoREEE > PREEOR

116


mailto:ouartz99@gmail.com
mailto:berlin@ntnu.edu.tw
mailto:sungtc@ntnu.edu.tw

A5 M (Readability) 2 15 BRE A1 Rt REF i P B AVAZ E[1],[2.[3],[4] - & &R =
RIS VERY SRR - S R R AR AR R SR OR B SUR 2] [3] o H A SRR RS MEAE A
(BRI A f EE Y A - NIRRT R AT MR A = UES Y IR F[5].[6] > 3% Chall £
Dale[7]1£ 1995 A y&EaT > £ 1980 - Fy i AHERAAY RIEEME A Ut E 4G 200 Z{# - 55t
(AR ATV ER % i IR @RV E S R R S AR MR r M A - 2RI - (4 AT
SEMEAFATER AR ST R0 1A e DA (-5 - Graesser ~ Singer Al Trabasso[8]
(EFEH > FEE SR A EUA N B E HE L - SUFAVSERNISE A R SRR
JERE S W2 H B FRIAERRHE  Collins-Thompson[9]JR$5 HifH 4t rIE A5
(& A APRIFRIZERN - T RHE SO BT BT - B E AR m R M A AE T
SCRHFEMERGE R F B2 EVE R E 2N A AT A AT PR A AT R R ) > B3
BHZEROLDANLE TERIR ER A EEEBUE  ZE et S B MR BRI AR BT
B (BRI MR B ) T R T SORRYATG R BUE M - SRR
FE[10] - EESH - nJEMERIITEIRFE ARG - YI5E A B Ry T k@ e v i@ i A= Eh
il o B U S A R e B R A A S Fr L T AR MR R B M A > NGAM A BE 27T Y
ARE IR I E P E SRR RREYE » bR T o] DAt nl s MR AR RE - TR Al [5 1EA
NEE SRy AR M [11],[12],[13] -

AT AT TE YR » BF9T A BB ER A — A EE S ey mT 3B MR AU A I A 2R S oL
R > —feE = FHBOIE A A A B 5 AN B REC AR B iR P (AR E 2 - HIRHELE
AR E ISR N A Z B AR AT T RS o s P XA Rk —
el SR S BT G A4S RS - Yan S A [14]5k BT 22 B R B B8 B2 5 e (Mediical
Subject Headings, MeSH) 11 8 E2 B flira B #E 2 Bl 58 S R A U B B8 F R i -
ST —REE S R AR R E BB ARSIV TR B A S et i (R T A
98 o Bl > Yan A [141F B A RS e 0945 1l 6 25 [ B 52 B8 52 ) [ (Medlical Subject
Headings, MeSH)fY B8 2155 s feg EDRHER 1 Ryt & et - 7tk i —(E B 22
RS o WETERER R LIRSS R R SRR - 15 HE R SRR 1Y A
(Document Scop) - Borst 5 A [15]FILEFI A salZeny 77 =R EHE R ey TR rs | Bl
"SRR ) FE S B ARG T R SR - 1 Ry ST B R AR SN S ~ T RS
EEEHIHIE - Tseng FE A [16]HIZ A 2252 E (Representation Learning) /5724 (41 : EHA{H

117



EHEIES ~ PRESOR) BB e B R HC TR MR > o alEeR (B RE S S AT <8
SO AR MR > DOK AT DU HIRGAT3R B e FHRYFR K -

RIS R BN ZE T LLEEER » 2 80y Al s M b ST P B — R B U R A AR B S A [H]
SRR TR PR R A IR L TR AR A - 538 m] SR M A AT UL B 2% T [ 2K B SRy ]
am 1 o (HE e E — DAL H R ] S AR A A g o] DA RV EBUAH A &G

AR R m] M R e R o (3 o] DL B 2 TRV EER - DU nl S M A A aE
BB TRIVIEUE > AWTFEREE T SR S AR Rl & A [ R ERE % - SR —(ElRE
H 53 TS GBI (Y TR AR > ELAE P (B Y B — SRR B VR Pl i ey m S A
R o AGHOCHIN LR © 55 Bl i Fe e 7 o ST s PSR R R ek
F BRI S R R & WA RV R B E R LAl eR tH—E sE S [FIH A A
[FISEISCSC R T MR - SE DU 2 IR A STt nT R MR AR TR © S d& B T8l
TEHA%E SR ARBHFE T 1] -

EN R Bl Z rT A A BT 5T

T A RS BB (TR B R A% - BT LA PR 23R AR v T
BURIILT]  BHR TSI 2 » BT BT b B L R T
TR 2 TR S (B VB TR 160 - LA TRF AR (B FE % o ot
IR B

(—) ~ GRS

LR (L 4R (Convolutional Neural Network, CNN)&—f& 47 g NV 4hERE - B{EFLH
#2552 (Convolutional Layer) A1/ (Pooling Layer) 2k 2H 5% [18] » 28 2E i 4H N ETHY
B NNEE NN L2 BRI 1R TP R T B2 A » BB R e A i 18 — ([
) FEREUAAC T B A 1 R 80 R S BE + i 5C B (Sparse Interactions) ~ 28 fL =
(Parameter Sharing) & 2 883 7~ (Equi-variant Representations)[19] - #5522 & X i Ay b 2
F#(Sparse Connectivity) » 3° ZLEFI] A EEZ (Kerne) B A H EZ YA/ N(Kernel Size)sE /&
HREHAE WA A - (R (EREA P 288 D AILIARCR ST R ENRT TR
BER - SR AW AL F — (B B —ET R A FL BT F AV E A S fHE Y -

118



S B S EREEAYEE h - 1EA  SR SR S E R S BT A - RIS R KR
e = ALY GESRE - 1 2B ARSI IO L3 & A B RS - AL 4R
R ER RS — N YRR I v DU T B G A R B a2 s S AE R O
RN AT - A 2R L E IR BRI ER[19] - SRRt A SO
SEPERY AT - TER A S SO R TR R 1Y FRE BRI S RIS - A2 RE L EAE S
A BEGHINLE - It - BECAHIURAGTE S GERS FH 2K B Bhih B AT 3 M A A AR 2
AR - A R R T S e S AR ok TR AR AU [16] - 2R AN — P - ER/ISRAY
AR FZAHZE(E R E] Dropout[20]Ay4e X 2t s ps AL i L I (overfitting) ST » ST I
rectified linear units (ReLU) [211/F A1y sia i # (active function) » DU oo HLAT AR FE R

(gradient vanish)[tH -

L E
Term | R

Poolin
Convolution g

Layer

Embedding
Layer

Networks

[ — ~ FRHYERIH A R e e SR e R M AR
(Z) ~ BREESOR (fastText) /574

PREESOAR[22]/2 4 Word2vec[23] .2 1% » Joulin 22 A\FFa S8 tH A 2RA > HLARREANTE —
(@) K[l —(b) A7 - PRERSCANEL Word2vece — 5075 LA ] LB RIS 3ol A Y W I R 9 2%
& o (HAR—BERIHE S EF i A B U n-gram 1Y 5 2R A F e S  E TR PRl (4 0
LR F s s AR | SRR R A - T S B T AU (A AT DL B = MR B T PR R
HETEME > ERAREREEEECEEAE T HE R EAVE A FEE R A T2 E - A
% > Tseng = A[16]4 S SURF DR R SRR A 4 ) o8 0 A A [0k HH SRy mT S PR

e

119



INPUT PROJECTION OUTPUT INPUT PROJECTION  OUTPUT

W(t-2) W(t-2)
W(t-1) W(t-1)
SUM SUM
Label Label
W(t+1) W(t+1)
W(t+2) W(t+2)

@ (b)

[ — ~ (Q)PREE SO Z AR LAY o (D) PRSI Z WAl i -

EEHOR B Al S A [F] 2R BB ARy AR AR
ANEHFREE A S AR GG HEE SRS 1] DUE S 2 (2 A 2 SO T 2l 5
HE RSO E AU - AR RS - PRESCRIEE R n-gram HYJ7
A [F]— (7 E B B T ael s B A1 2 R Bl (% - (S8 LTl SRy 3al e R AR RE E 22
[ ] DA ST B S AT B A L - (B AR R AT s I AR A A A2 o ] D[R] e i 5 28 A
R HAllR T PRI A AR tht mT IAH L & oy T MR A S E Y
B AR SRR Al EEM: - B E(EEVE - ARTFEA R ARl & G TR (i A

K PREESOR R [F RSB EUL - FoREIBIAIE = PR FER (T s PRI |
SOERE T > IR AR A RSO T AR VR g LU BV E S ERL & @ T A0 ~
R ~ PR A RV ER DT FUETTRLS - MRS R AVRHE(E AT DI n B MR R
A SRAVHETE T A A RIREERE AT A& -

120



softmax By

Merge
Pooling Rhb| [ T 1] Pooling
Layer Layer
Convolution
Layer
Embedding - —- . Embedding
Layer o o Layer
| |
fastText Term Term CNN

=~ B S ETR HEERS R DRSO AT A AR

U~ HER SR

(—) ~ Btk

AWFERRHE H 98 EEEH ~ K ~ N= AR HARHEAT AR AT L- 12585 3 2 A RS
B~ MG R E 240 = (AR S 28 L514,6485 - SIABRIEIEHER
FRIZIRIE G LR HIT R - EE BRI R R —FR -

F— ~ BRI RS EL I EE o
AR 1 2 3 4 5 6 7 8 9 10 11 12
&Rl 0 0 80 74 85 81 389 407 325 340 331 270

H4R 0 0 72 67 67 62 172 175 157 211 355 295

BSCRF 24 67 61 71 69 70 37 34 28 84 41 47

121



(=) ~ il AT s A

B TR E BT ] WECAN[24] 20 1T o SCE sl R B Fr - B AVUEE—HY
EEAIRLEAE A FIHV R A PR BE SRERATEE R - /1% - Rl E R AT ez
L IR IR mT R PR AL - i m] S VAR A AR AU L 2 BRSPS Y SR8 - o TR
RIS SE R » e HE B A 22 m]RE MR > Te PSR (& B Sh AR SRR H]
sE M o FEASE RN A Keras[25] 1 THIF » e AIBIUFTR -

Corpus
(4648 Texts)

v

Segmentation
|

Y Y

Train Data Test Data

A 4

Propose Readability Model

I
I
I
I
I
I
1 L

Readability Model

Y A 4

Texts Readability

[P~ FTEE A A 1 R R R A

(=)~ EipsiR

HhaGERAFR A E - NI M ITT PRl & WA R B AR o] S AR T R ff R Ry
79.42% > BB B —REEE AR A MR A - W GRS T = AR R
3.77% » PRASTARHAERER A iR ST T 0.97% - — SRR L~ N {E AR IR

122



A LI AHAD AR - DU S n SR M B SR ORI R B R R - (et m DL
HREAHER T Rt S Y ATRE MR A AR AR Ry 91.59% - {32 ATA Al aa AR oA AL

AR A =Y -

BESN - AHTFEIRE 28 AR (131D e A B BB SR — sl = R 0F AR g 28
THEE R A R TS PRI > DU S EAR R A S SIS AT RE D R ] » e R —HYES R
A LSRR M AR R B A FE A L Y TS PR IUAHEE 22 T 38.09% - (St THYSER
AT GRS NN TE et A S - — At S PR A A U FH A R X sk
SCRHTATEEE

R BB S PUERSOR Z R R A R S RE R

LR HEFLEE Al A Rl =0 ERER AHADAERER
112 a0 BIsAFL - GTRHHERER 75.65% 89.33%
N NN .
E;fgrﬁ RIS 78.450% 90.95%
‘apss GG + DEICE M 7480% 879%%

N
= GROER + PUECR M 79.4206 91.59%
GREMHESHEES + PR ER 5 76.40% 90.30%
GREMHEHEES + UK et 74.78% 89.55%
—MEES T + R AR 41.33% 69.11%

T~ 4Ess

Sy EIFHJ

AT AR AR 2 ] B — T BRI SR AT R AR AL > B A S A
BRI S TR (A SRS b DR OR R R B2 E 2 > AR — (B e 5 o3 A s SRl
AR MERARY - B ERaE REUT  BEZON BRSO g E & iT DU EI A SR AR RIS RE - H
& H] AR S TR AR - R S B e iR B AR R o] DU BT - IS (EIR AR
I RS SR MR IR AR T > S5 i DR ETE EHRL S 570 B i DUk (R
EHVRHEBASETT AT AR RRE © TEARACTRAPIRF LA Rk - B T S5l 2RI R
BEREEEAAE TR S - ik — DB Bt Rl S 2 F = R ] -

123



W

FX

[1]E. Dale and J. S. Chall, “The concept of readability,” Elementary English, vol. 26, pp. 19—
26, 1949.

[2]G. R. Klare, “Measurement of Readability,” 1963.

[3]G. R. Klare, “The measurement of readability: useful information for communicators,”
ACM Journal of Computer Documentation (JCD), vol. 24, pp. 107-121, 2000.

[4]G. H. McLaughlin, “SMOG grading: A new readability formula,” Journal of reading, vol.
12, pp. 639-646, 1969.

[5]B. A. Lively and S. L. Pressey, “A method for measuring the vocabulary burden of
textbooks,” Educational administration and supervision, vol. 9, pp. 389-398, 1923.

[6]M. Vogel and C. Washburne, “An objective method of determining grade placement of
children's reading material,” The Elementary School Journal, pp. 373-381, 1928.

[7]J. S. Chall and E. Dale, Readability Revisited: The new Dale-Chall Readability Formula,
Brookline Books, 1995.

[8]A. C. Graesser, M. Singer, and T. Trabasso, “Constructing inferences during narrative text
comprehension,” Psychological Review, vol. 101, pp. 371, 1994.

i
=

[9]K. Collins-Thompson, “Computational assessment of text readability: A survey of current
and future research,” International Journal of Applied Linguistics, vol. 165, pp. 97-135,
2014.

[10] B. Bruce, A. Rubin, and K. Starr, “Why readability formulas fail,” IEEE Transactions on
Professional Communication, pp. 50-52, 1981.

[11] S. E. Petersen and M. Ostendorf, “A machine learning approach to reading level
assessment,” Computer Speech & Language, vol. 23, pp. 89-106, 2009.

[12] L. Feng, M. Jansche, M. Huenerfauth, and N. Elhadad, “A comparison of features for
automatic readability assessment,” in Proceedings of the 23rd International Conference on
Computational Linguistics: Posters, 2010, pp. 276-284.

[13] Y. T. Sung, J. L. Chen, J. H. Cha, H. C. Tseng, T. H. Chang, and K. E. Chang,
“Constructing and validating readability models: the method of integrating multilevel
linguistic features with machine learning,” Behavior research methods, vol. 47, pp. 340-
354, 2014.

[14] X. Yan, D. Song, and X. Li, “Concept-based document readability in domain specific
information retrieval,” in Proceedings of the 15th ACM international conference on
Information and knowledge management, pp. 540-549, 2006.

[15] A. Borst, A. Gaudinat, C. Boyer, and N. Grabar, “Lexically based distinction of readability
levels of health documents,” Acta Informatica Medica, vol. 16, pp. 72-75, 2008.

[16] H. C. Tseng, B. Chen, and Y. T. Sung, “Exploring the Use of Neural Network based
Features for Text Readability Classification,” International Journal of Computational
Linguistics and Chinese Language Processing (IJCLCLP), vol. 22, pp. 31-46, 2017.

124



[17] Y. Bengio, A. Courville, and P. Vincent, “Representation learning: A review and new
perspectives,” IEEE transactions on pattern analysis and machine intelligence, vol. 35,
pp. 1798-1828, 2013.

[18] Y. LeCun, “Generalization and network design strategies,” Connectionism in perspective,
pp. 143-155, 1989.

[19] I. Goodfellow, Y. Bengio, and A. Courville, Deep learning (adaptive computation and
machine learning series). MIT Press, 2016.

[20] N. Srivastava, G. E. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov, “Dropout:
a simple way to prevent neural networks from overfitting,” Journal of machine learning
research, vol. 15, pp. 1929-1958. 2014.

[21] Nair, Vinod, and Geoffrey E. Hinton. “Rectified linear units improve restricted boltzmann
machines,” in Proceedings of the International Conference on Machine Learning, pp. 807—
814. 2010.

[22] A. Joulin, E. Grave, P. Bojanowski, and T. Mikolov, “Bag of tricks for efficient text
classification,” arXiv preprint arXiv:1607.01759. 2016.

[23] T. Mikolov, K. Chen, G. Corrado, and J. Dean, “Efficient estimation of word
representations in vector space,” arXiv preprint arXiv:1301.3781, 2013.

[24] T.H. Chang, Y. T. Sung, and Y. T. Lee, “A Chinese word segmentation and POS tagging
system for readability research,” in Proceedings of the Annual Meeting of the Society for

Computers in Psychology, 2012.

[25] F. Chollet, “Keras: Deep learning library for theano and tensorflow. URL: https://keras.io.”
2015.

125


https://keras.io/

The 2018 Conference on Computational Linguistics and Speech Processing
ROCLING 2018, pp. 126-139
©The Association for Computational Linguistics and Chinese Language Processing

Weather Forecast VVoice System

Thanh Do
Faculty of Information Technology, Ho Chi Minh City University of Foreign Languages and
Information Technology (HUFLIT)
dodinhthanh@huflit.edu.vn

Abstract

This paper introduces Weather Voice System applied to information commands-responses
system through Public Switched Telephone Network (PSTN). Being able to understand users'
voice commands, our system would assist them during their searching weather forecast in
Vietnamese towns and cities by communicating in Vietnamese through Telephone Network.
What makes this system different from others consists of its ability to analyze syntax and
semantics of voice commands after their being recognized by speech recognizer component.
Weather Voice is composed of main components that are there: 1) Telephone network
communicator, 2) Vietnamese speech recognizer, 3) Natural language processor, and 4)
Vietnamese speech synthesizer. To the best of our knowledge, this is one of the first systems in
Vietnam to combine text language processing and speech processing. This event could make
voice applications more intelligent with aim to communicate with humans in natural language at
high precision and at quick speed. The fact that experiments have proved our expectation as well

as the friendliness of the system to users reveals the practicality of our research.

Keywords: VVoice Application, Natural Language Processing, VVoice Server, Weather\Voice

1. Introduction

In the recent years, Vietnamese voice processing researches have found themselves making
significant progress. Among them, two which must be mentioned are Voice recognizing
(transforming audible signals into visible text) and Voice synthesizing (transforming visible text
into audible signals), their authors, Information Technology Institute (Vietnamese Science and

Technology Institute) and Natural Science University (Vietnamese National University), have
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conducted and published many works high estimated [2],[4],[6],[8],[14]. Especially in 2012, the
authors from Natural Science University succeeded in building Voice Server System [9] to
explore potential applications of Voice Processing whose use was made of by media systems,
such as Voice Information Providing System through mobile and fixed phones, this work was
awarded the second prize of Vietnamese Gifted. However, the works above only focused on
improving the processing of Vietnamese voice and still neglected the semantic analyzing of

voice commands.

Weather Voice is Voice Server System built on the combination of speech language processing
and text language one. It can recognize numerous patterns of Vietnamese voice commands in
order to transform them into text, then analyze their syntax and semantics, afterwards carry out

searching data base, and eventually answer to users with the data searched in Vietnamese voice.

The analyzing syntax and semantics of commands is assisted by DCG (Definite Clause
Grammar) [3],[7],[11],[12],[17]. During the voice processing, we call for HTK (Hidden Markov
Model Toolkit) [13] to recognize voices and apply Unit - selection [1] method to synthesizing

voices.
2. System structure

The system is designed to achieve the following functions: Recognizing query statements
through phones; analyzing them; searching data from database; answering to users through
phones. Here is the scenario in details:

(0) Standby state

(1) User calls on the system and asks a command in Vietnamese.

(2) The system reasserts the content of the user's command.

_(2.0) If the user confirms it, the system continues to carry out the step (3)

_(2.1) If the user disapproves of it, the system returns to the step (0)

(3) The speech is transferred to the processing unit ASR and transformed into Vietnamese text.
(4) The system analyzes the command's syntax and processes its semantic meaning.

_ (4.0) If the command is grammatically correct
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* The system conducts searching database and answers to the user in speech.
* When finishing, it returns to the step (0)

_ (4.2) If it is not the case, which means that the command is grammatically incorrect, the
system will ask the user to redo a command in speech.

We will follow the example of a specific transaction:

The system: Hello.

— The user: Please tell me what the weather is like in Can Tho tomorrow?

— The system: Do you want to know about the weather of tomorrow in Can Tho?
— The user: That's right.

— -The system: The temperature is between 24 degrees and 34 tomorrow, it is sunny in the
daytime, it rains in the evening and at night.

For achieving the above functions, the system must require the following components:
— Voice recognizer component: to transform speech data which is human speech into data text.

— Vietnamese language processing component: to analyze commands' syntax and semantic

meaning from users.

— Central processing component: to connect the other components each to another through such

operations:

1. Transforming data text from speech recognizer into standard data to be executed by Prolog in

Vietnamese language processing.

2. Transforming commands' semantic expressions into a file of select statements which is sent to

database and executing them.
3. Filtering, arranging, and returning processed results via system to user.
o Database: contains selected data.

o Vietnamese language synthetizing component: transforms text data into speech.
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Figure 1: system structure.

3. Voice recognizer component

In the Weather Voice system, we use HTK to build the voice recognizer component. HTK
provides us with instruments analyzing voice, specially the one recognizing voice, based on
HMM [13]. According to approaches of [9], [10], [15], [16], [18] we implement a context-
dependent model making use of triphone to recognize words from word list as well as to identify
patterns’ grammatical meaning which can happen in application context for the sake of

recognizing sentences more correctly.

A. Steps in building voice recognizer component.

Building a voice recognizer component includes two main periods:
1. Training period:

e Preparing voice data file needs training and codifying this file.
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e Labelling, building dictionary.
e Creating HMM prototypes for each of phone units.
The training period's output is the file of trained HMM prototypes.
2. Recognizing period:
e The file of trained HMM set is the result of the training period.
e Building dictionary.
e Extracting characteristics for voice series needing being recognized.
The recognizing period's output is the text series.
B. Data to train.

The file of data to train is recorded for 200 minutes in amount of 2,500 patterns. Those data must
satisfy the criterion of 8,000 Hz, 16bit according to PCM format and be recorded in 50 different
accents and in a quiet environment. The word list comprises 63 cities and towns' names over the

country and key words concerning command sentences.
C. Building language grammar.

Our grammar is language prototypes providing information of sentences' syntax, semantics and
word order. This component will help the system choose the best recognized results from the list

of 'candidates' previously selected by the recognizing period.
Sentence structures are likely to exist in application contexts.

Building a language prototypes involves the determining its grammar. The complexity of
grammar depends on that of the system needing being recognized.

Grammar structure is a generalized graphic which implicates pattern sentences possibly occuring

in application context. In our application, a part of the grammar file will be displayed as:
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Stinh_thanh= HOOF CHIS MINH | HAF NOOJI | DDAF NAWXNG | CAAFN THOW;

$ngay=HOOM NAY | NGAFY MAI | NGAFY MOOST;

Ssentencel=THOWFI TIEEST Stinh_thanh Sngay(NHUW THEES NAFO | RA SAO);

D. Voice synthesizing (text-to-speech).

Text-to-speech system includes two main phases: text analyzing (processing phase, standardizing
text input in order to synthesize it) and text -to - speech phase (building speech signals from the
former's results). The second phrase can be implemented by Formant text-to-speech [8] or Unit-

selection approach [1],[8]... For Weather Voice, we have chosen unit-selection, the phrase is
undergone in the next procedure:

Training phase Synthesizing phase

Text

l

Text processing

Corpus

l

unit segmentation

standardized
sentence set

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
I
1
1
I

| ) segments g . o unitised sentence set

|

speech synthesizing

i

Feprori-eb -

Figure 6: Text-to-speech procedure by connecting to unitise.
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4. Vietnamese language processing

A. Query statement syntax.

Our system in all represents 18 query statement patterns as shown in the table 1.

Table 1: Some query statements classified according to them.

Number| Query statement pattern Example

1 [weather] [place] [time] What is the weather like in Hanoi today?

2 [weather] [place] What is the weather like in Hanoi?

3 [weather] [time] What is the weather like today?

4 [place] [time] [weather] In Hanoi tomorrow, what is the weather like?

5 [place] [weather] In HCM city what is the weather like?

6 [time] [weather] After tomorrow what is the temperature?

7 [time] [place] [weather] After tomorrow in Can Tho what is the weather like?
8 [temperature] [place] [time] What is the temperature in Hanoi today?

9 [temperature] [place] What is the temperature in Hanoi?

10 [temperature] [time] What is the temperature today?

11 [place] [temperature] [time] In Hanoi what is the temperature tomorrow?

12 [place] [temperature] In HCM city what is the temperature?

13 [time] [temperature] After tomorrow what is the temperature?

14 [time] [place] [temperature] | After tomorrow in Can Tho what is the temperature?
15 [place] [time] [state] In Da Nang tomorrow does it rain?

16 [time] [place] [state] Tomorrow in Da Nang is it hot?

17 [place] [state] In Sai Gon does it rain?

18 [time] [state] After tomorrow does it rain?
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B. Analyzing statement semantic.

To represent query statement semantic, we use DCG [3],[7],[11],[12],[17] all nine representation

patterns of query statement semantic are given in table 2:

Table 2. Representation patterns of query statement semantic.

Number | Meaning representations Query statement patterns
1 query(weather, place, time)
2 query (weather, place) Structure patterns from 1 to 7 coming from table 2
3 query (weather, time)
4 query (temperature, place,
time)
Structure patterns from 8 to 14 coming from table 2
5 query (temperature, place)
6 query (temperature, time)
7 yesno (place, state, time)
8 yesno (place, state) Structure patterns from 15 to 18 coming from table 2
9 yesno (state, time)

Example 1: What is the weather like in Hanoi tomorrow?

DCG syntactic and semantic order will be defined as follows:

n_time(Time),w_how.

prep_place --> [in].
n_weather(weather) --> [weather].
n_place(place(can_tho)) --> [can_tho].
n_time(time(tomorrow )--> [tomorrow].

w_how --> [how].

query(query(Weather,Place, Time)) --> n_weather(Weather),prep_place,n_place(Place),
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DCG syntactic and semantic order has defined semantic pattern of example 1's query statement

as:
query( weather(thoi_tiet), place(can_tho), time(ngay_mai)).
This pattern is the pattern number 1 in the table 3.

We carry out transforming these semantic patterns into corresponding SQL statements in order to
search corresponding weather information in the database. These data are automatically extracted
from Yahoo Weather APL.

5. Experiments and evaluations

The experiments, at first, were conducted by each of system's components, which comprised
voice recognizer, Vietnamese language processor and central processor. Afterwards, we
experimented the entire system as well as performed surveys on users' reviews of the system

including text-to-speech component.

A. Speech recognizer component.
The performance of speech recognizer is often evaluated by the metric WER (Word Error Rate),
it is computed as the next formula:

WER= (S+D+1) / N x 100%

Where:

e N is the number of words,
e S is the number of substitutions,
e | isthe number of insertions,

e D is the number of deletions.

But here, we used the metric WAR (Word Accuracy Rate) in the evaluation of the system's
performance by the formula:

WAR= (1- (S+ D+ 1) / N) x 100%
We gradually carried out the experiments classified in accordance to areas, sexes, ages, and

trained participants. The system's accuracy is shown in the following tables 3, 4, 5 and 6.
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Table 3: Based on areas.

WAR
North Center South
90% 88% 93%

Table 4: Based on sexes.

WAR

Female Male

91% 94%

Table 5: Based on ages.

WAR

18-30 Others

95% 90%

Table 6: Based on trained participants and non-participants.

WAR

Trained participants Non-participants

98% 93%

B. Natural language processing component.

Thanks to this component, we succeeded in experimenting 50 statements, the results for the
statements involved exactly corresponded to our expectation. These statements are circumscribed
within the syntastic structures having been built for the system. The system's ability to correctly

process all these standard statements attests its stability and accuracy.

The amplitude: For the statements which do not fall within the syntastic structures’

circumscription, when returned by the system they will be assessed to be false. This evidence
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demonstrates our synstatic regulations DCG is incomplete and yet our grammar cannot cover

every case which is likely to occur.

If words grammar is added to it and synstatic regulations are improved, the system's amplitude

will significantly expand.
C. Surveys on users' reviews.

During these surveys, users were asked the question coming from the system: "Is the system easy

to use?". The answers are ranked in order of usefulness as mentioned in the table 7.

Table 7: Indication of levels of the system's usefulness.

Very useful Quite useful Slightly useful Useless

25% 271% 23% 25%

D. Experimenting the entire system.
The system is built in PC environment with Java language and SWI-Prolog version 6.6.5.

Table 8: Experiment parameter.

Number of query | 100
statements
Environment | indoor
Sample rate | 8kHz
Quantization | 16bits
Format | PCM
Device | mobile phone

The results given by the system are correct for 48 out of 50 Vietnamese query statements. As
seen above, all the unexpected results happened during the identifying period. The feedback time

is 2.6 seconds on average.

E. Assessment
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Throughout the experiment, voice recognizer component has incorrectly identified 6 out of 50
experimented statements. But syntactically, among them 4 statements have always kept their
initial meanings and then correctly been processed by natural language processing component;
only the two left ones have received the wrong meanings because of the identifying period. By
that, we have found that the important part is played by the natural language processing

component, it can even rectify errors resulting from the identifying period.
6. Conclusion

The paper has offered the presentation of the Weather Voice system's structure and the
approaches to build it. In the system, the Vietnamese language processing component,
responsible for analyzing the statements' syntax and semantic meaning, assumes the central part.
According to our knowledge, this is one of the first systems in Vietham to be equipped with
effective natural language processing mechanism of voice application, this priority has made the
system more intelligent and flexible. This research has also opened a new development to
building and expanding question-answer systems which can understand Vietnamese and
communicate with users in this language. In the future, we are also interested in developing

voice applications for emotional analysis based on studies by Thien et al. [19,20].
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Abstract

According to a survey data about the Hakka dialect made by Hakka Affairs
Council in 2016, Hakka people in Taiwan is a population ratio of 19.3%, with 4.537
million peoples, making it the second largest cultural group in Taiwan. Coincidentally,
the researcher of this thesis is a Taiwanese from Hsinchu city with a Hakka origin.
Also, the Hakka accent in this area in Hsinchu is called HioLiuk accent. Thus, this
thesis is based on HioLiuk accent.

The Hakka input method not only has the basic functions such as Preference,
Quick-type, words- prediction, but also displays a pinyin selection on the smart phone
monitor for the user to key-in the desired word and instantly provides the special
Hakka characters. This input method is designed for people who do not understand
Hakka language well, and allows the users to use phonetic notation (without tones) as
input. After keying in, the system will check its meaning and output the Hakka
characters to finally choose from.

There are 5,366 records in Hakka Single Word Pinyin database (table), 19,351
records in Hakka Word Pinyin database (table), 8,505 records in Hakka Previous and
Successive Word database (table) and 1,679 records in Chinese To Hakka database
(table). Speech synthesis system requires many voice files: 2,949 word files and 1,566
phrases provided by Hakka Affairs Council and Ministry of Education.

In the survey questionnaire filled-out by users, HioLiuk input method got 4.0
points on average. Chinese To Hakka input method got 4.5 points on average, Hakka
Language pronunciation got 4.3 points on average. Most users in Taiwan use pinyin
input method, which has the big influence on the points. In the questionnaire about
voice input, users believe that this system is conducive to those people who are
learning Hakka and effective for the development of e-learning.

Keyword: Mobile Cell, Hakka Input Methods, Chinese-Hakka Input Methods,
Language Model.
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gy 3RS 100 (@RS g =g T DIEHRAE (flatten) fEEHUE - Hat g
JZEfERS (taxonomy) FYREIEE R o ANHIT 511 H B A4 b S e st 0 S
il 0 IR R E R A YOI R B R (A 2 R S e S AR | Sk 702 Hoigy A Ry 2
ABEHIEE & 0 56 [A 8T A TR TS BN SRR % <2 2-Bag Word2Vec - 1fij
HPE R SREE A R ERVE Y - TSR & Ny SRR A=A BT &
FE g HEAPE LI R [EIRVREE - BERsE R BURIEE= (hierarchical) Sy HTRMIIEMER &
Lt ES -
Abstract

Traditionally, classifying over 100 hierarchical multi-labels could use flatten classification,
but it will lose the taxonomy structure information. This paper aimed to classify the concept
of word in E-HowNet and proposed a deep neural network training method with hierarchical
relationship in E-HowNet taxonomy. The input of neural network is word embedding. About
word embedding, this paper proposed order-aware 2-Bag Word2Vec. Experiment results
shown hierarchical classification will achieved higher accuracy than flatten classification.

BASEEE  EEEE  SEACHERS - RNV - RN - [EEE0 i - SRR
Keywords: Word2Vec ~ neural network ~ minimum classification error ~ E-HowNet -~ hierarchical

classification ~ multi-label classification
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Abstract

This study investigated the relationship between the linguistic
input children receive and the number of children’s vocalizations by
using computerized LENA (Language Environment Analysis) system software
which is able to collect and analyze the data automatically, instantly, and
objectively. Data from three children (two boys and one girl) at ages of 10, 20, and
30 months were analyzed. The results indicated that: 1) child vocalizations (CV)
and child-caregiver conversational turns (CT) increased with time while adult
word counts (AWC) children overheard in the background decreased; 2) CT is
highly correlated with CV. LENA automatic device can substantially shorten the
time of data analysis in the study of child language, and provide preliminary results

for further analysis.
1. Introduction

This paper explores the relationship between children’s vocalization and the
linguistic input they received by using LENA (Language Environment Analysis

https://www.lena.org/), a computer system of automatic, objective and inexpensive

device that collects and analyzes data for up to 16-hour-long recordings. It has been
shown that the audio input children exposed to might largely affect their vocalizations
[1], [2], [3], which in turn serve as an essential indicator of their later language
development [4], [5].
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1.1 Volubility as early indicators of future language development

Infants’ volubility can be defined as the number of speech-like utterances made
by infants within a certain period of time. Vocalizations appear with a variety of forms,
including but not limited to cooing, vocal play and canonical babbling (e.g., “ba”,
“ma”). The forms of vocalizations vary from time to time, depending on the
maturation of the speech motor control ability.

Studies have shown that infants’ vocalization was associated with their later
speaking ability. Typically developing (TD) children produced 41% more
vocalizations than those with cleft lip and palate [6]. Similarly, children with
severe-to-profound hearing loss were reported to have their onset of canonical
babbling later than those of TD children [7]. In short, it has been confirmed that
infants’ early vocalizations are an essential indicator of their later language

development.

1.2 Audio input and later language development

Input from adults is identified as one of the most influential factors affecting
children’s verbal performances [8]. However, it is still inconclusive whether children
can acquire language by overhearing. In other word, it is still debatable if the
linguistic input in the background plays a significant role in children’s language
development. Many scholars claimed that language acquisition takes place even when
the linguistic materials, which children are exposed to, are not addressed to them
directly [9]. On the other hand, other scholars concluded that, in comparison to adult
conversations overheard by children, speech addressed directly to children have
stronger effect on children’s vocabulary learning [10]. Studies investigating the
relationship among adults’ speech in the background, adults’ speech directly
addressed to children and children’s vocalizations will shed light on our
understandings of the relationship between different types of linguistic input and

language development.

1.3 Coding efficiency and length of observation

Due to the laborious measurements required for measuring the linguistic input in
the ambient environment, studies focusing on infant’s vocal developments are usually

based on limited data [11]. In view of this, LENA, an innovative recording device
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with automatic analyzing capacities, is adopted for data collection in the present study.
The device weighs about 70 grams and can be put into children’s vest pocket. More
importantly, the device is able to run for a consecutive of 16 hours to record the
holistic picture of the input a child receives when s/he is awake. LENA is able to
calculate the number of the words adults produce in the background (i.e. input by
overhearing) and to calculate the number of the conversational turns between the child
and the interlocutor (i.e. speech addressed directly to the child). Additionally, the
vocalizations made by the child are counted automatically, too. It has been shown that

the results from LENA are accurate and reliable [12].

1.4 Present study
The goal of the present study is to examine the contributions from two sorts of

input (i.e. overhearing and speech addressed directly to the child) to children’s

vocalizations. The specific questions are:

a. Do adult word counts in the background (AWC), conversational turns (CT) and
number of child vocalizations (CV) produced by children increase as they grow
older?

b. Are both AWC and CT effective contributors to the number of CV at the ages of
10, 20 and 30 months?

2. Method
2.1 Participants

Data from three children (two boys and one girl) growing up in a
Chinese-speaking family were recorded and analyzed by LENA. Each child
participated in the 16-hour-long recording session twice in a month. In the current
study, data at tenth, twentieth, and thirtieth months were reported. According to the
reports from the parents, all the children were full-term and were without hearing and
speech-related disorders.

2.2 Equipment, procedures and data analysis

LENA was the equipment used to collect and analyze the data. The recording
device, digital language processor (DLP), was put in a vest specially designed for

children (Figure 1). The caretaker turned the device on to start a session. The
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caretakers were instructed and understood how to operate, interrupt and recharge the
device. After the recording sessions were completed, DLP was sent back to the
experimenters and the device was connected with a computer of LENA system
software which automatically uploaded and processed the audio file (Figure 2) and
developed the reports (Figure 3).

The adult word counts measure the total number of adult words the child hears
per hour, per day and per month. The conversational turns display the total number of
conversational turns the child engages in with an adult per hour, per day and per
month. The child vocalizations array the total number of vocalizations the child
produces per hour, per day and per month.

The core design of LENA system is the algorithmic models which is capable to
segment and identify sounds of different amplitude and intensity. The audio data were
categorized into eight categories with different sources: the key child (wearing LENA
DLP), other child, adult male and adult female, overlapping sounds, noise, electronic
sounds (e.g., TV), and silence. Each category is further identified as clear and unclear
(or quiet and distant) subcategories. In order to identify a variety of audio signals
efficiently and accurately, LENA audio processing models are trained by audio
transcriptions of each category first. For example, the speech processing algorithms
need to recognize the differences between adult speech and child speech, and between
the key child and other children [13].

Figure 1. The LENA digital language processor (DLP) placed in the pocket of LENA
vest.
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In order to answer the research questions, two statistical measures were
performed, First, three one-way repeated measures ANOVAs were performed to
explore if there were any changes of the three variables, (adult word counts,
conversational turns, and child vocalizations) along the time. Next, multiple
regressions were performed at the ages of 10, 20 and 30 months to examine how
much AWC and CT contribute to CV at each age.

3. Results and Discussion

Figure 4 shows the average number of child vocalizations (CV), adult word
counts (AWC), and conversational turns (CT) from the recordings made at 10, 20, and
30 months. The average number of CV gradually increased from 10, 20, and 30
months. The average number of CT also showed a gradual increase from 10, 20, and
30 months although the increase was small. However, the average number of AWC
showed a decrease from 10, 20, and 30 months. Results of the three one-way repeated
measures ANOVAs did not show significant differences among the three ages (AWC:
F(2, 10)=1.89, p = 0.20; CT: F(2,10)=0.43, p = 0.67; CV: F(2,10)=1.03, p = 0.39) ,
suggesting that the results of the mean of AWC, CT, CV were similar across the three
ages.

The results of multiple regressions showed that CT and CV were highly
correlated at all the three ages (10 months p<.001, B = 3.746; 20 months p<.001, =
3.600, 30 months p<.01, B = 4.829). However, AWC and CV were not correlated at
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any of the ages (10 months p = 0.08, = -0.15; 20 months p = 0.06, = -0.08; 30
months p =0.1, p = -0.18). Since a CT can be calculated when a child speaks and an
adult responds, or when an adult speaks and the child responds, it is hard to identify if
the increase in CT reported in Figure 4 was a result of the adult’s responses to the

child’s vocalizations or vice versa.

18
3 16
E 14
e
- 12
<3
> 10
O
= 8
o 6
O
= 4
<
2
0
10 months 20 months 30 months
e A\\/C 16.67 12.21 8.7
e CT 0.15 0.24 0.26
— C\/ 0.57 0.99 1.3

Figure 4. Average adult words (AWC), conversational turns (CT), child vocalizations
(CV) per minute at 10, 20, and 30 months

It was also found that AWC decreased with child’s ages. One possible
explanation is that parents or other people may have been very voluble when
addressing their 10-month-old child even when the child’s utterances were not
meaningful words or when the child did not vocalize. As the child grew up and started
to produce words and sentences, parents may talk or respond only when their child
produced meaningful utterances.

Figure 5 shows AWC per minute from recordings of individual child at three
ages. SJ5’s AWC was overall higher than YC6’s and CC8’s AWC. SJ5’s and YC6’s
AWC deceased from 10 to 30 months. However, CC8’s AWC showed an increase

from 10 to 20 months and a slight decrease from 20 to 30 months.
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Figure 5. Adult words (AWC) per minute by individual child and age

Figure 6 and 7 shows CT and CV per minute from recordings of each individual
child at three ages. The results of CT and CV showed a similar pattern. For example,
CC8’s and SJ5’s CT and CV increased from 10 to 30 months. YC6’s CT and CV
decreased from 10 months to 30 months. Although SJ5°s AWC was the highest of the
three children, his CT and CV were the lowest among the three children.
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Figure 6. Conversational turns (CT) per minute by individual child and age
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Figure 7. Child vocalizations (CV) per minute by individual child and age

4, Summary

(1)

)

(3)

(4)

()
(6)

LENA system software is an objective, efficient, and reliable device to display
profile of child’s speech and the linguistic inputs.

Child vocalizations and conversational turns increased with time, but the
numbers among the three ages were not statistically different.

Adult word counts decreased as the child grows older, the counts among the
three ages were not statistically different either.

There was a high correlation between child vocalizations and conversational
turns.

No correlation was found between child vocalizations and adult word counts.
The preliminary findings suggested that speech directed to children (i.e. CT)
exerted much stronger influence to children’s vocalizations than speech
overheard by children (i.e. AWC) did. That is, the findings supported the view
proposed in [10], but not in [9]. However, cautions should be taken in this
interpretation as only limited participants were included. Therefore, more data

from more ages and from more children are crucial to verify the current findings.
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Abstract. We report a series of experiments with different semantic models on top of various
statistical models for extractive text summarization. Though statistical models may better cap-
ture word co-occurrences and distribution around the text, they fail to detect the context and
the sense of sentences /words as a whole. Semantic models help us gain better insight into the
context of sentences. We show that how tuning weights between different models can help us
achieve significant results on various benchmarks. Learning pre-trained vectors used in seman-
tic models further, on given corpus, can give addition spike in performance. Using weighing
techniques in between various statistical models too further refines our result. For Statistical
models, we have used TF/IDF, TextRAnk, Jaccard/Cosine Similarities. For Semantic Models,
we have used WordNet-based Model and proposed two models based on Glove Vectors and
Facebook’s InferSent. We tested our approach on DUC 2004 dataset, generating 100-word
summaries. We have discussed the system, algorithms, analysis and also proposed and tested

possible improvements. ROUGE scores were used to compare to other summarizers.

Keywords. Extractive Text Summarization, Semantic Summarization Models, Statistical

Summarization Models, Multi Document Summarization
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1. Introduction

Automatic Text Summarization deals with the task of condensing documents into a summary,
whose level is similar to a human-generated summary. It is mostly distributed into two distinct
domains, i.e., Abstractive Summarization and Extractive Summarization. Abstractive sum-
marization( Dejong et al. ,1978) involves models to deduce the crux of the document. It then
presents a summary consisting of words and phrases that were not there in the actual document,
sometimes even paraphrasing [20]. A state of art method proposed by Wenyuan Zeng [25] pro-
duces such summaries with length restricted to 75. There have been many recent developments
that produce optimal results, but it is still in a developing phase. It highly relies on natural lan-
guage processing techniques, which is still evolving to match human standards. These short-
comings make abstractive summarization highly domain selective. As a result, their application
is skewed to the areas where NLP techniques have been superlative. Extractive Summarization,
on the other hand, uses different methods to identify the most informative/dominant sentences
through the text, and then present the results, ranking them accordingly. In this paper, we have
proposed two novel stand-alone summarization methods.The first method is based on Glove
Model [17],and other is based on Facebook’s InferSent [4]. We have also discussed how we
can effectively subdue shortcomings of one model by using it in coalition with models which

capture the view that other faintly held.

2. Related Work

A vast number of methods have been used for document summarization. Some of the methods
include determining the length and positioning of sentences in the text [19], deducing centroid
terms to find the importance of text [19] and setting a threshold on average TF-IDF scores.
Bag-of-words approach, i.e., making sentence/Word freq matrix, using a signature set of words
and assigning them weights to use them as a criterion for importance measure [10] have also
been used. Summarization using weights on high-frequency words [14] describes that high-
frequency terms can be used to deduce the core of document.

While semantic summarizers like Lexical similarity is based on the assumption that important
sentences are identified by strong chains [6, 2, 13]. In other words, it relates sentences that em-
ploy words with the same meaning (synonyms) or other semantic relation. It uses WordNet [12]
to find similarity among words that apply to Word Frequency algorithm.POS(Part of Speech)
Tagging and WSD(Word Sense Disambiguation) are common among semantic summarizers.
Graphical summarizers like TextRank have also provided great benchmark results. TextRank
assigns weights to important keywords from the document using graph-based model and sen-
tences which capture most of those concepts/keywords are ranked higher) [2, 11] TextRank
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uses Google’s PageRank (Brin and Page, 1998) for graphical modeling. Though semantic and
graphical models may better capture the sense of document but miss out on statistical view.

There is a void of hybrid summarizers; there haven’t been many studies made in the area. Wong
[23] conducted some preliminary research but there isn’t much there on benchmark tests to
our knowledge. We use a mixture of statistical and semantic models, assign weights among
them by training on field-specific corpora. As there is a significant variation in choices among
different fields. We support our proposal with expectations that shortcomings posed by one
model can be filled with positives from others. We deploy experimental analysis to test our

proposition.

3. Proposed Approach

For Statistical analysis we use Similarity matrices, word co-occurrence/ n-gram model,
andTF/IDF matrix. For semantic analysis we use custom Glove based model, WordNet based
Model and Facebook InferSent [4] based Model. For Multi-Document Summarization,after
training on corpus, we assign weights among the different techniques .We store the sense vector
for documents, along with weights, for future reference. For Single document summarization,
firstly we calculate the sense vector for that document and calculate the nearest vector from the
stored Vectors, we use the weights of the nearest vector. We will describe the flow for semantic

and statistical models separately.

3.1. Prepossessing

We discuss, in detail, the steps that are common for both statistical and semantic models.

3.1.1. Sentence Tokenizer

We use NLTK sentence tokenizer sent_tokenize(), based on PUNKT tokenizer, pre-trained on
a corpus. It can differentiate between Mr. , Mrs. and other abbreviations etc. and the normal
sentence boundaries. [7]

Given a document D we tokenize it into sentences as <St,S3,53,54...Sp>.

3.1.2. Word Tokenizer

Replacing all the special characters with spaces for easier word-tagging and Tokenizing. We
use NLTK word tokenizer, which is a Penn Treebank—style tokenizer, to tokenize words.We

calculate the total unique words in the Document. If we can write any sentence as:-
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S;i — <WI,WJ, WK, WL,.. >, 1€ (l,n)

Then the number of unique words can be represented as:-

(I,J,X,L....) C (1,..M) ,n— Totalsentences,M — Totaluniquewords

3.2. Using Stastical Models

3.2.1. Similarity/Correlation Matrices

Frequency Matrix generation: Our tokenized words contain redundancy due to digits and
transitional words such as “and”, “but” etc., which carry little information. Such words are
termed stop words. [22] We removed stop words and words occurring in <0.2% and >15% of
the documents (considering the word frequency over all documents). After the removal, the
no. of unique words left in the particular document be p where p<m (where m is the total no.
of unique words in our tokenized list originally). We now formulate a matrix Iy, where n is
the total number of sentences and p is the total number of unique words left in the document.

Element ¢;; in the matrix F,p denotes frequency of j” unique word in the i sentence.

Similarity/Correlation Matrix generation: We now have have sentence word frequency
vector Sf; as <fiy, 2, i3, ...fig> where fi, denotes frequency of ¢’ unique word in the i sen-
tence. We now compute,

Sentence_similarity(Sf;,Sf;)

We use two similarity measures : We generate the similarity matrix Sim; ., for each of the

J

xn denotes

similarity Measure, where j indexes the similarity Measure. Element E;; of Sim

1

axn and

similarity between i*® and j*® sentence. Consequentially, we will end up with Sim

Sim?2..,., corresponding to each similarity measure.

1. Jaccard Similarity: For some sets A and B, <a,b,c,... >and <X,y,z,... >respectively, the
Jaccard Similarity is defined as:-

J d_similarity(A,B) ¢ _ nE)
accard similari —
TS n(AUB)

2. Cosine Similarity: The Cosine distance between ‘u’ and ‘v’, is defined as:-

u-v
Cosine similarity(A,B) -1 — ———
[l [1]v]]

where ‘u-v* is the dot product of ‘u‘ and ‘v°.
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3.2.2. PageRank

PageRank algorithm [15], devised to rank web pages, forms the core of Google Search. It
roughly works by ranking pages according to the number and quality of outsourcing links from
the page. For NLP, a PageRank based technique ,TextRank has been a major breakthrough in
the field. TextRank based summarization has seeded exemplary results on benchmarks. We use
a naive TextRank analogous for our task.

Given n sentences <Sp,S3,53,..Sp>, we intend to generate PageRank or probability distribution
matrix Ry«1,

Pr(sy)
Pr(s>)

Pr(sy)

, where Pr(sy) in original paper denoted probability with which a randomly browsing user
lands on a particular page. For the summarization task, they denote how strongly a sentence is
connected with rest of document, or how well sentence captures multiple views/concepts. The

steps are as:

1. Initialize R as,

Pr(sy) %

Pr(s2)| %
1

_Pr(sn)_ _ﬁ_

2. Define d, probability that randomly chosen sentence is in summary and € as measure of
change i.e. to stop computation when difference between to successive R computations

recedes below €.

2

3. Using cosine-similarity matrix Sim;; ., we generate the following equation as a measure

for relation between sentences:-

R= . +dxSim2,, xR

(1—d)/n

4. Repeat last step until |[R(r+1) —R(t)| > €.

5. Take top ranking sentences in R for summary.
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3.2.3. TF/IDF

Term Frequency(TF)/Bag of words is the count of how many times a word occurs in the given
document. Inverse Document Frequency(IDF) is the number of times word occurs in complete
corpus. Infrequent words through corpus will have higher weights, while weights for more

frequent words will be depricated.
Underlying steps for TF/IDF summarization are:
1. Create a count vector
Doc << frWOVd] 7frWord2>frW0rd37 >

2. Build a tf-idf matrix Wy, with element w; ; as,

N
wij=1tfijX lOg(d_f)
l
N
dfi

Here, ¢ f; ; denotes term frequency of ith word in jth sentence, and log(+#) repre-

~|

sents the IDF frequency.
3. Score each sentence, taking into consideration only nouns, we use NLTK POS-tagger

for identifying nouns.

Y No; ;
Score(S,, ;) N—]
Np,j
p=1
4. Applying positional weighing .
Scores|S, j] = Score(S, ;) x (%)

o0 — Sentence index T — Total sentences in document j

5. Summarize using top ranking sentences.

3.3. Using Semantic Models

We proceed in the same way as we did for statistical models. All the pre-processing steps re-
main nearly same. We can make a little change by using lemmatizer instead of stemmer. Stem-
ming involves removing the derivational affixes/end of words by heuristic analysis in hope
to achieve base form. Lemmatization, on the other hand, involves firstly POS tagging [21],
and after morphological and vocabulary analysis, reducing the word to its base form. Stem-
mer output for ‘goes’ is ‘goe’, while lemmatized output with the verb passed as POS tag is
‘go’. Though lemmatization may have little more time overhead as compared to stemming, it
necessarily provides better base word reductions. Since WordNet [16] and Glove both require
dictionary look-ups, in order for them to work well, we need better base word mappings. Hence
lemmatization is preferred.
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3.3.1. Additional Pre-processing

1. Part of Speech(POS) Tagging: We tag the words using NLTK POS-Tagger.

2. Lemmatization: We use NTLK lemmatizer with POS tags passed as contexts.

3.3.2. Using WordNet

We generated Similarity matrices in the case of Statistical Models. We will do the same here,

but for sentence similarity measure we use the method devised by Dao. [5] The method is

defined as:

1. Word Sense Disambiguation(WSD): We use the adapted version of Lesk algorithm

[9], as devised by Dao, to derive the sense for each word.

. Sentence pair Similarity: For each pair of sentences, we create semantic similarity
matrix S. Let A and B be two sentences of lengths m and n respectively. Then the
resultant matrix S will be of size m x n, with element s; ; denoting semantic similarity
between sense/synset of word at position i in sentence A and sense/synset of word at
position j in sentence B, which is calculated by path length similarity using is-a
(hypernym/hyponym) hierarchies. It uses the idea that shorter the path length, higher
the similarity. To calculate the path length, we proceed in following manner:-

For two words W; and W, with synsets s and s, respectively,

sd(s1,s2) = 1/distance(sy,s?)

sd(s1,s1) sd(s1,8n)
sd(s2,51) :
Simxn = .
sd(si,s)
sd(Sm,S1) sd(Sm,Sn)

We formulate the problem of capturing semantic similarity between sentences as the
problem of computing a maximum total matching weight of a bipartite graph, where X
and Y are two sets of disjoint nodes. We use the Hungarian method [8] to solve this
problem. Finally we get bipartite matching matrix B with entry b; ; denoting matching
between Ali] and B|[j]. To obtain the overall similarity, we use Dice coefficient,
_ |ANB]
Sim(A,B) = Al IB]
with threshold set to 0.5, and |A| ,|B| denoting lengths of sentence A and B respectively.

3. We perform the previous step over all pairs to generate the similarity matrix Sim13\,X N-
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3.3.3. Using Glove Model

Glove Model provides us with a convenient method to represent words as vectors, using vectors
representation for words, we generate vector representation for sentences. We work in the

following order,

1. Represent each tokenized word w; in its vector form <a ,a , l3, . .al.300>.

2. Represent each sentence into vector using following equation,

SVec SJ Z fw 17 127 300)

| ] | Wi€ES
where f; ; being frequency of w; in s;.

3. Calculate similarity between sentences using cosine distance between two sentence vec-
tors.

4. Populate similarity matrix SimﬁX  using previous step.

3.3.4. Using Facebook’s InferSent

Infersent is a state of the art supervised sentence encoding technique [4]. It out-
performed another state-of-the-art sentence encoder SkipThought on several bench-
marks, like the STS benchmark (http://ixa2.si.ehu.es/stswiki/index.php/
STShenchmark). The model is trained on Stanford Natural Language Inference (SNLI)
dataset [3] using seven architectures Long Short-Term Memory (LSTM), Gated Recurrent
Units (GRU), forward and backward GRU with hidden states concatenated, Bi-directional
LSTMs (BiLSTM) with min/max pooling, self-attentive network and (HCN’s) Hierarchical
convolutional networks. The network performances are task/corpus specific.

Steps to generate similarity matrix Sim}s\,X N are:

1 12 l3 114096 >,

1. Encode each sentence to generate its vector representation </;, 7,17, .

2. Calculate similarity between sentence pair using cosine distance.

3. Populate similarity matrix Sim?VX  using previous step.

3.4. Generating Summaries

TF-IDF scores and TextRank allows us to directly rank sentences and choose k top sentences,
where k is how many sentences user want in the summary. On the other hand, the similar-
ity matrix based approach is used in case of all Semantic Models, and Similarity/correlation
based Statistical models. To rank sentences from Similarity matrix, we can use following
approaches:-
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1. Ranking through Relevance score

For each sentence s; in similarity matrix the Relevance Score is as:-

RScore(s;) Z Simli, j]

We can now choose k top ranking sentences by RScores. Higher the RScore, higher the
rank of sentence.
2. Hierarchical Clustering
Given a similarity matrix Simy, let s, ;, denote an individual element, then Hierarchi-
cal clustering is performed as follows:-
(a) Initialize a empty list R.
(b) Choose element with highest similarity value let it be s; ; where, i # j,s; ; # 0

(c) Replace values in column and row i in following manner:-

Sd,i+Sd,j d

: : Sid+Sjd
Sd,i:Ta E(lvN)u Si,d:—

de(1,N
2 76(7)

(d) Replace entries corresponding to column and row i by zeros.

() Addiand j to R, if they are not already there.

(f) Repeat steps 2-5 until single single non-zero element remains, for remaining
non-zero element apply Step 5 and terminate.

(g) We will have rank list R in the end.

We can now choose k top ranking sentences from R.

3.5. Single Document Summarization

After generating summary from a particular model, our aim is to compute summaries through
overlap of different models. Let us have g summaries from g different models. For p;;, summa-

rization model, let the k sentences contained be:-

Sump < (S(l,p)vs(2,p) .. 7S(k,p))

Now for our list of sentences < s, 57,53, ..5, > we define cWeight as weight obtained for each

sentence using g models.

cWeight(s;) = B(j,si)

T Mw

Here, B(j,s;) is a function which returns 1 if sentence is in summary of j;;, model, otherwise
zero. W; is weight assigned to each model without training, W; = é,i € (1,g)
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3.6. Multi-Document/Domain-Specific Summarization

We here use machine learning based approach to further increase the quality of our summa-
rization technique. The elemental concept is that we use training set of # domain specific doc-
uments, with gold standard/human-composed summaries, provided we fine tune our weights

WiVi € (1,g) for different models taking F1-score/F-measure. [18] as factor.

FlScore — 2.precision.recall

precision + recall
We proceed in the following manner:-
1. For each document in training set generate summary using each model independently,

compute the FjScore w.r.t. gold summary.

2. For each model, assign the weights using

_ .\]/.:1 f](Jvl)

u

Wi ie(l,g)

Here, fl(j ) denotes F|Score for j;;, model in i;;, document.

We now obtain cWeight as we did previously, and formulate cumulative summary, capturing
the consensus of different models. We hence used a supervised learning algorithm to capture

the mean performances of different models over the training data to fine-tune our summary.

3.7. Domain-Specific Single Document Summarization

As we discussed earlier, summarization models are field selective. Some models tend to per-
form remarkably better than others in certain fields. So, instead of assigning uniform weights

to all models we can go by the following approach.

1. For each set of documents we train on, we generate document vector using bidirectional
GRU ( [1] as described by Zichao Yang [24]for each document. We then generate
complete corpus vector as follows:-

v
cDocs =Y (a.a},a},...,a",)
i=1
where,v is total training set size, p is number of features in document vector.

2. We save cDocs and weights corresponding to each corpus.

3. For each single document summarization task, we generate given texts document vector,
perform nearest vector search over all stored cDocs, apply weights corresponding to that

corpus.

3.8. Experiments
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Table 1: Average ROUGE-2 Scores for Different Combina-
tion of Models.

Models Score

A|B|C|D|E| F | ROUGE2(95%)

. . 0.03172

. . 0.03357

. . . 0.03384

o | . 0.03479

o | o . 0.03572

o || e . 0.03519

. . 0.03821

. . 0.03912

. . . 0.03822

o | . 0.03986

o | e . 0.04003

o || e . 0.03846

* | 0.03312

. . 0.03339

. o | e 0.03332

ol 0.03532

o | e . 0.03525

o | oo | 0.03519

o | e . 0.03721

. . . 0.03689

. o | e . 0.03771

oo | . 0.03812

o | e . . 0.03839

o | oo | . 0.03782

. o | e 0.03615

. o | e 0.03598

. . o | e 0.03621

o | e o | e 0.03803

Continued on next page
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Table 1 — Continued from previous page

Models Score
A|B|C|D|E| F | ROUGE2(95%)
o | e o | e 0.03819
oo | e o | e 0.03784

oo | 0.03314

. o | e 0.03212
. oo | 0.03426
oo || 0.03531

o | e o | e 0.03544
L LI T I 0.03529
oo e 0.03712

. o e o 0.03713
. oo e 0.03705
sl ||| o 0.03821

o | e o e o 0.03829
oo e e e . 0.03772

We evaluate our approaches on 2004 DUC(Document Understanding Conferences)
dataset(https://duc.nist.gov/). The Dataset has 5 Tasks in total. We work on Task
2. It (Task 2) contains 50 news documents cluster for multi-document summarization. Only
665-character summaries are provided for each cluster. For evaluation, we use ROGUE, an
automatic summary evaluation metric. It was firstly used for DUC 2004 data-set. Now, it has
become a benchmark for evaluation of automated summaries. ROUGE is a correlation metric
for fixed-length summaries populated using n-gram co-occurrence. For comparison between
model summary and to-be evaluated summary, separate scores for 1, 2, 3, and 4-gram match-

ing are kept. We use ROUGE-2, a bi-gram based matching technique for our task.

In the Table 1, we try different model pairs with weights trained on corpus for Task 2.
We have displayed mean ROUGE-2 scores for base Models. We have calculated final scores
taking into consideration all normalizations, stemming, lemmatizing and clustering techniques,
and the ones providing best results were used. We generally expected WordNet, Glove based

semantic models to perform better given they better capture crux of the sentence and compute

'A— Jaccard/Cosine Similarity Matrix B— TextRank C— TFIDF D— WordNet Based Model E— Glove-vec
Based Model F— InferSent Based Model
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similarity using the same, but instead, they performed average. This is attributed to the fact they
assigned high similarity scores to not so semantically related sentences. We also observe that
combinations with TF/IDF and Similarity Matrices(Jaccard/Cosine) offer nearly same results.
The InferSent based Summarizer performed exceptionally well. We initially used pre-trained

features to generate sentence vectors through InferSent.

Table 2: Average ROUGE-2 scores for base methods.

Model ROUGE -2
Jaccard 0.03468
Cosine 0.02918
TextRank 0.03629
TFIDF 0.03371

WordNet Based Model 0.03354
Glove-vec Based Model 0.03054
InferSent Based Model 0.03812

3.9. Conclusion/Future Work

We can see that using a mixture of Semantic and Statistical models offers an improvement over
stand-alone models. Given better training data, results can be further improved. Using domain-
specific labeled data can provide a further increase in performances of Glove and WordNet

Models.

Some easy additions that can be worked on are:

1. Unnecessary parts of the sentence can be trimmed to improve summary further.

2. Using better algorithm to capture sentence vector through Glove Model can improve
results.

3. Query specific summarizer can be implemented with little additions.

4. For generating summary through model overlaps, we can also try Graph-based methods

or different Clustering techniques.
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Abstract

The goal of this research was to determine the distribution of compounds in Mandarin
Chinese from the aspect of semantics. In particular, the focus was on two types of compounds:
compounds interpreted by semantic relations or by functional properties between constituents.
We collected 880 compounds from a dictionary and categorized them into two types of

noun-noun compounds in Mandarin, including relation-based compounds (e.g., 5[
zhonggudcai "Chinese food") and functional property-based compounds (e.g., il 5

littyemei "arched eyebrows"). Finally, the frequency of occurrence of the two types of
compounds was determined. The results showed that relation-based compounds occurred
much more frequently than property-based compounds in our data (96.1% vs. 3.8%). In
addition, it was found that within the relation-based compounds, noun-noun compounds

using the FOR relation (e.g., {S4k xinzhi "letter paper'") had the highest rates of occurrence
(37.6%), while the CAUSE relation (e.g., JJ{5 daoshang "wounds by a knife") had the

lowest rates of occurrence (0.7%). On the other hand, the functional property-based
compounds, almost always referring to objects in the NATURAL KIND domain, take
metaphorical meanings from individual constituents. Our study suggests that the
relation-based meanings for interpreting compounds are common in daily conversation,
which could be the dominant strategy people use to interpret novel compounds. This research
has practical implications for natural language processing in dealing with segmentation of
compounds and multiword expressions in Mandarin and even recognition of novel word

combinations.
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1. Introduction

Compounds are frequent and pervasive in daily language. Compounds, which are lexemes
that consist of two or more words, are not interpreted with ease. Indeed, even though
compounds are highly frequent, sometimes it is not easy to interpret (novel) compounds for
several reasons. First, the semantic relations within compounds are complex [1]. For example,
Gagne & Shoben [2] found that people used more than ten semantic relations to interpret
compounds, such as H HEAT AL riyuetan hongcha "Black Tea of Sun Moon Lake" as
interpreted by the PLACE relation. Second, the meanings of some compounds are
idiosyncratic, which cannot be inferred from the literal meanings of individual constituents
[3]. For example, the compound | i pidnhua indicates "trailers of movies" and does not
refer to "a piece of flower". Third, some compounds have more than one meaning and the
appropriate meanings are determined by the context [1]. For example, the compound &
chiilu refers to something "freshly baked". This can be food (e.g., bread) or written/innovative
products (e.g., theses, books, or movies).

In this study, we focus on compounds. In particular, it is found that compounds can be
interpreted by semantic relations or by functional property principles. First, when compounds
are interpreted by semantic relations among constituents, these kinds of compounds are called
relation-based compounds [2]. Such compounds are derived from the thematic relation
between morphemes/words. For example, the compound f&E4551 ningméngzhi "lemon juice"
in Mandarin Chinese belongs to this type. Second, when compounds are interpreted by using
the functional properties involved in the meanings of words, these types of compounds are
the property-based ones [4] that are constructed via mapping a property from one word to

another word. For example, the compound RS hidiélan "Phalaenopsis orchid" is this
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type.

In previous studies, two theories were proposed for accounting for how compounds are
understood: The competition-among-relations-in-nominals (CARIN) and the dual-process
theory. The CARIN theory proposed by Gagne and Shoben [2] accounted for relation-based
compounds, suggesting that these compounds were interpreted based on the semantic
relations between modifiers and head nouns. A high frequency of relations between words
facilitated the processing of compounds, whereas a low frequency of relations between words
inhibited the interpretation of compounds.

On the other hand, the dual-process theory, proposed by Wisniewski [4], involved two
independent operations: relation-linking and property-mapping in the process of interpreting
compounds. In particular, compounds were first interpreted using the relation-linking
operation. If this operation did not yield a meaning, property-mapping was activated and used
to interpret the meaning of the compound.

Even though past studies have discussed how the two types of compounds were
understood, most have only investigated these compounds in English. In fact, little research
has determined the frequency of occurrence of the two types of compounds in Mandarin.
Compounds in Mandarin are very pervasive in daily language. Compounds, one kind of
multiword expression, are constructed according to some semantic principles, i.e., semantic
features and functional property mapping. It is necessary to know the distribution of
compound types in order to know how people process compounds. Therefore, the current
research intends to examine the distribution of relation-based and property-based compounds

in Mandarin Chinese.

2. Background

As mentioned above, two theories have been proposed to describe how compounds are
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interpreted and understood, namely the competition-among-relations-in-nominals (CARIN)
theory [2] and the dual-process theory [4]. The CARIN theory proposes that the meaning of
compounds can be unified by a particular thematic relation between modifiers and head
nouns, while the dual-process theory proposes that compounds can be interpreted via two
independent operations, either relation-linking or property-mapping. In the following sections,

each theory will be presented in detail.

2.1 Relation-based Compounds

Gagne and Shoben [2] proposed the CARIN theory to deal with how compounds are
interpreted and comprehended. They proposed that speakers will select a specific thematic
relation, connecting the modifier and the head noun, to unify the ultimate interpretation.
Three experiments testing compounds with three thematic relations supported their theory:
highly frequent for both constituents (HH, e.g., "mountain bird"), highly frequent only for the
modifier (HL, e.g., "mountain magazine"), and highly frequent only for the noun (LH, e.g.,
"gas cloud cloud"). Their experimental results demonstrated that the typical usages of
modifiers (i.e., HH and HL) can ease the comprehension of the combinations, as the CARIN
theory predicted. Moreover, knowledge of highly frequent thematic relations can also
influence the ease of comprehending modifier-noun compounds, though the relational
information of the modifier is not the sole factor in the ease of interpretation.

Gagne [5] investigated whether property-based compounds were as common as
relation-based compounds, and whether the similarity between the modifier and the head
noun would affect the interpretation of property-based compounds. Two kinds of novel
compounds were tested (Table 1).

Gagne [5] showed that: (1) relation-based compounds were processed more readily and
that some properties were added to the newly conceptual combination after the selection of

the general relation in the unitary meaning; (2) as predicted by the CARIN theory [2], the
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general relation of the modifier was the basis for unifying the relation-based compound; and
(3) relation-based compounds were easily adopted by speakers, which suggests that speakers
tended to interpret novel compounds through a relation-based approach. For example, people
tend to interpret the compound "mountain bird" as "a bird living on a mountain", instead of "a
large bird". Nevertheless, the current research found that the selection of compounds for the
corpus-based studies might have been influenced by the unbalanced proportion of

relation-based and property-based compounds.

Table 1. Examples from Gagne’s (2000) Experiment

Property-based Relation-based
Similar Nouns Dissimilar Nouns  High Relation Low Relation
Frequency Frequency
Coat, shirt Coftee, sword Plastic toy Water bird

Gagne and Spalding [6] conducted experiments to discover the effect of the lemma frequency
and the family frequency of each constituent’s position. They found that both the lemma
frequency and the positional family frequency affected the processing of compounds. For
example, people’s interpretation of the compound "doghouse" was affected by the family
members of the structures "dog+ "and" _+ house", but not by the family members of the
structures "+ dog" and "house + "

To conclude, the CARIN theory proposes that compounds connected via thematic
relations between modifiers and head nouns are easier to interpret and comprehend. Past
studies [2, 5-6] have supported this proposition. In addition, other factors, including the

frequency of the modifiers and the types of head nouns, play an important role in compound

processing.

2.2 Property-based Compounds
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As proposed by Wisniewski [4] and Wisniewski and Love [7], property-based compounds are
interpreted by mapping a property from one word to another word. They found that people
mainly interpreted noun-noun compounds via aligning the property with the head noun to
acquire the combined meaning, or by extracting a property from one constituent and
transferring it to another constituent to obtain the compound. For example, the compound
"shark lawyer" should be interpreted as "a lawyer is as truculent as a shark", not as "a lawyer
for a shark".

Wisniewski [4] conducted a study to investigate the hypothesis of relation-linking via
novel noun-noun compound interpretations and the distribution of relation-based compounds
via two interpretation tasks. In addition, Wisniewski (1996) tested whether the higher
similarity between constituents within the compound would promote the adoption of a
property-based interpretation and found that although the relation-based approach might have
facilitated the interpretation of compounds, property-based interpretations were not rare.
Wisniewski [4] also suggested that speakers might possess a two-process mechanism for
processing compounds. Moreover, the higher similarity between the constituents within the
compound might have promoted the adoption of property-based interpretation.

Furthermore, Wisniewski and Love [7] discussed whether speakers first considered the
relational information of the constituents and then mapped the property of the modifier to
obtain the compound meaning if the semantic relation failed to interpret the meaning. For
example, the compound "robin hawk" can be interpreted as "a hawk that preys on robins" or
"a small hawk". They found that the higher the similarity between the constituents, the easier
it was to interpret property-based compounds.

Wisniewski and Love [7] suggested that the relation-based approach and the
property-based approach were both adopted by speakers. Finally, although there was a
significant difference between the relation-based approach (70.9%) and the property-based

approach (29.1%), this result also revealed that property-based interpretations of compounds
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occurred frequently, which was different from the findings of the CARIN theory [2].

To conclude, although the relation-based approach to interpreting compounds was
dominant in comprehending noun-noun compounds, the property-based approach was often
used to interpret compounds when the relation-based approach failed to produce the

meanings of compounds.

3. Goals of This Study

How people construct different concepts to form a novel compound word is still debatable.
Some have supported the relation-based approach, while others have suggested the
property-based approach. One area that has yet to be investigated is whether processing may
have something to do with the frequency of compound usages in daily language. While
previous studies have focused on the processing of compounds, few studies have investigated
the distribution of compounds from the perspective of corpus linguistics. In particular, no
studies have determined the distribution of the types of compounds in Mandarin Chinese.
Therefore, this research collected compounds from a dictionary and counted the frequencies
of the compounds using both relation-based and property-based theories.

Accordingly, our research question is as follows: What is the distribution of relation-based
and property-based compounds in Mandarin Chinese? In particular, we would like to know
whether relation-based compounds occur more frequently than property-based ones in

Mandarin.

4. Methods

The goal of this corpus-based study was to investigate the distribution of relation-based and
property-based noun-noun compounds in Mandarin Chinese. Noun-noun combinations were

collected from a dictionary and then categorized into relation-based and property-based
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categories. Finally, the frequency of occurrence of the relation-based and property-based

compounds was examined.

4.1 Data Collection and Analysis

This corpus-based study replicated Gagne’s [5] analysis of compounds. Compounds were
collected from a Chinese classifier dictionary [8]. The reason for using a classifier dictionary
was that the compounds listed in this type of dictionary were more concrete than normal
compounds, since compounds in Mandarin Chinese can have abstract meanings. That is,
compounds preceded by classifiers were considered evidence that the meaning of these
compounds could be either objects or referring to something concrete in the real world.

In addition, noun-noun compounds were selected according to the following four
principles. First, one-character nouns preceded by classifiers were excluded, such as A rén
"people", fH gi "chess", and T yu "jade". Second, if the noun-noun compounds could not
be segmented into two parts, or the head noun was followed by a modifier, they were
removed; for example, in the Chinese compound AL xuéhua "snowflakes", the head noun
precedes the modifier. Third, binding words such as #j% putdo "grape" and BHE hudié
"butterfly" and reduplicative words such as &£ & xingxing "stars" were removed from the
data. Fourth, if one constituent of the compound did not belong to the syntactic category of
the noun, the compound was deleted from the data; for example, the Chinese phrase $Yf&,
diaoyu "fish" acts as a verbal phrase in the Chinese compound §Yf45E didoyugan "fishing
rod", so it was deleted from the data.

According to these four principles, 880 compounds were collected. Next, a concreteness
rating test was conducted to exclude all the compounds that carried abstract meanings.
Thirty-two undergraduate students participated in the rating test, which required them to rate

compounds as having either abstract meanings or concrete meanings. Compounds were
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classified as concrete when 75% agreement was reached among the participants. After the
rating task, 417 compounds were collected.

The 417 compounds were classified into two word-formation categories: relation-based
compounds [2, 5] and property-based compounds [4]. If a Chinese compound could be
interpreted by relation, it was placed into the relation-based category. For example, &
shiizhuo "desk" is interpreted by the relation FOR, as this is a table for working or for
studying. On the other hand, if one or more properties of a constituent were mapped to the
other constituent, it was classified as property-based. For example, the Chinese compound H
7t beikeji "clamshell phone" is a type of mobile phone, and the opening shape (i.e., a
functional property) of the noun H7% beéiké "shell" is transferred to the other noun to

interpret this compound.

Table 2. Eleven Thematic Relations for Noun-Noun Combinations used in this study

Thematic Relations between words Examples

MAKE K¥& muyi "wooden chairs"

IS REAE lanhua "orchid"

DERIVE B mijii "rice wine"

LOCATE HHE&, tidnshii "voles"

HAVE 4K huibén "picture books"

CAUSE SILLRE gaoshanzhéng "altitude sickness"
FOR %55 chuanglian "curtain"

USE FLEERT értdngyi "children’s chairs"
ABOUT LLIFESE shanzdzhi "mountain magazine"
DURING AT/ dongyi "winter rain"

BY B R xuéshenggushi "student story"

Sixteen property-based compounds were obtained, and of the 401 compounds classified as
relation-based, they were further divided into 11 thematic categories (Table 2) according to

Gagne's classification [5].

Table 2 shows Chinese examples in the 11 thematic categories, such as the compound
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HHE& tidnshii "voles", which is classified into the category LOCATE because it is interpreted
as "a kind of mouse located in the mountains". Another example is the compound K& muyi
"wooden chairs", which is a lexical item in thematic relation to the noun (i.e., "chair")
modified by what it is made of (i.e., "wood"). Finally, these 401 compounds were further
grouped into eight categories. In the following section, the distribution of thematic relations

between the constituents in Chinese compounds will be reported.

4.2 Results and Discussion

Of the 417 compounds collected, 401 (96.2%) compounds were classified as relation-based
and 16 (3.8%) compounds were classified as property-based. The frequency of occurrence
and the corresponding percentages of the 401 relation-based compounds are shown in Table 3.
The FOR relation occurred the most frequently in Chinese compounds (37.6%), while the
MAKE relation occurred the second most frequently (12.2%), and the BY and CAUSE
relations occurred the least frequently.

For the 16 functional property-based interpretations, six categories were discovered,
including FARMING AND PLANT, ANIMAL, PHYSICAL APPEARANCE, UNIVERSE,
ARTIFACT, and PAPER DOCUMENT. Then, these six categories were placed into one of
two domains, the NATURAL KIND domain (i.e., FARMING AND PLANT, ANIMAL,
PHYSICAL APPEARANCE, and UNIVERSE), and the ARTIFACT domain (i.e.,
ARTIFACT and PAPER DOCUMENT; see Table 4). Moreover, findings similar to
Wisniewski and Love (1998) were obtained.

The ARTIFACT category occurred the most frequently in Chinese compounds via the
property-based strategy, such as ¥ty bianpdao "firecracker". The FARMING AND PLANT
category occurred the second most frequently, including $HIERES hudiélan "Phalaenopsis

orchid", &M hudngjin bianbdi "Oriental arborvitae", =55, hudng jin gé "centipede

208



tongavine", and FEFH titian "terraced fields". These findings are in line with those proposed

by Wisniewski and Love [7].

Table 3: Distribution of Thematic Relations between Constituents

Thematic Relations Examples Frequency (%)
FOR fRbE < bdoxidanjin "insurance claims" 157 (37.6%)
MAKE §%9 tiémén "iron gate" 51 (12.2%)
LOCATE i%& shanzhi "wild boar" 40 (9.5%)
IS BEAE lanhua "orchid" 63 (15.1%)
USE YSEL giché "automobile" 15 (3.5%)
ABOUT K katongpian "cartoon film" 17 (4.0%)
HAVE AL fanchudn "sailboat" 26 (6.2%)
DURING FHE N nidngingrén "youngster" 10 (2.3%)
DERIVED % fengmi "honey" 15 (3.5%)
BY H1ERS% zhonggudcai "Chinese food" 4 (0.9%)
CAUSE 7115 daoshang "wounds by a knife" 3 (0.7%)
Total 401 (100%)

The third most frequently occurring category was PHYSICAL APPEARANCE, including #ll
B JH liiyéeméi "arched eyebrows", Tk WDFE zhishazhi "cinnabar mole", and K L fi@
dahualian "painted face". Moreover, within the top three categories, the properties of SHAPE
and COLOR were transferred from one constituent to another. For example, in the compound
WAL B hidiélan "Phalaenopsis orchid", the property of SHAPE is transferred from
butterflies to describe the shape of the flowers. In another instance, in the compound =%,

huangjinge "centipede tongavine", the property of COLOR is transferred from gold to
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describe the color of the plant. These results show that the properties of SHAPE and COLOR

were adopted as modifiers.

Table 4: Domains and Categories of Property-based Compounds

Domains Categories Examples
NATURAL  FARMING AND PLANT WHICERE  hudiélan
KIND "Phalaenopsis orchid"
ANIMAL L jinyu "gold fish"
PHYSICAL APPEARANCE  HIE[5 lisiyeméi
"arched eyebrows"
UNIVERSE =B huixing "comet"
ARTIFACT  ARTIFACT JRFEE yudnzibi "ball-point
penH
PAPER DOCUMENT ML heihan

"poison-pen letter"

In addition, the property-based compounds were classified according to the properties of the

modifiers. As Table 5 shows, modifiers with the SHAPE property were the most frequently

occurring (50%), while the second most frequently occurring was the COLOR property

(31.2%), and the METAPHORICAL property occurred the least (18.7%).

Table 5: Distribution of Property-based Modifiers

Properties Examples Frequency (%)

COLOR H=E M hudngjin bidnbdi 5(31.2%)
"Oriental arborvitae"

SHAPE WIS hudiélan "Phalaenopsis 8 (50.0%)
orchid"

METAPHORICAL A héihdn "poison-pen letter" 3 (18.7%)

Total 16 (100%)
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The corpus results showed that there were very few property-based compounds. This could
have resulted from the stimuli collected. Most of the stimuli (i.e., relation-based compounds)
analyzed in this study belonged to the ARTIFACT domain, while property-based compounds

occurred more often in the NATURAL KIND domain.

5. Conclusion and future work

The goal of this study was to determine the distribution of relation-based and property-based
compounds in Mandarin Chinese. Our study intended to determine the frequency of
occurrence of relation-based and property-based compounds in Mandarin Chinese. The
results showed that relation-based compounds occurred much more frequently than
property-based compounds (96.1% vs. 3.8%). Furthermore, it was found that within the
relation-based compounds, noun-noun compounds using the FOR relation (e.g., (4% xinzhi
"letter paper") had the highest rates of occurrence (37.6%), while the CAUSE relation (e.g.,
J5 daoshang "wounds by a knife") had the lowest rates of occurrence (0.7%). Thus, our
study suggests that relation-based word formations were the most commonly found
compounds in Mandarin Chinese. Finally, it was found that the property-mapping principles
were likely applied to interpret compounds in the ARTIFACT domain.

To answer our research question of "What is the distribution of relation-based and
property-based compounds in Mandarin Chinese?", it was found that the frequency of
relation-based compounds was much higher than property-based compounds. This
distribution is consistent with the prediction of the CARIN theory [2].

Our findings show that there is a tendency that the compounds in the NATURAL KIND
domain would likely be interpreted by property-mapping between constituents, while the

ones in the ARTIFACT domains would likely be interpreted by relation-linking between
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constituents. However, our data have insufficient compounds to further analyze this
hypothesis. In the future, a study will be conducted in order to collect more compounds from
more categories, including ANIMAL, PLANT, and FOOD, to determine whether more
property-based compounds occur in the NATURAL KIND than in the ARTIFACT domains.

To conclude, this research has shown that relation-based compounds occurred more
frequently than property-based compounds. In addition, the property-based compounds were
more likely to occur in the NATURAL KIND domain. These corpus findings suggest that the
CARIN theory [2] can better predict the distribution of compound types compared with the
dual-process theory [4].

It is hoped that this research will offer more cross-linguistic evidence with which to
evaluate the CARIN theory and the dual-process theory regarding compounds. This study has
implications for computer processing in dealing with how machines learn to recognize
compounds and even novel word combinations. This study has shown that many thematic
relations or property-mapping strategies exist in the search for compounds or word
combinations, which can help machines to acquire possible thematic relations to interpret

novel compounds or concept combinations.
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Abstract

Sentiment classification techniques have been widely used for analyzing user opinions. In
conventional supervised learning methods, hand-crafted features are needed, which requires a
thorough understanding of the domain. Since social media posts are usually very short,
there’s a lack of features for effective classification. Thus, word embedding models can be
used to learn different word usages in various contexts. To detect the sentiment polarity from
short texts, we need to explore deeper semantics of words using deep learning methods. In
this paper, we investigate the effects of word embedding and long short-term memory (LSTM)
for sentiment classification in social media. First, words in posts are converted into vectors
using word embedding models. Then, the word sequence in sentences are input to LSTM to
learn the long distance contextual dependency among words. The experimental results
showed that deep learning methods can effectively learn the word usage in context of social
media given enough training data. The quantity and quality of training data greatly affects the
performance. Further investigation is needed to verify the performance in different social

media sources.

Keywords: Sentiment Classification, Deep Learning, Long Short-Term Memory, Word2Vec
Model.
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1. Introduction

Sentiment classification has been used in analyzing user-generated contents for understanding
users’ intent and opinions in social media. Conventional supervised learning methods have
been extensively investigated such as bag-of-words model using TF-IDF, and probabilistic
model using Naive Bayes, which usually need hand-crafted features. For social media content
which are very short and diverse in topic, it’s difficult to obtain useful features for

classification. Thus, a more effective method for short text sentiment classification is needed.

Deep learning methods have gradually shown good performance in many applications, such
as speech recognition, pattern recognition, and data classification. These methods try to learn
data representation using a deeper hierarchy of structures in neural networks. Complicated
concepts are possible to learn based on simpler ones. Among deep feedforward networks,
Convolutional Neural Networks (CNNs) have been shown to learn local features from words
or phrases [1], while Recurrent Neural Networks (RNNs) are able to learn temporal
dependencies in sequential data [2]. Given the very short texts in social media, there’s a lack
of features. To obtain more useful features, we further utilize the idea of distributed
representation of words where each input is represented by many features and each feature is
involved in many possible inputs. Specifically, we use the Word2Vec word embedding model

[3] for distributed representation of social posts.

In this paper, we want to investigate the effectiveness of long short-term memory (LSTM) [4]
for sentiment classification of short texts with distributed representation in social media. First,
a word embedding model based on Word2Vec is used to represent words in short texts as
vectors. Second, LSTM is used for learning long-distance dependency between word
sequence in short texts. The final output from the last point of time is used as the prediction
result. In our experiments of sentiment classification on several social datasets, we compared
the performance of LSTM with Naive Bayes (NB) and Extreme Learning Machine (ELM).
As the experimental results show, our proposed method can achieve better performance than
conventional probabilistic model and neural networks with more training data. This shows
the potential of using deep learning methods for sentiment analysis. Further investigation is
needed to verify the effectiveness of the proposed approach in larger scale. The remainder of
this paper is organized as follows: Sec. 2 lists the related works, and Sec. 3 describes the
proposed method. The experimental results are described in Sec. 4. And some discussions of

the results are summarized in Sec.5. Finally, Sec. 6 lists the conclusions.

215



2. Related Work

Artificial neural network is a network structure inspired by neurons in human brains. Nodes
are organized into layers, and nodes in adjacent layers are connected by edges. Computations
are done in a feed-forward manner, and errors can be back-propagated to previous layers to
adjust the weights of corresponding edges. Extreme Learning Machines (ELMs) [5] are a
special type of neural networks in which the weights are not adjusted by back propagation.
The hidden nodes are randomly assigned and never updated. Thus, the weights are usually
learned in one single step, which is usually much faster.

For more complex relations, deep learning methods are adopted, which utilize multiple
hidden layers. With deeper network structures, it usually takes more computing time. These
methods were made feasible thanks to the recent advances of computing powers in hardware,
and the GPU processing in software technologies. Depending on the different ways of
structuring multiple layers, several types of deep neural networks were proposed, where
CNNs and RNNs are among the most popular ones. CNNs are usually used in computer
vision since convolution operations can be naturally applied in edge detection and image
sharpening. They are also useful in calculating weighted moving averages, and calculating
impulse response from signals. RNNs are a type of neural networks where the inputs of
hidden layers in the current point of time depend on the previous outputs of hidden layer.
This makes them possible to deal with a time sequence with temporal relations such as
speech recognition. According to previous comparative study of RNN and CNN in natural
language processing [6], RNNs are found to be more effective in sentiment analysis than

CNNs. Thus, we focus on RNNSs in this paper.

As the time sequence grows in RNN, it’s possible for weights to grow beyond control or to
vanish. To deal with the vanishing gradient problem [7] in training conventional RNNs, Long
Short-Term Memory (LSTM) [4] was proposed to learn long-term dependency among longer
time period. In addition to input and output gates, forget gates are added in LSTM. They are
often used for time series prediction, and hand-writing recognition. In this paper, we utilize

LSTM in learning sentiment classifiers of short texts.

For natural language processing, it’s useful to analyze the distributional relations of word
occurrences in documents. The simplest way is to use one-hot encoding to represent the
occurrence of each word in documents as a binary vector. In distributional semantics, word

embedding models are used to map from the one-hot vector space to a continuous vector
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space in a much lower dimension than conventional bag-of-words model. Among various
word embedding models, the most popular ones are distributed representation of words such
as Word2Vec [3] and GloVe [8], where neural networks are used to train the occurrence
relations between words and documents in the contexts of training data. In this paper, we
adopt the Word2Vec word embedding model to represent words in short texts. Then, LSTM
classifiers are trained to capture the long-term dependency among words in short texts. The

sentiment of each text can then be classified as positive or negative.
3. The Proposed Method

In this paper, the overall architecture include three major components: pre-processing &
feature extraction, word embedding, and LSTM classification, as shown in Fig. 1.

Social Media Feature Extraction
= Training set
Pre-processing Word Embedding
v
Test set
LSTM Classifier | » Sentiment Orientation

Figure 1. The system architecture of the proposed approach

As shown in Fig.1, short texts are first preprocessed and word features are extracted.
Second, the Word2Vec word embedding model [3] is used to learn word representations as
vectors. Third, LSTM [4] is adopted for sequence prediction among words in a sentence. The

details of each component are described in the following subsections.
3.1. Preprocessing and Feature Extraction

First, short texts are collected with custom-made crawlers for different social media. Then,
preprocessing tasks are needed to cleanup post contents. For example, URL links, hashtags,
and emoticons are filtered. Also, stopword removal is performed to focus on content words.
For Chinese posts, we used Jieba for word segmentation. Then, we extract metadata such as
poster ID, posting time, and the number of retweets and likes. These will be used as

additional features for classification.

217



3.2. Word Embedding

In bag-of-words model, it’s very high dimensional, and there’s a lack of contextual relations
between words. To better represent the limited content in short texts, we use Word2Vec word
embedding model [3] to learn the contextual relations among words in training data. Also, the
fixed number of dimensions in word embedding model can facilitate more efficient
computations. There are two general models in Word2Vec, Continuous Bag-of-Words
(CBOW) and Skip-gram. Since much better performance for skip-gram model in semantic
analysis can be obtained [3], we use word vectors trained via Word2Vec Skip-gram model as

the inputs to the following stage of classification.
3.3. Long Short-Term Memory (LSTM)

After representing each word by its corresponding vector trained by Word2Vec model, the
sequence of words {Ty, ..., Tn} are input to LSTM one by one in a sequence, as shown in
Fig.2.

O000| |O000| [O00O0

T4 Th
Figure 2. The idea of LSTM

In Fig.2, each term Ti is first converted to the corresponding input vector x; using Word2Vec
model and input into LSTM one by one. At each time j, the output W of the hidden layer H;
will be propagated back to the hidden layer together with the next input xj+1 at the next point

of time j+1. Finally, the last output W, will be fed to the output layer.

To comply with the sequential input of LSTM, we first convert posts into three-dimensional
matrix M(X, Y, Z), where X is the dimension of Word2Vec word embedding model, Y is the
number of words in the post, and Z is the number of posts. To avoid the very long training

time, we adopt a single hidden-layer neural network. The number of neurons in input layer is
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the same as the dimension of Word2Vec model, and the number of neurons in output layer is
the number of classes, which is 2 in this case. By gradient-based back propagation through
time, we can adjust the weight of edges in hidden layer at each point of time. After several
epochs of training, we can obtain the sentiment classification model.

3.4. Sentiment Classification

After sentiment classification model is trained using LSTM, all posts in test set are
preprocessed with the same procedure as the training set, and represented using the same
word embedding model. Then, for testing step, the same processes of LSTM in Fig. 2 are
followed, except for the weights update. The output of LSTM model will then be evaluated
with the labels of each post in test data in the experiments.

4. Experiments

In order to evaluate the performance of our proposed approach, we conducted three different
experiments. First, we used English movie reviews from IMDB. Second, we tested Chinese
movie review comments from Douban. Finally, we evaluated the performance for Chinese

posts in the PTT discussion forum.

In the first dataset, there are 50,000 review comments in IMDB Large Movie Review Dataset
[9], where 25,000 were used as training and 25,000 as test data. To avoid influence from
previous comments of the same movie, we collected no more than 30 reviews for each movie.
The rating of each movie was used as the ground truth, where a rating above 7 as positive,

and a rating below 4 as negative.

In the second dataset, we collected top 200 movies for each of the 10 categories in Douban
Movies. The top 40 to 60 review comments were extracted from each movie according to
their popularity. The ground truth of this dataset was set as follows: a rating of 1-2 as
negative, and a rating of 4-5 as positive. The comments with a rating of 3 or no ratings are
ignored. After removing these comments, there are 12,000 comments where 6,000 were used

as training and 6,000 as test data.

In the third dataset for the most popular social media platform PTT in Taiwan, we collected
3,500 posts during Aug. 31 and Sep. 1, 2015 and the corresponding 34,488 comments as the
training data, and 1,000 posts during Sep. 2 and Sep. 3, 2015 and the 6,825 comments as the
test data. The user ratings of like/dislike are used as the ground truth of this dataset.
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To evaluate the classification performance, standard evaluation metrics of precision, recall,
F-measure, and accuracy were used to compare three classifiers: Natwe Bayes (NB), Extreme
Learning Machine (ELM), and Long Short-Term Memory (LSTM). Word2Vec model is
applied for all three classifiers.

For the first dataset of IMDB movie reviews, the performance comparison among three
classifiers are shown in Fig.3.

Classification of IMDB Reviews

0.8
0.6
04
T oll 1
0

Precision Recall F-Measure Accuracy

ENB mELM mLSTM

Figure 3. The performance comparison of three classifiers for IMDB reviews

As shown in Fig.3, the best performance can be achieved for LSTM with a F-measure of
0.859. We can see the consistently better performance for LSTM than NB and ELM. Naive
Bayes is the worst due to its high false positive rates. This shows the better performance for
neural network methods, especially for deep learning methods. Next, the performance for

more casual comments in Douban Movies is shown in Fig.4.

Classification of Douban

Comments
1
0.8
0.6
04
0.2
0
Precision Recall F-Measure Accuracy

ENB NELM MLSTM

Figure 4. The performance comparison of classification for Douban comments
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As shown in Fig.4, the performance of all three classifiers are comparable with slight
differences. The best performance can be achieved for ELM with a F-measure of 0.765, while
LSTM obtained a comparable F-measure of 0.754. Since the comments are less formal and
shorter in lengths, they are more difficult to classify than longer reviews in IMDB. To further
evaluate the effects of training data size on the performance, we include more training data
from 6,000 reviews to 10,000 and 20,000 in the next experiment. The test data size remains

unchanged. The results are shown in Fig.5.

F-measure with Different Training Data Sizes
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Figure 5. The effects of training data size on classification performance

As shown in Fig.5, as the training data size grows, the classification performance improves
for all classifiers except for Nave Bayes at 10,000. The best performance can be achieved for
LSTM with a F-measure of 0.847 when training data size reaches 20,000. Next, the
performance of three classifiers on PTT posts are shown in Fig.6.

Classification of PTT Posts
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Figure 6. The performance comparison of classification for PTT posts
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As shown in Fig.6, the best performance can be achieved for ELM with a F-measure of 0.615,
and LSTM with a comparable F-measure of 0.613. LSTM got a higher precision but lower
recall for negative posts. The reason is due to the mismatches between user ratings and the
sentiment polarity of the corresponding user comments. Users often marks their ratings as
“likes” for the posts they agree with, but express their strong negative opinions in their
comments. This disagreement is more common in the online forum PTT due to the special
characteristics in the community. The impact of this special behavior is larger for LSTM than
the other two classifiers.

5. Discussions

From the experimental results, some observations about the proposed approach are shown as
follows. First, using word embedding models, the sentiments of short texts can be effectively
classified. Second, depending on different types of social media, the performance might vary.
The classification performance is better for movie reviews than casual comments and posts in
online forums. But the performance of LSTM is still comparable to ELM and NB. This
shows the feasibility of an LSTM-based approach to short-text sentiment classification. Third,
data size can also affect the classification performance. More training data can lead to better
performance. Finally, special characteristics in certain online forums might lead to inferior
classification performance. This behavior mismatch between user opinions in comments and
user ratings reflects the sarcastic language used among the community in PTT online forum.
To deal with this special characteristic,c we need more training data to train
“community”-specific sentiment lexicon to reflect the online behaviors of social media

community.
6. Conclusion

In this paper, we have proposed a sentiment classification approach based on LSTM for short
texts in social media. Using word embeddings such as Word2Vec model, it’s feasible to train
the contextual semantics of words in short texts. Also, deep learning methods such as LSTM
show better performance of sentiment classification when there are more amounts of training
data. For special community behaviors, further experiments using “community”-specific

sentiment lexicon and larger data sizes are needed in future.
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characteristics of colloquial searching, personal product recommendation, and providing
diverse product-assistant information. Natural language processing, machine learning and self-
learning in artificial intelligence was utilized in Al Clerk, therefore, customers can utilize
natural language to get current related products. For example, consumers can set “apple” as a
“brand” for searching condition. Moreover, Al-Clerk can understand descriptive statements,
terminology, popular terminology and consumer experience words. Therefore, consumers can
use sentences, phrases or words such as “mobile phone which can make a beautiful selfie”,

“high price-performance ratio”, “H T T, the words seem like HTC which is one of the best

electronic products in Taiwan, ” and “smartphone from kimchi country” to find out the product
they want. Even more, Al-Clerk understands that “a scratch-resistant and shock-resistant
smartphone” means that the screen of smartphone must made by Gorilla Glass or Sapphire. In
order to let consumers browse the related words of products quickly, Al-Clerk integrates many
shopping channels, and summarize the information from news, social network articles and
blogs actively. For instance, the related words of Xiaomi 6 are scratch-resistant, shock-resistant,
communication with low volume, and so on. Therefore, consumers can search key words like
“smartphone comes with scratch-resistant and shock-resistant™ to easily find out Xiaomi 6 to
meet the need, rather than understanding what characteristic the Gorilla Glass has. Besides,
consumers get one of the disadvantages of Xiaomi 6 which is low communication volume.
With Al-Clerk, consumers can obviously reduce their time on decision-making, upgrade
shopping experience and satisfaction. For industry, Al-Clerk can actively precise marketing,
which can start another business model to create more revenue and increase the flow of
platform and click rate. If you want more information about Al-Clerk, search the website,
https://ai-clerk.com.
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DUSH S 5y 3t AR AR « A5 DA Twitter (SR W72 52 - ST CETTIRE
> FeAFI{E A Tweepy & Twitter EUTEEHESC - 0 ARSI 4RE H& (Word Vector ) » 747%
{5 G a4 (Convolutional Neural Network » CNN ) S5l Rt 1y el [m) & A 1T
EEAAEERE  ZRE AR R EEAEE% (Recurrent Neural Network - RNN) #E7T
4k FHE R M SRRV AS S - BefMAY £ 485 SemEval-2018 Task1: Affect in Tweets
TAEH V-oc VAR AT THIGR - H BB ERAE SRAEEEL - AR RGBT AT -
Abstract

With the development of the Internet, male and female, old and young, often use social
network to share the trivia of everyday things and comment on current affairs. The amount of
information generated every day is very considerable. If we analyze those data to get the
impressions from society, we can easier to make better decisions. This paper chooses Twitter
as the research subject and conduct sentiment analysis on English tweets. We use Tweepy to
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collect tweets on Twitter and use them to train word vector. After that, the trained word
vector is fine-tuned to have emotional features by Convolutional Neural Network (CNN) .
Then, the fine-tuned vector is used for training in the Recurrent Neural Network (RNN) to get
the final polarity classification results. Our system uses the dataset of the subtask V-oc of
SemEval-2018 Task1: Affect in Tweets for training. Compared to the results of competition,

we are in the fifth place.
RS ¢ ST - SR R

Keywords: Sentiment Analysis, Polarity Classification, Word Vector.
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Abstract
This platform includes two main concepts. One, provide multifaceted and deep evaluation for
users of Natural Language Processing (NLP) System (such as Syntaxnet or CoreNLP), to
help them choose the best one for their needs. Two, independently evaluate single NLP stage
of a NLP system (such as pos tagging or dependency parsing), to provide needed auxiliary
information for building up a hybrid NLP system (NLP system which composes multiple
NLP system for different NLP stages) which is better than a normal NLP system. This paper

will be explanation and demonstration centered on these two goals.

e
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Keywords: Evaluation of NLP systems, Evaluation of NLP tools, compare NLP systems,
compare NLP tools
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1. Introduction
Most NLP projects are based on NLP systems, so the performance of them will deeply affects
the result of the projects. But there are so many choices and NLP technology is constantly

evolving, which makes normal user hard to get the best NLP system fits their needs.

In the previous researches, some didn’t reflect sentence segmentation on their evaluation[1],
some evaluate on only one language[2], some evaluate only under special cases[3], and some
only focus on LAS and its extension but ignore evaluation on other metrics and factors[4],

[5], and some aren’t properly updated to the latest annotation scheme[6].

Generally, most of these are lack of a multifaceted and deep evaluation, which means rich
choices of evaluation measure, that fit different needs of users or provide evaluations in
different perspectives of viewing. Furthermore, we need to be able to evaluate single NLP
stage of NLP system, thus we can pick up the best NLP system in the scope of every NLP
stage respectively, and concatenate them into hybrid NLP system, which is expected to have

better performance than normal NLP system.

In this paper, we will first explain our research scope, then briefly introduce evaluation
measures for deep and multifaceted evaluation, then comes setting and usage of experiment,
finally we will show the evaluation results of the experiment to demonstrate deep evaluation

and single NLP stage evaluation for hybrid NLP system building.

2. Scope of this Paper and the Research

This paper is about a tool and core concepts behind it, so trivial or detailed things such as
implementation of metrics, execution process, will be omitted, because of the page limit. And
other thing, like means of evaluating single stage, are omitted because it is largely related to

API of the NLP system or it is as the same as other related works do.

Additionally, there are many things to discuss about metrics and factors of evaluation, such as
suited situations and not suited situations of them, but these are not in our research scope,
because the tool is positioned to provide rich choices for users but not deeply research on
them and we also expect it to be able to help the discussion on these measures. So in chapter

3 we will just briefly introduce metrics and factors.
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3. Evaluation Measures

Though we won’t deeply discuss about metrics and factors below, as mentioned above, we
will briefly introduce every metric and factor and “one of” its significance for every
unfamiliar metric and factor, to make readers have preliminary understanding about metrics

and factors adopted.

3.1. Relevance Metrics

These three metrics matter when number of system prediction and gold differ.
Precision: number of correct prediction / number of system prediction
Recall : number of correct prediction / number of gold

Fl-measure : (precision + recall) / 2

3.2. Metrics

Label Accuracy (LA) : The accuracy in assigning the correct dependency label.

Unlabelled Attachment Score (UAS) : The accuracy in assigning the correct dependency
head.

Labelled Attachment Score (LAS) : The accuracy in assigning the correct head.

Morphology-Aware Labeled Attachment Score (MLAS) : Extend LAS with POS and
morphological features. aims at comparability across typologically different languages, see

CoNLL 2018 shared task for details[5].

Bi-lexical Dependency Score (BLEX) : Extend LAS with lemmatization, aims at evaluation

closer to semantic content, see CoNLL 2018 shared task for details[5].

Dependency Branch Precision : The accuracy of path from root to a word in the dependency
tree. To be a correct path, every word on the path should have correct label and parent. This

metric aims at correctness of the main structure of a sentence.
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Speed : Processed tokens or sentences per second, which is necessary to NLP projects that

need immediate reaction.

3.3. Bases

Take “sentence-based” for example, instead of calculate one score in the scope of the whole
document, first calculate scores in the scope of the same sentence respectively, and then take
the average of these scores as the final score. This metric relieves the effect of extremely high
or low performance in some sentences, see Table 1. Similarly we can get “POS-based”, and

“dependency-label-based” for the sake of the same purpose.

Table 1. Example of no base and sentence-based when calculating precision.

A sentence |B sentnece Equation
tokens correctly predicted 10 25| |nobase (10+25) / (50+35) = 0.41
tokens predicted by system 50 35| [sentence-based | (10/50 +25/35)/2=0.46

3.4. Factors

Dependency Distance : Absolute distance of parent and child of dependency in the sentence.

This factor affects usage of memory and efficiency[7].

Dependency Direction : Direction from parent to child in the sentence. Relation to genre is

one of the reasons that it is important[§].

Dependency Children Amount : How many words that depends on this word. Being the

feature of classifying is one of the reasons that it matters[9].

Sentence Length: Number of non-space characters in a sentence. Performance under different

sentence lengths might be meaningful for dataset with certain range of sentence length.

POS Tag: Performance under different POS tag matters when dataset has some POS tags

frequent, or when being interested in some kinds of POS tag.

Dependency Label: Similar importance as mentioned in POS tag.

3.5. Other
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Full / Main dependency label: For example, “nmod” is the main label of “nmod:tmod”.

Some people might only care for the function of main label.

POS / UPOS : There is also universal POS(UPOS) in universal dependency, aims at POS

annotation acrosses languages.

4. Experiment Setting

4.1. Dataset

Table 2. Dataset and distribution of data of our experiments.
UD_Chinese-GSD' Tokens Sentences
Training 98,608 3997
Developement 12,663 500
Test 12,012 500

4.2. NLP Systems
4.2.1. Syntaxnet

Based on transition-based neural networks[10], and have a major update in 2017[11]. But
pre-trained models didn’t updated to the latest universal dependency[12], [13], so we will

train our model with recommended setting according to the Syntaxnet’s document?.

4.2.2. UDPipe

UDPipe is trainable pipeline specialized for universal dependency[14], good at others also.
We will use its 2017 CoNLL shared task model[15].

5. Usage of Platform

First activate environment using docker, “docker-compose up -d”, then execute main
program, “docker-compose exec app python experiment.py /path/to/dataset/directory/ <name
of NLP system> [optional:NLP stage]”, and the evaluation results will be stored in the
database. For your dataset or NLP systems, user should write code to implement abstract

classes, which we won’t explain here because of the page limit.

! https://github.com/UniversalDependencies/UD Chinese-GSD
*https://github.com/tensorflow/models/blob/master/research/syntaxnet/g3doc/syntaxnet-tutorial. md#part-of-spee
ch-tagging
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6. Experiment Results

Next, we will evaluate whole NLP task (will reflect result of preppended NLP works) for

demonstration of deep evaluation, and independently evaluate single NLP stage for single

NLP stage evaluation.

6.1. Deep Evaluation

There are 3 relevance metrics x 7 metrics x 4 base (include no-base) x 7 factors = roughly up

to 588 scores, which proves multifaceted and deep evaluation we said. But due to the page

limit, here only demonstrates several representative results and take Syntaxnet for example.

Table 3. Some scores with different relevance metrics on tokenization or POS tagging. we

can also see that UPOS is hard to predicted than POS for Syntaxnet.

NLP Task Method Metric  |Base Other Score

Tokenization Precision |- Token - 98
POS Tagging Pecall - Token POS 92
POS Tagging Recall - POS POS 89
POS Tagging Precision |- POS POS 93
POS Tagging F1 - POS POS 91
POS Tagging F1 - Token UPOS 79

Table 4. Scores on the same task but different bases. Scores differ obviously when different

bases, even under the same other metrics.

NLP Task method metric Base Other Score

Dependency Parsing |F1 LAS Token Full label 74
Dependency Parsing |F1 LAS Sentence Full label 75
Dependency Parsing |F1 LAS POS Full label 77
Dependency Parsing  |Precision |LAS UPOS Full label 76
Dependency Parsing  |Recall LAS UPOS Full label 92
Dependency Parsing  |Precision |LAS Dependency Label Full label 76
Dependency Parsing  |Recall LAS Dependency Label Full label 70
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Table 5. Results on metrics that are not LAS. Since there is no morphology feature and

lemma in Chinese, MLAS and BLEX are omitted.

NLP Task method metric Base Other Score
Dependency Parsing  [F1 LS Token Full label 82
Dependency Parsing  |F1 LS Token Main label 83
Dependency Parsing  [Precision  [UAS Token - 82
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Figure 1. LAS under different dependency labels. Scores is low under some dependency,

which may be a opportunity to research the reason of it.
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Figure 2. LAS under different sentence lengths. Performance is unstable in long sentences.
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dependency distance 50 is also worth researching.

6.2. Single NLP Stage Evaluation

Table 6. Independent evaluation on POS tagging for Syntaxnet and UDPipe.

NLP Stage POS type Score of Syntaxnet Score of UDPipe
POS tagging POS 93 98
POS tagging UPOS 80 98

Table 7. Independent evaluation on dependency parsing for Syntaxnet and UDPipe

NLP Stage Metric Score of Syntaxnet Score of UDPipe
dependency parsing LA 88 89
dependency parsing UAS 86 85
dependency Parsing LAS 81 81

We can see that Syntaxnet performs better than UDPipe on head attachment, and UDpipe
performs better than Syntaxnet on POS tagging. So if we can tag POS using UDPipe then
parse using Syntaxnet, we should get better result on head attachment, than using just one of
them to do it. Though slight difference in this case, still we showed the potential to provide

auxiliary information for building hybrid NLP system (but not doing it).
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7. Conclusions

In this paper, we first defined scope of this paper as introduction of the platform and concepts
behind it, then brief introduce metrics and factors used, then came usage of the platform, and
then experiment settings for technical details, finally got experiment results demonstrate the
insighted multifaceted evaluation and potential to support building hybrid NLP system. So

here, why we need the platform and what can the platform do is clear.

The platform is still under development, we haven’t implemented speed metric, included
more NLP systems and evaluated on larger corpus. But still, we have shown the main

functions and potential of the platform.

Nowadays, NLP systems are more and more widely used, choosing a good NLP system
contributes a lot to our projects. The platform provides rich measure for users can do some
research on those then find the best evaluation for their needs. The platform also provides

auxiliary information, make you possible to get better NLP system than the general one.
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Abstract

Smart solutions and solid solutions are two different approaches for computational linguistics.
To receive a satisfactory result at a minimum cost, smart solutions use special properties of the

on-hand application. Solid solutions, in contrast, more generally analyze the application in

order that these solutions can be used for a whole class of applications. By extending a

well-maintained solid solution, it may be re-used once and again, thus saving time, money;,
and other resources in the long run. Therefore, the research focuses on solid solutions. It To

implement smart solutions, machine translation is used while information retrieval is for solid

Keywords: Smart Solutions, Solid Solutions, Computational Linguistics, Grammatical
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Components, Natural Language.

1. Introduction

1.1 Destination of Computational Linguistics - Natural Transmission of

Information

The goal of computational linguistics is to reproduce the natural transmission of information
by modeling the speaker’s production and the hearer’s interpretation on a suitable type of
computing machine. This amounts to the construction of autonomous cognitive machines
(robots) which can freely communicate in natural language. And the development of

speaking robots is a real scientific task [1].
1.2 Turing Test - Modeling the Mechanism of Natural Communication

The task of modeling the mechanism of natural communication on the computer was
described in 1950 by [4] in the form of an ‘imitation game’ known today as the Turing test
The computer passes the Turing test if the man or the woman replaced by the computer is
simulated so well that the guesses of the human interrogator are just as often right and wrong
as with the earlier natural partner. In this way Turing wanted to replace the question “Can
machines think?” with the question “Are there imaginable digital computers which would do

well in the imitation game?” [1, 10]
1.3 Eliza Program — A Prototype of Smart Solution

The Eliza program [2] simulates a psychiatrist encouraging the human interrogator, now in
the role of a patient, to talk more and more about him- or herself. Eliza works with a list of
words. Whenever one of these words is typed by the human interrogator/patient, Eliza inserts
it into one of several prefabricated sentence templates. For example, when the word mother is
used by the human, Eliza uses the template Tell me more about your __ to generate the
sentence Tell me more about your mother. Eliza program is the prototype of a smart solution
in that it exploits the restrictions of a highly specialized application to achieve a maximal

effect with a minimum of effort.
2. Smart versus Solid Solutions

For computational applications, two distinguished approaches are [1]: smart solutions and
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solid solutions. Smart solutions use special properties of the particular application to obtain a
sufficient result at a minimum of cost. Solid solutions, on the other hand, analyze the
application at a more general level such that they can be used for a whole class of
applications. By maintaining and extending a solid solution, it may be re-used again and

again, thus saving time and money in the long run.

3. Solid Solutions in Computational Applications [1]

3.1. Indexing and Retrieval in Textual Databases

The electronic index is built up automatically when the texts are read into the database,
whereby the size of the index is roughly equal to that of the textual database itself. The use of
an electronic index has the following advantages over a card index: power of search,
flexibility, general specification of patterns (general specification of patterns, combination of

patterns), automatic creation of the index structure, ease, speed, and reliability

The advantages of electronic search apply to both the query (input of the search words) and

the retrieval (output of the corresponding texts or passages).

3.2 Grammatical Knowledge Improves Retrieval from Textual Databases.

3,2.1 Phenomena Requiring Linguistic Solutions

The reason for the surprisingly low recall of only 20 % on average is that STAIRS uses only
technological, i.e., letter-based, methods [5]. Using grammatical knowledge in addition,
recall could be improved considerably. Textual phenomena which resist a technological
treatment, but are suitable for a linguistic solution, that is, phenomena requiring linguistic

solutions, are listed below under the heading of the associated grammatical component.

(@) Morphology: By systematically associating each word form with its base form, all
variants of a search word in the database can be found. A program of automatic word form

recognition would be superior to the customary method of truncation

(b) Lexicon: A letter-based search does not take semantic relations between words into
account. For example, the search for car would ignore relevant occurrences such as
convertible, pickup truck, station wagon, and so on. A lexical structure which automatically
specifies for each word the set of equivalent terms (synonyms), of the superclass (hypernyms),

and of the instantiations (hyponyms) can help to overcome this weakness, especially when
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the domain is taken into account.

(c) Syntax: A letter-based search does not take syntactic structures into account. Thus, the
system does not distinguish between, for example, teenagers sold used cars and teenagers
were sold used cars. A possible remedy would be a syntactic parser which recognizes
different grammatical relations between, for example, the subject and the object. Such a
parser, which presupposes automatic word form recognition, would be superior to the

currently used search for words within specified maximal distances.

(d) Semantics: A letter-based search does not recognize semantic relations such as negation.
For example, the system would not be able to distinguish between selling cars and selling no
cars. Also, equivalent descriptions of the same facts, such as A sold x to B and B bought x
from A, could not be recognized. Based on a syntactic parser and a suitable lexicon, the
semantic interpretation of a textual database could analyze these distinctions and relations,

helping to improve recall and precision.

(e) Pragmatics: According to [5], a major reason for poor recall was the frequent use of
context-dependent formulations such as concerning our last letter, following our recent
discussion, as well as nonspecific words such as problem, situation, or occurrence. The
treatment of these frequent phenomena requires a complete theoretical understanding of
natural language pragmatics. For example, the system will have to be able to infer that, for
example, seventeen-year-old bought battered convertible is relevant to the query used car

sales to teenagers.
3.2.2 Linguistic Methods of Optimization

In order to improve recall and precision, linguistic knowledge may be applied in various
different places in the database structure. The main alternatives (called linguistic methods of
optimization), are whether improvements in the search should be based on preprocessing the
query, refining the index, and/or post-processing the result. Further alternatives are an

automatic or an interactive refinement of the query and/or the result.
4. Smart versus Solid Solutions in Computational Linguistics [1]

The different degrees of using linguistic theory for handling the retrieval from textual

databases illustrate the choice between smart versus solid solutions.
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4.1 Smart Solutions in Computational Linguistics

Smart solutions avoid difficult, costly, or theoretically unsolved aspects of natural

communication, as in

(a) Weizenbaum’s Eliza program [2], which appears to understand natural language,
but doesn’t, as mentioned in the Introduction Section.

(b) direct and transfer approaches in machine translation, which avoid understanding

the source text (Sections. 5.1 and 5.2), and

(c) finite state technology and statistics for tagging and probabilistic parsing [3].

Initially, smart solutions seem cheaper and quicker, but they are costly to maintain and their

accuracy cannot be substantially improved. The alternative is solid solutions:
4.2 Solid Solutions in Computational Linguistics

Solid solutions aim at a complete theoretical and practical understanding of natural language

communication. Applications are based on ready-made off-the-shelf components such as
(@) online lexica,

(b) rule-based grammars for the syntactic-semantic analysis of word forms and sentences.
(These methods may seem impressive because of the vast number of toys and tools
assembled in the course of many decades [3]. But they do not provide an answer to the
question of how natural language communication works. What is needed instead is a
functional reconstruction of the engine, the transmission, the steering mechanism, and so on.
That is, a solid solution.)

(c) parsers and generators for running the grammars in the analysis and production

of free text, and

(d) reference and monitor corpora for different domains, which provide a systematic,
standardized account of the current state of the language.

Solid solution components are an application-independent long-term investment. Due to their

systematic theoretical structure they are easy to maintain, can be improved continuously, and
may be used again and again in different applications.
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5. Smart Solutions in Computational Applications [1]

5.1. Beginnings of Machine Translation

The choice between a smart and a solid solution is exemplified by machine translation.
Translation in general requires understanding a text or utterance in a certain language
(interpretation) and reconstructing it in another language (production).

5.1.1 Formula to Compute the Number of Language Pairs

n - (n— 1), where n = number of different languages

For example, an EU with 23 different languages has to deal with a total of 23 - 22 = 506
language pairs.

In a language pair, the source language (SL) and the target language (TL) are distinguished.

For example, ‘French—Danish’ and ‘Danish—French’ are different language pairs.

5.1.2 Schema of Direct Translation and Its Weakness

Each language pair requires the programming of its own direct translation system. Direct
translation is based mainly on a differentiated dictionary, distinguishing many special cases

for a correct assignment of word forms in the target language.

Fully Automatic High Quality Translation (FAHQT) was just around the corner, their hopes
were not fulfilled. Hutchins [6] provides the following examples to illustrate the striking

shortcomings of early translation systems:

5.1.3 Example of Automatic Mistranslations

Out of sight, out of mind. =Invisible idiot.

The spirit is willing, but the flesh is weak. = The whiskey is all right, but the

meat is rotten.

La Cour de Justice considére la création d’un sixiéme poste d’avocat

général.=The Court of Justice is considering the creation of a sixth avocado

station.

The first two examples are apocryphal, described as the result of an automatic translation
from English into Russian and back into English. The third example is documented in
Lawson [11] as output of the SYSTRAN system. An attempt to avoid the weaknesses of
direct translation is the transfer approach as follows:

5.2. Machine Translation Today — Interlingua Approach

The importance of language understanding for adequate translation is illustrated by
the following examples:
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5.2.1 Syntactic Ambiguity in the Source Language

1. Julia flew and crashed the airplane.

Julia (flew and crashed the airplane)

(Julia flew) and (crashed the airplane)

2. Susanne observed the yacht with a telescope.

Susanne observed the man with a beard.

3. The mixture gives off dangerous cyanide and chlorine fumes.
(dangerous cyanide) and (chlorine fumes)

dangerous (cyanide and chlorine) fumes

The first example is ambiguous between using the verb fly transitively (someone flies an
airplane) or intransitively (someone/-thing flies). The second example provides a choice
between an adnominal and an adverbial interpretation. The third example exhibits a scope
ambiguity regarding dangerous.

5.2.2 Partial Solutions for Practical Machine Translation

1. Machine-aided translation (MAT) supports human translators with comfortable

tools such as online dictionaries, text processing, morphological analysis, etc.
2. Rough translation — as provided by an automatic transfer system — arguably reduces

the translators’ work to correcting the automatic output.
3. Restricted language provides a fully automatic translation, but only for texts

which fulfill canonical restrictions on lexical items and syntactic structures.
The interlingua approach is based on a general, language-independent level called the
interlingua. It is designed to represent contents derived from different source languages in a
uniform format. From this representation, the surfaces of different target languages are
generated.

5.2.3 Schema of the Interlingua Approach

An interlingua system handles translation in two independent steps. The first step translates
the source language text into the interlingua representation (analysis). The second step maps
the interlingua representation into the target language (synthesis).

It follows from the basic structure of the interlingua approach that for n(n — 1) language pairs
only 2n interlingual components are needed (namely n analysis and n synthesis modules), in
contrast to the direct and the transfer approach which require n(n — 1) components. Thus, as
soon as more than three languages (n > 3) are involved, the interlingua approach has a
substantial advantage over the other two.

The crucial question, however, is the exact nature of the interlingua.
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6. Experiment

6.1 Music Information Retrieval (MIR) — A Solid Solution Example at Work

Purpose: To demonstrate the functionality of the Self-Organizing-Maps (SOM)-based music

content representation.

Off-the-shelf  tool  used: MATLAB  neural  networks library  function
musicVisualizationDemoSOM.mat.

Input data: musicLargeData dataset.

Output:

Partishead - 02-All Ming
Ejork - It's In Our Hands
Amy Winehouse - Some Unhaly War (Acoustic)

Amy Winahause - Monkey Man

Amy Winahausa — Hey Litis Rich Gin (Ft. Zaion & Ade)

Amy Winehause — Cupid [Deluxs Ediion Viersian)

Figure 1 Visualization of selected nodes of the SOM of the data in the musicLarge Data.mat
dataset.

Figure 1 presents some node visualization examples. It can be seen that in some cases, the
example contains songs with female vocalists. The rest of the examples (not shown) mostly
highlight songs of the same artist. In some cases, the proximity of two nodes has a physical
meaning: the 3rd and the 4th examples are (practically) homogeneous with respect to the
identity of the artist, and in addition, the two artists can be considered to belong to similar

musical genres (Green Day and Bad Religion both fall into the punk-rock genre).

6.2 Talk to Eliza — A Smart Solution

Purpose: Test Eliza program
Input: Dialog in writing to Eliza on a screen
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Tool used: Eliza program online [8].

Output: Eliza: Tell me more. -> Me: Of course. -> Eliza: OK... Me: -> What do me think am
important now. -> Eliza: We were discussing you, not me. -> Me: O.K., | missed my mother.
How do you think?. -> Eliza:

Perhaps you would like to be able to tell me more. *** Are we going to chat? | cannot help
you without a dialog. -> Me: What is the most important thing in life? -> Eliza: Have you
asked anyone else?

6.3 Machine Translation — A Smart solution

Tool: Google online translation program [9].

Input in Chinese: gt LR =R > THITHE— WA N A
L

Output in English: In the remarks of the White Emperor, the Qianling River is still a day, and
the two sides of the river are screaming. The light boat has passed the Wanzhong Mountain.
Input in English: Ask not what your country can do for you. Ask what you can do for your
country.

Output in Chinese: NEEHIRAVENZERE Ry IRASELATIEE - FEIREE R Z (5 EL(EE -

Input in Japanese: KA LABTE ~ WHICE 2T~ T 5

Output in Chinese: J#FIME(TAE - R > HE

Output in English: For any park, parents, children

7. Conclusions

The main reason for the long-term superiority of solid solutions, however, is quality. This is
because a 75 % smart solution is typically very difficult or even impossible to improve to 76
%. °

The goal of computational linguistics, however, is a solid solution in science: it must (i) explain
the mechanism of natural communication theoretically and (ii) verify the theory with an
implementation (software machine) which may be loaded with the language-dependent
lexicon and compositional operations of any natural language. The speak and the hear mode of
the implementation must work in any practical application for which free natural language

communication between humans and machines is desired [7, 8.
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Abstract

This study aims to firstly implement four well-known metaheuristic optimization algorithms
which, among other things, are utilized on adaptive filter design, for dual-channel speech
enhancement, with voice communication devices. The implementations are conducted in a
simulation fashion using MATLAB code under its newly release version of R2018a. Lately,
the study takes a closer look at these four optimization methods, based on learning from the
literature of the research society, on their pros and cons while applying to speech
enhancement. These four methods are, namely, (1) Accelerated Particle Swarm Optimization
(APSO), (2) Gravitational Search Algorithm (GSA), (3) a hybrid algorithm of PSO (Particle
Swarm Optimization) and GSA (called hybrid PSOGSA), and (4) Bat Algorithm (BA). This
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study performs the said implementations successfully and obtains useful experimental results
which contributes to building a solid foundation for more advanced research in the near
future. Besides, the implementations made by the study confirm the correctness of many a
previous research works which claim that these four algorithms show better performance on
improved speech quality and intelligibility as compared to that of the existing standard PSO

(SPSO) based speech enhancement approach.

Keywords: Speech Enhancement, APSO, GSA, PSOGSA, BA.

1. Introduction

The concise characteristics and advantages of metaheuristic optimization methods as

discussed in this paper for speech enhancement are listed in Table 1 below.

Table 1. Important metaheuristic optimization methods for speech enhancement

Name Characteristics

PSO PSO does not require that the problem of optimization to be | Simple conception, quick veloci
differentiated as required by classical optimization methods | significant SNR ratio for higher ac
such as gradient descent and quasi Newton methods. | person will percept/ recognize the \
Therefore, PSO can be used in optimization problems that

are partly irregular, variable over time, etc. [5].

Updating is done by considering th

GSA An algorithm inspired by Newton“s laws of motion and
performance than PSO [3].

gravitation force [1].

A hybrid algorithm of PSO and GSA [3]. Combines the advantages of GSA
designing the adaptive filter in nois

PSOGSA

APSO based speech enhancement |

APSO Developed by Xin she Yang in 2010. APSO is simpler to _ ) o
speech quality and intelligibility m

implement and has faster convergence when compared to the
standard PSO (SPSO) algorithm. [2]

(1) Frequency tuning: BA uses echolocation and frequency | BA is a bio-inspired algorithm dev
tuning to solve problems. (2) Automatic zooming: BA has a | diversity and provides a dynamic b
distinct advantage over other metaheuristic algorithms. of search space [3].

automatically zooming into a region where promising
solutions have been found [4].

BA
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2. Accelerated Particle Swarm Optimization (APSO) to Speech Enhancement

2.1 PSO: Advantages and Pseudo Code [7]

One of the most widely used swarm-intelligence-based algorithms owing to its simplicity and

flexibility, particle swarm optimization, or PSO, was developed by Kennedy and Eberhart in

1995 [8]. The PSO algorithm searches the space of an objective function by adjusting the

trajectories of individual agents, called particles, as the piecewise paths formed by positional

vectors in a quasi-stochastic manner. The movement of a swarming particle is composed of

two main components: a stochastic component and a deterministic component. Each particle
*

is attracted toward the position of the current global best g and its own best location i i

history, while at the same time it tends to move randomly.

When a particle finds a location that is better than any previously found locations, it
updates that location as the new current best for particle i. There is a current best for all n
particles at any time t during iterations. The aim is to find the global best among all the
current best solutions until the objective no longer improves or after a certain number of

K
iterations. The movement of particles is schematically represented in Figure 1, where X (®

is the current best for particle i , and gx ~ min{ f (x; )} for (i=1, 2,..., n)is the current global

K
best at t. moving toward the global best g+ and the current best X} for each particle i.

The essential steps of the particle swarm optimization are summarized as the pseudo code
shown in Figure 2.

possible -
/ directions © @]
—_ - {:}/

particle i 1\\\

® -

Figure 1. Schematic representation of the movement of a particle in PSO [7]

Particle Swarm Optimization
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Objective function f(x), = = (x1,....,xa)’
Initialize locations @x; and velocity v; of n particles.
Find g~ from min{ f(x1), ..., f(xa)} (at t = 0)
while ( criterion )
for loop over all n particles and all d dimensions
Generate new velocity v!*! using equation (7.1)
Calculate new locations a:EJrl = x! + szrl
Evaluate objective functions at new locations =
Find the current best for each particle a7
end for
Find the current global best g~
Update ¢t = ¢t + 1 (pseudo time or iteration counter)
end while
Output the final results &7 and g*

t+1

i

Figure 2. Pseudo code of Particle Swarm Optimization [7]

2.2 Implement the Simulated PSO using MATLAB
The simulated PSO is implemented by MATLAB code [9] and displays the following output.

Best: 4.54523e-09 Mean: 1.47993e-05

I - Mean Score

18 | - Best Score

16 |7 T -
14 TR
12 F -

10 | - -

o S0 100 150
Generation

Figure 3. The PSO algorithm searches the space of the “ackleysfcn” objective function and
reaches the convergence (generation = iteration)

2.3 Accelerated PSO (APSO)

The standard particle swarm optimization (PSO) uses both the current global best g+ and the

*
individual best ¥ (t). However, there is no compelling reason for using the

individual best unless the optimization problem of interest is highly nonlinear and
multimodal.

A simplified version that could accelerate the convergence of the algorithm is to use only
the global best. This is the so-called accelerated particle swarm optimization (APSO)
which was developed by Xin-She Yang in 2008 [7]. A further improvement to the accelerated
PSO is to reduce the randomness as iterations proceed. That is to use a monotonically
decreasing function such as
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where ao= 0.5 to 1 is the initial value of the randomness parameter. Here t is the number of

iterations or time steps. 0<% < 1isacontrol parameter.
2.4 APSO implementation

The implementation of the APSO was simulated using MATLAB code [10]. The total
number of particles = 10 and that of iterations = 10. The 2D “Michalewicz” objective

function is used. Two outputs are shown below.

s

RN
s
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Figure 5. Initial and final locations of 20 particles after 10 iterations.
2.5 APSO implementation results for speech enhancement

The proposed algorithm does not use individual best position for updating the new locations
and is capable of finding the solution in minimum number of iterations. Further, the

proposed APSO algorithm is converging faster compared to SPSO algorithm [3].

3. Gravitational Search Algorithm (GSA) for Speech Enhancement

3.1 Gravitational Search Algorithm (GSA)

Gravitational search algorithm (GSA) is an optimization algorithm based on the law of
gravity and mass interactions. This algorithm is based on the Newtonian gravity: "Every
particle in the universe attracts every other particle with a force that is directly proportional to
the product of their masses and inversely proportional to the square of the distance between
them" [11].

3.2 Gravitational Search Algorithm (GSA) Implementation

The implementation of the GSA was simulated using MATLAB code [11]. This experiment
uses Function 1 to calculate the objective function. The output is shown below.

=

Bstanda

=
[ == T e 1= S SO == P =y L= =T

Figure 6. This implementation of GSA uses Function 1 to compute the value of objective

function
3.3 GSA implementation results for speech enhancement [3]

The simulation results concluded that the performance of GSA algorithm is better when

compared to SPSO with respect to the speech quality and intelligibility.

Table 2. Comparison of quality objective measure PESQ
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Input SNE for babble noise condition (dB) Al porithm PES() scores
5 SPSO 20455
GSA 21772
1] SPSO 22287
GSA 23312
10 SPSO 1.6485
GSA 1.6697

Table 3. Comparison of intelligibility objective measure FAI

Input SNR for babble noise condition (dB) Algorithm FAT scomes
5 SPSO 0. 1602
GSA 0.1735
1] SPSO 01419
GSA 01545
10 dB SPSO 0689
GSA LR34

4. Hybrid PSOGSA for Speech Enhancement

4.1 PSOGSA

The objective measures that improved SNR, PESQ, FAI and WSS have got improvement in
hybrid PSOGSA algorithm when compared to the conventional GSA and standard PSO
algorithms. And it can be concluded that PSOGSA can more effectively reduce the
background noise of the noisy input speech [3]. The main idea of PSOGSA is to integrate the
ability of exploitation in PSO with the ability of exploration in GSA to synthesize both
algorithms’ strength. Some benchmark test functions are used to compare the hybrid

algorithm with both the standard PSO and GSA algorithms in evolving best solution [12].

4.2 PSOGSA Implementation

The implementation of the GSA was simulated using MATLAB code [13]. This experiment
uses Function 1 to calculate the objective function. The output is shown below.

Benchmark Function: F23

-10%

<

=]
-
T

Fitness(Best-so-fr)

_1o="L ' ' ' ' . . 1
o 100 500 500 oo s00 S00 1000
ITeraticorn

200 00 Eleln]

Figure 7. This implementation of PSOGSA uses Function 23 to compute the value of

objective function
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4.3PSOGSA Implementation Results for Speech Enhancement

The SNR levels of the input noisy signal for babble-type noise is set at —10 ,—5, 0 and 5 dB.
Results are averaged over 10 trail runs. The performance of the algorithms

is evaluated by computing SNRI measure, and the results are tabulated. There is 10 dB
improvement in PSOGSA when compared with that of SPSO algorithm. At all other noise
input SNR levels of noisy speech (—10, 0 and 5 dB), there is almost 6 dB improvement in
SNRI with PSOGSA when compared with that of SPSO. Throughout input SNR level, there
is almost 2 dB improvement in PSOGSA when compared with that of conventional GSA.
The performance of the algorithms is also evaluated by computing intelligibility objective
measure FAI [3],

5. Bat Algorithm (BA) for Speech Enhancement

5.1 Bat Algorithm (BA)

Bat algorithm (BA) is one of the recently proposed heuristic algorithms imitating the
echolocation behavior of bats to perform global optimization. The superior performance of
this algorithm has been proven among the other most well-known algorithms such as genetic
algorithm (GA) and particle swarm optimization (PSO) [14, 15].

5.2 Bat Algorithm (BA) Implementation

The original version of this algorithm is suitable for continuous problems, so it cannot be
applied to binary problems directly. Here [14, 15], a binary version of this algorithm is
available.

Conwvergence curwe

W
[

= NN W
M o n [s]
————
I L

Average Bestsodar

-
[s]
T
L

=] n

o S50 100 150 200 Z250 200 250 400 4S50 S00
Iteraticon

Figure 8. Implementation of the Binary version BA

5.3 Bat Algorithm (BA) Implementation results for speech enhancement

Other related simulation discussion on BA [3]: BA has yielded best solutions to the problem
of adaptive filtering in speech enhancement by providing a dynamic balance between the

exploration and exploitation of search space with an automatic zooming effect. With respect
to quality and intelligibility of enhanced speech, simulation results proved that the proposed
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BA-based enhancement algorithm is superior to SPSO-based enhancement algorithm and all
other algorithms proposed in this research work.

Bat algorithm (BA) is one of the recently proposed heuristic algorithms imitating the
echolocation behavior of bats to perform global optimization. The superior performance of
this algorithm has been proven among the other most well-known algorithms such as genetic
algorithm (GA) and particle swarm optimization (PSO). This version of this algorithm can be
applied to binary problems directly. This study run the BA simulation successfully which was

executed under MATLAB R2018a and the simulation output is displayed as follows:

6. Conclusions

Since the implementations of the four metaheuristic optimization algorithms (APSO, GSA,
PSOGSA, and BA) are well done, which provides a good base for more advanced study in
the near future, such as to create a much powerful algorithm by making a variant of a current
algorithm or combining multiple algorithms’ advantages.

Besides, with the work presented in [3], it is proved that the performances of the proposed
algorithms are compared with the performance of the existing standard PSO based speech
enhancement approach. From the results it is observed that each of the proposed

algorithms achieved better performance when compared with that of standard PSO based
speech enhancement approach with improved speech quality and intelligibility scores.
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Abstract

The lack of understanding of energy saving knowledge leads people to be slow in replacing
their old, energy-inefficient household appliances, thus impeding the energy-saving
promotion by the government. Recently, chatbot becomes more and more popular since
conversation is a natural and effective interface for knowledge enquiry and information
sharing. In this paper, we describe the development of an intelligent chatbot, which provides

terminology defintions, energy saving tips, energy saving logo explanations, calculation of
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power cost and so on. We hope the application will speed up the knowledge transfer and
promote the energy saving in everyday life. The method involves collecting knowledge
related to energy saving, labelling the collected questions into (question, answer) pairs for
training and testing, and training a classifier-based chatbot using Support Vector Machine
(SVM) for answering energy-saving related questions. We utilize existing chatbot
development tool, Chatfuel, to develop a chatbot system. This prototype has great potential in

drawing attention to energy-saving awareness and practice.
BAgEEE - BB A > ST ER - HReeas
Keywords: Chatbot, SVM, Web Crawler.
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