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An Empirical Comparison of
Contemporary Unsupervised Approaches for

Extractive Speech Summarization

BIt3h ~ BET ~ Mgl ~ B ~ TR - TR

Shih-Hung Liu, Kuan-Yu Chen, Kai-Wun Shih, Berlin Chen,

Hsin-Min Wang, and Wen-Lian Hsu
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FH A IS AR R TR R S5 2 > (i B R B IRHRR AN 2B > t.ER IE ) Bl 22 (Automatic
Summarization) ¥ £ 2T 42K —BEEAF IRV SE R o B gk =U(Extractive) [ B 2
ERIBE B E RV Z LB - 78305504 (Text Documents) 2EE £ S {4-(Spoken
Documents) 88 B —SbgES (R R AA S (4 2 B 5 E NV S el ) & (E I 22 - R
ok U 2 A 5 — {8 & 3 2R (Information Retrieval, IR)AY [ - FEFHREA ST
b f I EE = 154 (Language Modeling) R Pk B SE5E 4] 2 702 » 120 b
SEE ST BEE S S H B EAE S LA N SRR « AR SRS HETET ST

fE— TR = E AR E R - & 0 A R4 (Relevance) & aH Y
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il MG B T B A R RE S A > W E S A =R & (Tri-Mixture Model, TriMM)
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LR L2 R - Jt% > SO RS A BV EE SR A RO R i =
A EAERS LB o RS SCHVRE S SR B BB R PR A A E R
(MATBN) ; EEREEREUR - BN HERARIREEAMETT L - RITFTE
FIRTHTE AR T AR fe Bt SR A

BRSET: S(EUCHC - SESEA - EERbe I es - B - Enskal e EhimE -

Abstract

Due to the rapid-developed Internet and with the big data era coming, the
automatic summarization research has been emerged a popular research topic. The
aim of automatic summarization is in attempt to select important text or spoken
sentence to represent the topic (theme) of original text or spoken document
according to a predefined summarization ratio. In this study we frame automatic
summarizaiton task as an ad-hoc information retrieval (IR) problem and employ the
mathematical sound language modeling (LM) framework for extractive speech
summarization, which can perform important sentence selection in an unsupervised
manner and has shown its preliminary success. The main contribution of this paper
is three-fold. First, by the virtue of relevance modeling, we explore several
effective sentence modeling formulations to enhance the sentence models involved
in the LM-based summarization framework and the first use of tri-mixture model to
improve the performance of extractive speech summarization. Second, since the
language modeling will suffer from data sparseness problem and the common
solution is to adopt smoothing techniques, in this research we investigate three
different smoothing approaches to evaluate how they influence the summarization
performance. Third, we further apply the well-studied ranking model (BM25) and
also its variants in IR community for ranking important sentence in extractive
speech summarization. Experiments conducted on public avaiable dataset
(MATBN) and the results show that our applied methods have effective
summarization performance when compared to the other well-practiced and
state-of-the-art unsupervised methods.

Keywords: BM25, Language Modeling, Pseudo-Relevance Feedback, Relevance
Modeling, Extractive Automatic Summarization.

1. &% (Introduction)

B AR (AR - TR S0 SC R 2 M B AR R A 55 T2 2 R
232 (Information Overload)RSRE1 75 £ - 407138 A PTR FLAT At B 2
FHES TSRS I S ER - R — 2R BT - £ S5
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JiEH - HEhfEZE(Automatic Summarization) 7 £5i Fy j& —THAR AT ECHERAY RS R Al (Lin &
Chen, 2010; Liu & Hakkani-Tur, 2011) - H & #§ 3 >~ H 19 /£ 7> 75 B BE — 2 {4
(Single-Document) =t % & 52 {4:(Multi-Document) ) 8 BERE 52 B ¥ RE &1 - FEILERE
RE LA BRI B B AR SR T B DU R ES PRV ER - R L& K SN
MITEBE G NS » 55— )7 H » sB S ZER R B &R 2 — 5 AfEEE
B L) Rtk B it ~ AR R B P S R w N - Bl - S
e~ BE R B ~ B~ BT - & g KOs s Bk & 55 (Ostendorf, 2008; Nenkova & McKeown,
2011) - HEHBIFE EE - HEHHFEREN S EE T 5 NS REE I s By N
BN S BIE A - 1A HEMN O RSB T B e T NE » A AR
WP AYEE R B R BRI AR T - ARCRAVEHERUT -

HEAH TN S AE T SN SEERSE T » M A 1 B Bi5E 5 P (Automatic Speech
Recognition, ASR)$ il 5 Bl iF ARG 2 i BB HY S PN - BRSSP S Y
Rtk g B - DUERIR S Hae s B BB S U2 B - (Hpt3R P& B & Wi
loryEEfE - GBS SCHEEEE S R B B S O P HIEE R NMEF YRS RIS
k= A PR E - (FEEEMESTE BN FRMAS AFNEEEN Rtz
SEE S RE S EEsERE  BEE - EEENE - B ESEEE SRRy
5 2 1A g B 25 (YRR -

—REARER - B BN ST R R 2 R B AR AR TERET - BLE T AR ~ Aok~ 5K
PR DS Al DA i flf 0 24 {18 =] T AH A A BH 328 (Mani & Maybury, 1999) :

(1) 2R = MRIESCAFAE > AT Py Ry B — SO S B 2% B S (R 2 (Cai & L, 2013)
B E R I R E AR - BEAEES AR S AT E 2 % E
AR R W E L R LAY SO - 75 R BRSO 1R I UT &4 14 (Redundancy) HY &
(Carbonell & Goldstein, 1998) » = fE S (- il S5 (55 A= Y5 1% I (Causality) (Kuo & Chen,
2006) - 3 HAESRSU 2 IRV RIR B (4 - &Kt & A ERe A A E MR SR 2 -

(2) Tk AR TR RAE  fEAE A&7y R EA & (Informative) ~ f57R M
(Indicative) ~ DLkt (Critical) - HA &SR MEAIHE SR HI AR SRR T 5 NS B4
OB BRI S A SRSy T RE N A BRI - WA SRy A Y
T B0 BUAM: - BT - S EMEMIREEME SR - IRIEL AT EE AR YR SN SR A
HYBR AR SR N2 5 BBV e 1 Y 1 B2 42 (4 S 44 1k 181 B2 £ a1y 5Bl (Positive and - Negative
Sentiments)(Galley, McKeown, Hirschberg & Shriberg, 2004) -

() T3z s ARy B RIS Bk (Extractive) RS2 B 525X (Abstractive) i % (S EE 5T
P - BT 2R R E AT ZEEL ] (e i AR S rp BRI B B (sl ) 2R AH R 22 5
M&E BT NE 2% BN EA IR ARG SIS - JArEH
ZEREBIEREEARN —E R 2R B FAE S - R 22 i R AT A H H R
TR o 2RI G U 22 7 S e B 2455 = P 2 (Natural Language Processing, NLP)
Fefly » 40EERHAEEL(Information Extraction) ~ ¥fz53f## (Discourse Understanding) iz HAZE=
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A=l (Natural Language Generation)Z§(Paice, 1990; Witbrock & Mittal, 1999) - [Rlfit » #THR
gk 2 AT B 20

(4) R RFEE IR W] o3 Ry — M (Generic)fii %2 B2 DL &) [y KL (Query-focused) A
H o FIE R R R S A AU sE S Ze B R s e M E R E SRR ) - WIS A A
MINAT] DU R S AT A R TR 1882 B 0 P By e Y A s A e A B B A
BRRYREEL -

(5) MRy + FER R = - (1) ARG AR AL (Lexical )Ei&h i (Structural R
HE i 5B AR AU R ffr (Zhang, Chan & Fung, 2010) - (ii) B2 & U253 5235 (Supervised
Machine Learning) DL & (iii) I &5 B = 1% 28 22 33 (Unsupervised Machine Learning)(Liu &
Hakkani-Tur, 2011) Z 5 RG il - BRI RS E AR S B0 A E— IV IEN N HAREIZ
BB RSB ARG - (HIRE B F e E VT AN RE R R E A TS
Sk DU B A 5 B (F(Basy-to-Implement) e 14 - 155 5 (5T 2% B2 M TSR Bl e -
A X EE TR H B R s S8 0y 5 =0 B e 2 A -

SR R E R > ASR S EERIT R~ BB E S EE e M MR - i
B ARG B A S ARG » AT - SRS = A 7 RS B U A R e 78
FHEE R I 230 A IR 72 AR (Zhai, 2008) - 45 S5 4t 4725 H g e T A8
F A 2 5T (Lin, Yeh & Chen, 2011) » JRIES—E AR » A SRR L
—SEE R fRH = EE R ER - E5t 0 AR B (Relevance) ERHIVIE S E
W E N & s e 2 4E L th(Zhai & Lafferty, 2001a; Lavrenko & Croft, 2001) » A& E 5,
&5 R Mgk P o RS B R At R R T EE A B RE S AL M R =R & (Tri-Mixture
Model, TrIMM)fHAY - Hf55 DASORS ARG HIGE A VRE BN S - W H B - &
S S AR P A AR AR (DURE (RIS - 1R A BE & 8 &R B (Data Sparseness) i » 11
(A A A AR R it g — B 5 S ELTE AR R 0l » t T AR IR R B B ey R PR
ERZ - BEdERAERI G B RE BRI MEEE - Rt - SESEACPB LR R
AR EAAYER 52 » B ARIHIE R EUR - SECEE LRI 68 F E AE S TR T
BRI - AL o AR SOE KRECECA [F P bRl A sE = S B 52
B o fxi% o bR T RE S BAINYERET 2 b o TRAFTHE 2 s BR E G (5 F 2 R A R A R A Y
s TR L o RS SRELHRT ¢ 55 " EEE A 4EER S B B R AR T HIAE
RALFFEEL S © 55 == 4a 0 AR S AR B (Rt B R B 2 R EL - PRI R L0 {A]
FEBNEE A BRI M B SR U R A AR - (RS DU R R HREE A S
FUUE S 4 SRR AP R AN B e E U R EER T B AR B
HHRE U ERI L 2 J77% © BANESRHERE R R H T Ri% - SR RS
RABFETT I

2. HEEEEEFAT (Techniques of Automatic Summarization)

A SORE B 2 AR R ST ATl 4 5 e Y E B AR R R ffa A BS HEERr il = A (Mani &
Maybury, 1999) :



E T E A0 Z LI R At 1 Z 5

(1) DARS BH.Ea s B 4E ERHBUR B0 2 B B S AR il © {F 1950 (X A2 F R T G
A5 (Frequency) 2K 51 & 5 — ([l 58] Y 35 S 4 B 51 55 S 4 o A — {18l 55 ) /19 5 3 1 (Significance
Factor)(Luhn, 1958) - 7B {F I » ] DU —{l5a#E TEa/ER s A (Stemming) - & H 72 5 ]
R (Root Form) » [E]H5 4 Fif= FH 56](Stop Word)f 522810 5155 # 55 (Content Word) Y EE 2214 %
BRI R TR BUE TR (s 21K) - BRI E i ZEL B AR A T E gk U 2
HYEEE » 182K » AEREFI B 286 = 7o fr(Natural Language Analysis)ise fiir SO A4 T
M AR S ASERE(Grammar Structure) B EE = HEf(Linguistic Devices) sk & A [FIEE By
B2 BE{4(Cohesion) » 740 : EEEEEE (Anaphora) ~ &% (Ellipsis) ~ 454 (Conjunction) » =[H]
Fean)(Synonymy) ~ g5 (Hypernym) %55 53 {4 (Lexical Relation) » i DL 45 ST H
L - AHRARAZE IS HI5EA2#E (Lexical Chain)(Barzilay & Elhadad, 1997) ~ Z=BiaEEL4H
## (Discourse Macro Structure)(Strzalkowski, Wand & Wise, 1998) - {&g¥4% /% (Rhetorical
Structure)(Zhang et al., 2010)55 - S5 A E2Z{EEE 200 FRHOU% » #FA 85%HVE Zih
AR SRR —EE - TR E BB A IR AT R 1% —E(Baxendale, 1958) - [A[it » $2H
T EE ARSI AL B (Position) E G HUE AT T ZERE A BE AU Y — THRHSR AR -

(2) DAFREE a2 R At BN SRl © FEERE AR eR 2R i K B Bl =
B R o HE R it Pk E AR MeE ) 2 R - B A Est B — R it sg |
PEFP(ER - RAVEHEE © SEAELSCAMER 14 (Gong & Liu, 2001) ~ sBA]FTIERHYEE = 158
A Y ST #5855 (Chen, Chen & Wang, 2009) - 3E4)[ 27 #HEE % (Erkan & Radev, 2004;
Mihalcea & Tarau, 2004; Wan & Yang, 2008) ~ si(zE /) Eil S (F A7 et 3= R 25 i oh () BE B RE (%
(Lin & Chen, 2009)% -

(3) ERE=ias st E N Atlt A B IRl « B e i i B B = (T
B R ooy (Binary Classification) » JRE[RFEE A6 77 Ry 2iah f) s R SR 1) - 3%
RN EEE S AT — e[S S DA R H B FE I N TAES A 1 AR B 1B S FE SR
BN T o IRV o S e AR SO - BB AR SR R )
HEIT I BRI A SR A A = - PRDTAEEE AT MR 75 B R G B HL I
Z#%(Naive-Bayes Classifier)(Kupiec, Pedersen & Chen, 1995) « =R &% (Gaussian Mixture
Model, GMM)(Murray, Renals & Carletta, 2005) ~ [&ii={E 1] F5AI(Hidden Markov Model,
HMM)(Conroy & O’Leary, 2001) - ¢ ¥ m) & 1% (Support Vector Machines, SVM)(Kolcz,
Prabakarmurthi & Kalita, 2001; Zhang & Fung, 2007)&8 (&4 &5 (Conditional Random
Fields, CRF)(Shen, Sun, Li, Yang & Chen, 2007)%5 o B2 E KR 0] [E]0545 & 2 MR Eok
FoRNG B (R R R R e R R R 2 i 75 B S IR R E U
ST EE A AT Y > BEUR R E) 47 & ST R SR T B R R SR P AR R B
Ui AR R BT ) 2 A5 8 I i B2 5E AV (Lin & Chen, 2009) -

BEAD » ST AR SR S E R (What-is-said) » T35 B 5L 7 2 45057530
ERTEAMNER  WE R 7B - ErRginy 2057 (How-is-said)(Penn & Zhu, 2008) >
BHEEMY » SRS = SRR R A EHAIN 2 — » WRLEE S SRR AR R 95 i
e RS EE S st TP 2L HUS S AV BR & (Prosodic Information) s HIEr =6 ) HY S 24
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40+ F#A(Intonation) ~ ¥ = (Pitch) ~ F 5 (Power) ~ 5B #8785 4815 i (Duration) ~ 3B
s R (Rate) ~ 555 (Speaker) ~ 15 Bl (Emotion) FIEG 55 F 5 5 (Environment) S & 51 » 22 LB H]
TEE R SRS T DA A F A EE A RHECE AR (Liu & Hakkani-Tur, 2011) -

S HHAEZESEENET XERME (Language Modeling for Spoken
Document Summarization)

e EEER R RRENEEPE R EES RN - B 5 EHIGES
e Y AT ] R [ R AR AL SR B (5 o HoEEe AJHEE = 4R (Human Language
Generation)/2—{EFEI&S1E - MEE S HEAGLR B HEE MR 58 - 584 ~ BO%
BE SR 2 AR A R R i TR Ry A i 5K BB S 8L B (Generative  Language
Modeling)(Zhai, 2008) - % fifi B (Y 5E = 158U F B HEE = 52 (Unigram  Language Model,
ULM) - ERF G 2 IIEE R (5 > SUERS S — (56 A 5 IR AR - R
BEWEHAGESER f N-EES A > @ N K 2503 (Bl s =EEEHa) -
L 8 W 1 ) B B — ([ R e Ty 3 B R BB P R (% - (EfS—1E2 » BHuEnE
SRR N-EEE S AN T EER Y — & ¢ EMMEFRE AR —EE A S
HIBRAVHER 3 - B aa 2 2 FE A L[] H R BN AT REA IR o0 IR RS MY A
THEGEN - RtESEAZ BN NI E e 2 7 AR T -

fEilE%ET  BEEMEEHEERES D O EZHEH B A R EEE B
(Zhai, 2008) ; {HELFAIFTHR] > LB E SR ZEIERS L > BIREHE S EA AT B
/D o RemsO RS HEE S ARV R B TR B ) Y - R T E Ry e A
SE A A ST AR SRR & (B (Document  Likelihood Measure, DLM)(Chen et al.,
2009)- AN A EEES 2/ INEFFAMT R R 2 e {5 FH B B Bt 1k S AR AR A B g R 2R it
FHAF U AE RN REANERE NS -

3.1 X EHMALEEME (Document Likelihood Measure, DLM)
FMI T DAIEEE S BB R e E RS - —RokeR - &k Z (Information
Retrieval, IR)i51F =544 A S {4-(Relevant Document) i [B] {5 ] =& it 2% HH Y A 5 (Query)
=& AR K (Information Need) © [EIfEH - TEIEHEEE S SUIFRZERE > o] 5 — 9
TR Ry 2 A - 0 T R A (Sentence) 17 Ry fig: 22 & SH BT (Candidate Information
Unit) 5 2L > BT o] DUBESAEPHEZE S0 rp > B AR R EE A A A nlse 2 vl A2k (R
X E BT MR -

BT RIS D X ErhE—5E4) S iy &R P(S|D) 7] LA RF ek
] S BASCI: D IE B - B FEE S HAIKETE P(SID)E - %48 H L £ 7 (Bayes’
Theorem);K: P(S|D)J&Fa k() :

P(D|S)P(S)

PEID)=="50y M
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Hrp(D) &3 D IEFIHE - R P(D) M2 EsE i HEFAS S > o B A )5
S—J7H » P(S) B&H) S AR » ATLAE A& IR 5 A B B 07 7E50K
5(Chen et al., 2009) o A& SZHY W 9% R 52 56 1) 0 =5 Al i == By — {629 &) 93 473 (Uniform
Distribution) - FffLA P(S) JRATEME 1% » P(D|S) /&sft) S AT R HsE = A1 A4 g S 14
D Z &R (EREIE S EIE) - TLARIZRF RS D BlgE) S 2 VAR IRE (% » WI5REE
1] S ARSI D WIS E RS - (AFREEH] S BLSCfF D f AL GE H fRpe (AF S04 D) »
HNAA v RE S sE 6] o T Al DU 2D i B SO D thERBlEE > 2 @iy » I A
5 R —EEE RS D S AR IE P BE (4 (B R 223 (Bag-of-Word Assumption)) » Hij
SEA] S A2 A ST D Y S EAR (DL £ {E (Document Likelihood Measure, DLM) P(D|S) #/#f
P D R Ag—AYEE w18 AR A BRI 2 R
P(D|S)=]]P(w]|s)°™? )
weD
BEAE 5752 ReaB ) S T —(EEE 5 AY (Sentence Model) P(w|S) » w2HERAESC {4 D
(38 C(w, D) S8 wHHIRAE S D 2By « Eooh  FRATATFIFR A (AR U (5330
(Maximum Likelihood Estimation, MLE)Y /5 =\ 2k 17 5 —(EEE A 1Y E A i A -
C(w,S)
|S |

E@)H - C(w, S) Forsd w £z S HPHHIRHIIE - [S| A ReEH S HISEGS - (E5E
BHYE » HREES] S EAE R/ DR FEEPTAERL - RIS 5 7 1 &R B (Data Sparseness)
HIRTRE - 18 G G aE AR A A S R LA DL At RIS - {8 AT 8 i A A fe bt A 0 —
SRR AR EIEAIHR I - A R R R AR R REL R - BEGEES) S A
7 D BHER(E R - By T IRES BB 5 > aTER IR L (Smoothing) Fff sl iz ik » & &,
BB LR T4 7A Jelinek-Mercer S35 4L ~ Dirichlet SE3E1L - Add-delta SE81/E (Zhai &
Lafferty, 2001b) » A {5 A Jelinek-Mercer P78 flirs Ha (s A DAK & S sBsH 4R T
YR B B EE = 15 Y (Background Unigram Language Model) sl 38 =5 A5 8 (Zhai &
Lafferty, 2001b) > # P(D|S) ®]ifE—SHZFRIRAL

P(D|S)=]][2-P(w|S)+(@-4)-P(w|B)*™” ©)

weD

Her o P(w|B) &5 w e S EGEE S B 2 HRE -

P(w|S) =

©)

3.2 FEEHRAEIEE (Pseudo-Relevance Feedback)

HE o S EVEEAE D FFAYEE ST AE R o SR AR AL F B AR BAR LR AR - 25
ZEEERMRREE B > HiEshEe S PRI s BN IEMEG R S
BAYAR R D Z R AEBLEE (BARAS T REARDURE) - FrlARE th s et S AR TR AR
B 838 Ky i RV A2 —(2885(4)) -
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Ry 7B R A a8 A Y DR AR B S ML AR AG Y R > FRM AT R AR & s &R
(Information Retrieval)E15#5 2 IE F AV R #E4H ¢4 ol @& (Pseudo Relevant Feedback, PRF)
R i o5 A ek A A5 Y (B (M =05 HoA 3 78) (Chen, Chen, Chen. Wang & Yu, 2014) - f
It B Y - & A B (0] 528 B A SO I R I g s S BRGE &
(Query) » Az A —EEHRER AL F - Hl—2LBEEa) K ATREMHRBHAY S - E
BU Pt 2 R BEAH B S £ (Pseudo Relevant Documents) 5 — [l fifj 5.6 5 =R 22 HL
FE i i (h R o0 B =) Y 2% 0 S 4 (Top-ranked  Documents) - 74 1 7 Se i SERH RS
% > BLE] LUK BT AR b HERE ) R DA 8 B DR B e HAR AR A 2 fRE - R
HERRIE O B R R B0 1 AR o P AR SCEH R A RS A T b gE - B IRPE
HE R 2SR TS RE BERE B SO (B = HE P SR » 2 L S SR ) RS R P S 22 B
JEE T 4EE RAVERE I & A RS (Relevance Model, RM) ~ fiff B & 15474 (Simple
Mixture Model, SMM) LKz = & &1 (Tri-Mixture Model, TriMM) -

RE $EAH 6H]

| e |
[ ~ B (ST

[Figure 1. Hlustration of pseudo-relevance feedback.]

3.2.1 FEREERY (Relevance Model, RM)

REBHE A R A B R we 5B 0 S SR AT 2 — (B ~ UASERE » JAIMTH
Z Fyab AR (Relevance Class) « FEAGR ST BAPIHY H S R — D s A LR
BRI AARAYERN - FEIR S e B AR A FTRE (VR BN B S R L - 28 > &
B bE—5EA AURHBEE RIEE BELURERRY - Ryt - FMTIE M8 R A R 0 5 (Pseudo
Relevant Feedback, PRF) <= £ Bl i 5 1) T e AH BRI — LR 521 - 0RE R i S S0 AR AT
AR - FEOANENY > fE B (F L PATREEESEAH B S (B =7 2L ) Drop={D1,D2,...,.Dm}
IR RBRBE - #E BB w BEEA) S 1£15 Lo Sl BE U1 o[BI 3R
ZREG > ATETR HEE s B EE A AR S H (Lavrenko & Croft, 2001)
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Pew (W,8) =", . P(W,S|D,)P(D,), ©)

BTV REAE 46 E e — R R REAH B S ﬁ%éﬁ%’jmﬁﬁﬁé’ﬂ A HEBAIA
F g St 2 BT BN L S e 2R (R A e Y Bal S Beas) - RN 25 Bt i A o [ 5 P B
BRI Ry -

ZDmEDTop HW'GS P(WI| Dm)P(W | Dm )P(Dm)

ZDm'EDTop HW"ES P(W“l Dm')P(Dm') ’ (6)
HfP i 2 Fsfrleii i (Relevance Model, RM) o [ RY A (ERE £ 17 R FE g SR AH B X 1Ry
Bl o A PARUE R RE SR ) A AR S VAN - FrARERY A - Bt DB S 4 i A i

FACAR L (A IR RE AR > o] BE R R i e ) I RE B N A s SRR M - DU T2
A

PRM (Wl S) =

2 fHEERARER! (Simple Mixture Model, SMM)

15 B R A ISR A B A A AR B % R 45 A B (o] B Al BT 45 21 A R 60 AH B SC (-2 AR REAY B
RETE B S PR SO (RN EL B 0 Al B R B B8 Psmm(WIS) > BE BHEENER » i BOR & 1A
& (B 3% i $EE A BE SC /4 Drop #RAVEAZE W 2R B A 5 57 R & 155 5 (Two-Component
Mixture Model) » H— 5l R SR Psum(WIS) @ 55— FyEr it = 1240 P(W|BG) - i HUR
BRI ik 2 S FH A S {8 5 KB (Expectation Maximization, EM)E B0 R A LEE 1
HERE ST BT8O (DU (Log-Likelihood) DU T TR Y At B - JEL R S AH B8 S (- 09 S BURH 1L
FERYE A T (Zhai & Lafferty, 2001a) :

DTp ZD GDTPZWEV C(W D )
Iog[(l—a) PSMM(W|S)+a P(WlBG)],

_U]T

>

U]

Hrf o By P 280 FAERIFEAE RS Z b m i MR SRR R 5 A
c(w, D) Ryl & w FERE HEFHBE S D YL (VB ARAEHE B‘H A= IN( R
Hr R

I AR

() _ a- P w|S)
" a- PO (W] S)+ (1-a)- P(w| BG)

®)
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SN wta7 7

2o, CW: Dy )7
Zwev ZD,’T,GDTOp c(w,D;) 7y
Hep | FrRRERAERYEE | ZOER - = 6 BR SR E A& s B A B ik
(Specificity)ygal s~ t%% » FIAHGE LA H =ab 5 R4 A i AR (Well-Explained)

A hnsR B iSRRI 1y B B 3 )l (Discriminant)sE VSR AR AL fO 2
AR > IR G e R aE S AT -

Pm (W] S) = ©)

3.2.3 =REER (Tri-Mixture Model)

P—J5H > A E Rt =R AR (Tri-Mixture Model)(Hiemstra, Robertson & Zaragoza,
2004) HIRNFE S AT - RAEATH AR LENEE ESHEE BHE—PN
B2 $5E A B SC 4 Drrop #RAVER 2 W R B A =Fl R 57158 (Component Models) » H— %
SR P(W|Dy) » B R =R AR Primw(WIS) » 1% FyEr seah = 1240 P(W[BG) - =J&
E TR A 5 R 2 6 S S AR e R A BB R A A e A A b R A B ST (R S U (DL DA T
AR AR - LR B BE SR S U (DL Y E #8400 T (Hiemstra et al., 2004) :

Lo, = Do.eon, ey CW:Dp)
log[(L— A — g2) - Pri (W[ S)+A-P(W| D, )+ 1 P(w| BG)],

(10)

Fop AR B RSB AR (I R S L R =5 A R St ST e
Sy BB - o(w,Dp) il w TEREEHERISC M Do 9B > QOB AL TTIEHE
TS (B AL BT A AR Y

I EADER -
fo = c(W, D) -A—24—4) - Prrimm (W] S)
"B @A) Prowm (W1S) + - P(W| BG) + 4-P(w| Dp) )
A c(w,Dy)-4-P(w|Dp) ’
P (1= - 1) Pryinm (W[ S) + 1 P(W| BG) + A P(w| Dyy)
EARALPER ¢
BrnaW|S)= 3
ri w =
Triv DmeDTOp ZwerDm (12)

ew, D,

ZW erDm

Pw|D,)=
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I =R AR AR R Y > AT HUAR AR R A A BB 2 4R R4S & (linearly
interpolation) :

P(W[S)=y-P(W[S)+(L-7)Prm (W]S), (13)
Hit0<y<1 &y =0RFMFEHESHEAIAEANEEHA -

BRI~ Y EDR SR K = RS EAE & R EE T E#EZ EH (Zhai &
Lafferty, 2001a; Lavrenko & Croft, 2001; Hiemstra et al., 2004) » {H{F g2 {F 1% T Al S AH 5
/DR - ES—RIVE » AR B R SRR P e I ST -
(Chen, Chang & Chen, 2013; Liu et al., 2014) » {H =R S RIAI A L ERE| AFIGES
TR -

4. HERIHEFFIEEL (Probabilistic Ranking Model)

fEE R Z Fisk(Information Retrieval, IR)r > £ 2R E dat— (EHE R A
BERRARUARE SR [EIARI PR 8% =t B SO 2 R T — (R A
RZeHEr— RSB A Z M > NI A A - S E AR e RS T SRR
PRSI RE B R o > Ho i A A AR UL R B Ry i (2 UTEC (Best Matching,
BM25)FEFr5 Y > AT RS /1 48 e RV ACHR - fR AL R A fif

4.1 BM25

TE&AHXNEF 24 F - AREFHERENNAETE > SN —EME ARt EFet
BN 2 B BM25 (Jones, Walker & Robertson, 2000; Robertson & Zaragoza, 2008) :

BM 25(S,D,B) = > F(w, D) Sim(w,S) - IDF (w, B) (14)

F(w,D) = c(w, D)(k2 +1) (15)
C(W, D) + k2

Sim(w, ) = c(w.S)(ky +1) (16)

c(w,S)+ki(1-b+ bﬂ)
avgsl

B-n(w)+0.5 (17)

IDF(w, B) =log n(W)+ 05

Hrf o o(w,B)Fy w AESLfF D AR RE - B Ryer AT ATA SFEHE - n(w) Ry w{E
R AT AR o ISIRRE AR - avgsl RS0 D EBAIH PR » ko ko
b Ry ml ARSI 28 -

BM25 & — (B & w8 BT EE S E R SRR B DU RO B et At -
FE BM25 FEF AT IR AE S D YR E N & 4t RE S e B F(w, D)HEF T &
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HUEREE © E28 ks E Ky 01 > AR BM2S (EF E s ie & A MR X &Ed - A
FEHDERAVER  E2H R IECER K 00 BM25 KN EFEFaEy MRS - 0 H
HE— 20 MR Al S P R R SRR SR BOE & AV IORE 5 SCERAEBLE Sim(w,S) RIATAET
Ffp B S v B B L [E] B YRR S R SO R AV B S - B RE AR (R B S N
R RCEIN A o AR AL E IR S R H 28 k ECEAR R 0 AIFRRIR
(B S R FE R TR = HIHR R 0 85 SOA-HA kL IDF(w,B) 2 TR E 5 —(E5E sy &
FEME - HERE 58 A A 558 (Content word)AYREEE » NIfi M55 A8 58] (Function word)fy =

AT R BM25 J Y B LA 22 (Opinion Summarization)i#5E e » & T &
BT R OVEE AR - M — 23t BM25 (Z50R (Kim, Castellanos, Hsu, Zhai,
Dayal & Ghosh, 2013) :

BM25,(S,D,B) =) Sim.(w,S)- IDF. (w, B) (18)
weS
SimE (W,S) _ C(W,S)(kl +1) S (19)
c(w,S) +ki(1-b+b Kl )
avgsl
| B|-c(w,B)+0.5

(20)

IDF (w.B) = log c(w,B)+0.5
S - o(wB) B wIER R B AT - BlAE BRI TR - st
(14)E(18) - BM25¢ {F BfaB A THE S - SBS T R A s s BRI E N - (2558
R nA BN AR 550 H IDFe(w,B)VEAZMH T w £ RE B fih
B RE - A2 e w AR £ S ER B o IR SR8 H -

4.2 BM25L and BM25+
BB AREERHE > SCAAARLIE Sim(w,S)TEE4RY BM25 HEf7 A (208 (16)) &85
RN - BHMEERHY BM25 5t E AR B S RTFEER - AfENIL > FEERY @@L
EREERE A RENE o BT EEREIL T > BRI Ae)ER ST ¢
c'(w,S)(k, +1)

Sim(w, S) = 2
M S) = w8y k. .
b W)k
, c(w,S
quz——@L%T 22)
1-b+b

avgsl
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EENHE MR - AEEFRDERHCCEEOUE Sim*(w,S) > HEZWT ¢

(©(w,S)+3)(k +1) C(w,S)> 0
Sim'(w,S) =4 (c'(W,S)+5) +k, ’ (23)
0 c'(w,S)=0

Hor 6 B fE - BIHHHERT A5 B(BM25L) :
BM25L(S,D, B) = > F(w, D)-Sim'(w, S)- IDF(w, B) (24)

weS

BT B ST A (DU A 8 (R B T BM25 Y i B B 4 14 > (BT ¢ (w,S)=0 B Sim”(w,S)=0 ;
5341 ¢’ (w,S) B BM25L Yy & B 5 iRk » 41 H BM25L 4 873k 5% A {8 (Asymptotic maximal))
[ERF NI T —(E 1 5 (positive lower bound) ¢4 (BN 7L ¢’ (w,$)>0 - £/ VEEGH
(ky +1)0 [(k, +0)) > BEFHERT DI ERE A RS 2 508 N &R Ryl ) 8 17T 5 2R
B EF A S wif st s)

—J7MH > Lv & Zhai (2011a)# 3~ H G BM25 FEF A Ug i L @S RaEa) - gl
HAIHE P ARG A — RIS - B — P R — R by T 22 g e R
o W R RS LB — RGBT EVEA —ENERE > BT EFE
(1 - MAFERAE R 4G BM25 AZUHRRYSCAEAR IR Sim(w, SN A —(EH 8l - HSSUHH
R E IDF(w,B) A/ MEL » RIFTHYHEF A f5(BM25+ » (Lv & Zhai, 2011b)) :

BM25+(S,D,B)=> F(w,D)-Sim"(w,S)- IDF*(w, B)
weS (25)

c(w, S)(k, +1)

Sim*(w,S) = S| +6 (26)
c(w,S)+k,A-b+b )
avgsl
IDF*(w, B) =1 B1 72
n(w) 27)

Hep o B—EBEEE -

4.3 BM25T

£ 4.1 /NGRS 4EEY BM25 FE Ai A = (R ZSOERI 28Ky, ke, b)» HFTA VG 53t
Z[E—HEE o (BT A R ERE A R EE M SEt A RS2 8IE - B
PAEUE Sim(w,S) J2& BM25 A i EZATHEP I T BT A2 B ke ISl B EE 2 -
Lv & Zhai (2012) &% R&ER LR BRYEPHE RUE ERZ R &S AR IR LEY
SCEEBIPIELL - RIELA (0 A R R (Log-logistic) /7 A 2a T H (M 55 S B HE A [F 1Y
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S8k HiER - EEIEElte set)Cy > BEHIFTARETRE wVEEYES > AlFEzEw
NS k' ZEFAT ¢

> (log(c'(w, 8') +1))Y’

k'=argmin| g, —>C 28

1 gk1 Oy, (W) (28)
k if k=1

9, =1k — (29)
1 k =1

Hep o' (w,S) B 22)M[F - FelfIke ke FYEEERCELE 0.1 2 10 ZHE(EXH0 0.1) »
A (28) T M H] $ g — (5 5t w HY R S H ko B (28) BT KA HY S B0 [l R 461 BM25
PR AR RS ERAYHEF A (BM25T - (Lv & Zhai, 2012))

. (30)
BM 25T (S, D, B) = > F(w,D)-Sim" (w,S)- IDF(w, B)
weS
Sim’ (W, S) = c(w, S)(ky+1) 5 (31)
c(w,S)+k,'(I1-b+b )
avgsl
1. BB &
[Table 1. The statistics of the dataset.]
BllEES e
BRI E] 2001/11/07-2002/01/22 2002/01/23-2002/08/22
S 185 20
X PIIRHE AT 129.4 141.2
AP E R 326.0 290.3
AR A S 20.0 23.3
ST SRR
(Character Error Rate, CER) 28.8% 29.8%
SRS
(Word Error Rate, WER) 38.0% 39.4%
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5. EEpsER ati757%4 (Dataset and Evaluation Method)

5.1 EEs:EFRl (Dataset)

K im S F B iE R E B A 7 E B 8B (Mandarin - Chinese Broadcast News Corpus,
MATBN)(Wang, Chen, Kuo & Cheng, 2005) » & FH H L 52 e & R 9T T RER = AR 8
ASEH GG ERR BRI SO IR ES AN S AR —E/NFHY A TR R
AR o TR EE Fr e 2001 4 11 H £ 2002 4 8 H 483 205 Al HE - &A%
S5 ($E 185 RIlHT ) DA SRR (3 20 RIS D) /a0 o0 HErdifv4iat &R LFs -
280 205 AIFESE SUARREE R 7.5 /N - T MATUIE - UHEESAHESEAEN
FalE s o I HE S Wk s B B E A A EE B WEERk &S SR T 2 By sl & S (Spoken
Document, SD) - (RlFEEEE U R B S A B S P itsn 2 i 55— J7m > TPk 205
RIFEE SFRE R AN TRERE M X > AU A PR SEsR I (ERESCFRBR » FRFIRE 2 B
FoCfF(Text Document, TD) » FRISCF A H = U B RIT R EEN » FRATRIEE
SO T ZEAM Ry Bt SR B S S Y IE R B 2R - #EHH PEEGE B S RIS S
AR EEREE » Mo UL E S s N SR E T A2 8 - AR E RiES
AU SREE R 5 2001 ] 2002 41y o 48 B S 5=a8kH(Central News Agency, CNA) »
A H DA SRI ZES A T Bl B &by B EsE S A AR EEE S EA &
B R AVIEAR R & R 2R © 5940 > Aam SR 2002 AF Hh i s ek 9498 Al I EE
ST R S ST Ry T BRI AR R B Y A 2 A HY (Chen et all., 2013)» BRFAEE A S HYE fEAH B
@ E PR S R &Ry 15(H 5L /2 |Dropl=15) ©

5.2 §¥E77E (Evaluation Method)

HEMEENRHE A LA - —REBA il B—hEB ARG 5 5TE i
FNDANEN N B R 2 %0 P e AL B AL - 4577 AVERESy 1-5 77 BB AR TR 2%
AR RIS S S 2 T L Pk B R B S T SRR 1) » A& P e AR I 2 a) Tl
BRI B Pl Pk 288 HH B ) - 51 L & [ =R 4 () 1Y 22 B 5 (Recall-Oriented Understudy  for
Gisting Evaluation, ROUGE)(Lin, 2003) = H1//> ¥ A R IR FERFFE ST - AL B A28
H B2 705 B bR 4 (0] =R ] (Y S B S A 5B ST E R SRS T =0 ASEw SRR F L
feRHd 7730 ROUGE J7 A E a5 B B w4l SR B\ T i % = [ Ay 8 B i o (Units) 85 H
1 251 % (Reference Summary){= & (BE Az T A(EE) RV ELB o fHETHYE AL AT DA N-7EE
(N-gram) ~ Zi]f7%1](Word Sequences) » 411 * i fAH [F] 58 751 2aa R (Word Pairs) « HHA
AR BALTE Y T - N E AR B E RIS - W HBEEN S0 AL
PR o HEHE A3 8 =18 - ROUGE-1 (Bi#55 Unigram)~ ROUGE-2 (7#i57 Bigram)
1 ROUGE-L (F:&3F:[E] |/ B Longest Common Subsequence) 43#5° ROUGE-1 2L B Ef
TR AR - ROUGE-2 BT E B B35 1% - ROUGE-L BB EHETH » A
AL EATRIGE - HIL - BREIE EEELL ROUGE-2 778 - Adw Sk
TE R ZEEL B By 10% - HooE 38 R S P & e e S B R SRR s B B ) 2 DAGE
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SRy FIET R EE BIRY BT » FEPREE ERE A AR b B BCRE By o A (8 5] b gl
R ZRIR IS - K T IRFRE AR RSB - IR AR T R St e PR Ry
MR -

6. EER4EE (Experimental Results)

Jt

6.1 EMEESE (Baseline Experiments)

o FAFIEE B AR U & 8 (DLM) B 8 E e S 2 7 A Z 2R » BaA i
EsE4)HE % (Longest Sentence, LS) ~ & aJiEZE(LEAD)(Penn & Zhu, 2008) ~ [a] & 2% {5
(Vector Space Model, VSM)(Gong &. Liu, 2001) ~ 7525 = 53t (Latent Semantic Analysis,
LSA)(Gong &. Liu, 2001) ~ £ K% 8 I (Maximal Marginal Relevance, MMR)(Carbonell &
Goldstein, 1998) ~ B 1] k[t S (Markov Random Walk, MRW)(Wan & Yang, 2008) - Z¢
1% (Submodularity)(Lin & Bilmes, 2010)[L 57 #8454 #1 #1 (Integer Linear Programming,
ILP)(McDonald, 2007) - —f%2ka6e - AP RA RS ARE ENTEER - HILKE
XAAHEE A REMEET R - R EIUR R aE A M A A R — A B AR S 705 - B
b WHEZEFEMITEI - SO DB RLER 7 ok PERE ) T/ - RIS AFEE
HIRITS&(EEE A4 B A RRMENEES) - B afMZEAZ DS 8 - BRI aEE a2k
TR S I 2~ B ReaB A (LS) K i w22 (LEAD)#ME 8 F £ — &0 o B ARk
GEREHY SO F o AR EMAVEEELE A E IR - 5540 82 MR E S A RIRE A
73 IR Ry — (I [m) &+ A A SEAH- SO SR(TR-IDR) R Bokat BT — 4 nVRE R (E - U
BEE A A BRI M 2 5 EH R oA DU S E AR AR - B SR o B sy - RIEAHE RSy
PESCH R o VERGGE B o A B AR A B 25 M AV ER T 5 — 20 L FH =5 RAE oy
(Singular Value Decomposition, SVD)sRHE ] EMNEksE B 22 » [ 2 REE % B/ EE
AL T HET T SR BAEE A YRR B I 2N o A R PR R T 19 Ry o ) 2 2 P A A Y — {8
R > FEMEEAHEF IS & T LR MEDUZ BT SE4E R o B RS2 (MRW)HY
LS RS Y EE A B — (B 48R A RS - SO TR RYEE A R MRS T HVENR: - BTEfEE
1B 2 WA (8 67 B 2 AV sE S B DU » 8 2 B ARG Y N 93 <2 JE (Indegree) B 41 73 <7 &
(Outdegree)lti£% FH 752 (Cosine) i JIE K 5 » At DURS AT R FERO S T B2 (KE i — R By
B Bl AR ERYAERRARS - TN R RIS I M AR (I - B EEE D) - Rt
WRA —(EEE AR EE A RAR RS » AT DU B 2 SR A A R #Y 5 (Wan
& Yang, 2008) - ZfEiE—{E & %E (Greedy) HYREHJEEN T % » RIEE B RIEHVERE - BH]
B —sH AR G A B /) (Diminished Return) 580 » PRI 2R B — (T DL B (i
(Near-Optimal)(Lin & Bilmes, 2010) - E287 445 HE —{E 215 (Global )Y PRl M4 i fE 1L
(Constraint Optimization) 5 )5 HY /574 (McDonald, 2007) -

2 BRI AR E RS R - Ho 0 {E TD iYE R+ > DLM BYREZERUREE LS
LEAD - VSM - LSA ~ MMR SRRV E A Z A AKIG4r L (A LS 8 LEAD {EREFEF
RLEESERE B > P LIS i B B SRR S SRR B E g AR -
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2. BETHER

[Table 2. Baseline experiments.]

F-score
ROUGE-1 ROUGE-2 ROUGE-L
LS 0.225 0.098 0.183
LEAD 0.310 0.194 0.276
VSM 0.347 0.228 0.290
LSA 0.362 0.233 0.316
TD MMR 0.368 0.248 0.322
MRW 0.412 0.282 0.358
Submodularity 0.414 0.286 0.363
ILP 0.442 0.337 0.401
DLM 0411 0.298 0.361
LS 0.181 0.044 0.138
LEAD 0.255 0.117 0.221
VSM 0.342 0.189 0.287
LSA 0.345 0.201 0.301
SD MMR 0.366 0.215 0.315
MRW 0.332 0.191 0.291
Submodularity 0.332 0.204 0.303
ILP 0.348 0.209 0.306
DLM 0.364 0.210 0.307

HEZ T > DLM 8 B — AR 775 - NI 2RI SCEREE 2 28
EAELE LS LUK LEAD ZR{GE25H - DLM B VSM & ATZ @Ry s GIA) &R - H
HIFY DLM 2t EaE Ayt R B S (A58 7 TR BB (% > T UREE A B S R HRE S
B MRS 2 B B S TR AGE TR A A5 5T EAER I - B MIESEr AMZEECR - 8
B VAR B —(E 2B 0% » FTLIE TD B o] DS B R i B AL

53— 5 > 1 SD HyEERT > DLM [EfRELER LS ~ LEAD ~ VSM ~ LSA 7§ %
J5i2 > {2 MMR AYEE SR AT i DLM 47 —&h > Bffa8 RyiE v RE /A B MMR EE# A A7 5]
i o Peeh ar YA o {5 MRW R U ] B 2 52 ] 5 o M el s ' 2 T A I T4
REJRKIE > EE2EE DLM Zf52E - P RERHIRZIFE LR ILP L& 1L SD F13Elm i A Z
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fE - GERNME MMR 5 EIS A BT ERE > AR RIAE ILP Z 255 S Hrlsh Sy &2
BEEROR - B R R AR -

R L L E GRS P SRR R S HERR R TR - ERRMTA A
TUIE - NEtRbR 1B AR SNSRI RE - A5 thEs TD Bd SD 2 HERGER » fM
A DUB 2258 5 Wl ol SR R Wi A R Y2 B - tEle s U050% > SD tE TD TR T
1.9%~8.8%#y ROUGE-2 i ZZRAE » H L AT KIFE & Hralk s e R E e 2 A S &
Mo By 7RSS WD SRR R TR B S Al 6 (Syllable) Ky B A A 1L
s DA R SRR - SRl R [l (Word Graph) ~ SR 48 (Confusion Network) 2R S 5 %
AT BE TE A (%88 5 AR 2 AR R (5010 B ] A1) P BR A 5 (Prosodiic Information) FEa £245
BRACHH B AR R B DD S R B R M RE YR

6.2 BEAIEAI 2 BER4EE (Experiments of Relevance Model)

{58 BRI AL s A AR AL 7 BT - AR B — RV & e R B 2K Ry B (5 ) 1 HH R A e
LA H [EJ IR R S S (3% 101,268 1) o Ry — B AU BEHIL L 15 = FE SRR 1
RS o BB ) i AR - IR & B S AR DU (R T s Ay i s > R 55
BHERIREHI R - A A5 ESREEREA SR TS 5 B AR MR & e R sE
LA - JREIRE F R A B SO AR E T S NG L SR YRR S IRAL - s — i
SRR - BT IR YRR R Y A m] B AR YRR A ARG S B - HEE &2
R RAE A B P PR € i (Empirical Setting) - T Eg&GRAIZR 3 o 4£ TD B2 SD
Z ISR L (BB (RM) ~ f B R SR (SMM) K =R & A (TriMM) B BEEE
FLHER DLM B gty THE =R GBI (TriMM)HE7: DLM ££ TD J SD y ROUGE-2
SR ERER 5.2%E1 18%HYMUME - f2%  IRMIELROA FIRHBHMARIAVRZ RS B e/Er
TR (RM) B B S5 A R (SMM)AYERHR - (655 3 R B BRAE RIS IR AUAE TD E3%
R BR SIS » (HAE SD {EIF4E ROUGE-1 gk EEEBR &ALy - A48 SD
iy ROUGE-2 iR ROUGE-L #\iE /& th il BUR S R ARV R - BB AL A B2 R i 5
g w BLEEA) S ks SR A A SO of R 3R 2 B AR (S IR (E)) e il MR AL - il B
BT R SR | SR AR Y RE R R R A 22 15 B B S AR (E I T s A A B 3 1)
RETT > MBS AR - &% 0 ZRGEM(TiMM)EEMEE TR S HE(SMM) »
BYINH BRI BT - NIAREY B AL R i BUR SR AU RS 1 5 (T 2
REE - IR ERAHEGN BIRHEAE TD AR - 7Y ROUGE-2 &R AEH 1.4%
AYSCHE - {E4E SD _E > i ROUGE-2 &R A TMEHY 0.2%0% -
FERHBHE AR AR E B D - SRR RS R B BRI R B - E RO
ISR > SD LE TD BIZURFE T 12.2%6y ROUGE-2 228 AE » AN FE > Tl
wo Ay AT LALAKER 2R 5[ (Subword - Indexing) iy 5 U2 I R e A58 DURC R o 5 HR el 2 2

Bl 481
A o
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[Table 3. Experimental results of different relevance models.]

19

F-score
ROUGE-1 ROUGE-2 ROUGE-L
DLM 0411 0.298 0.361
RM 0.450 0.336 0.400
R SMM 0.436 0.325 0.385
TriMM 0.457 0.350 0.404
DLM 0.364 0.210 0.307
RM 0.374 0.226 0.321
b SMM 0.375 0.221 0.314
TriMM 0.379 0.228 0.325

6.3 P IB LI T A W BRI A > BBRLS S (Experiments of Smoothing
Methods for Relevance Model)

sE S AR (E G g B 2 BRR S Y R > 8 A T R R sE S A E S e
(Smoothing) » FFIRHFEET B LR T B S R AERE S (U )M ZEER L2 £
INETP AP AR AY(RM - 265 3.2.1 /NE) BB > $RFH = FER [E0 PR Bl A B e
R > 5— B Jelinek-Mercer SE324L » 55— Dirichlet SE3EAL » 55 = Add-delta SE3&
b > 2273 BIA0 T (Zhai & Lafferty, 2001b) : (i) Jelinek-Mercer ~-78 b Ry i il B AV B 25 S
R P(W|B) &R MEAE SIS bl - H AR

Py (W|S) =AP(w|S) +(1-2)P(w|B) (32)

Hrp A BSMESE S S FEERE TR 0.1 2 0.9(FX A0 0.1) - (ii) Dirichlet S35
{12 B8 EARE A H 3058 (Bayesian Smoothing) i 4y » ‘3% EE = #5075 (B = /i (Prior)
M T L SR AT R I 3 AR M 475t & Dirichlet 4347 » (R Dirichlet S8 A A E FE 4
~(Zhai & Lafferty, 2001b) :
33
c(W|S)+ - P(w|B) )
|S|+u

Poi (W] S) =

bR MR A FH R LR A g e SRR BRI B > AR Lt A A
gL - DR RM)E R RIS -
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[Table 4. Experimental results of various smoothing methods for relevance model.]

F-score
Relevance Model (RM)
ROUGE-1 ROUGE-2 ROUGE-L

Jelinek-Mercer 0.450 0.336 0.400

TD Dirichlet 0.472 0.365 0.428
Add-delta 0.493 0.386 0.441
Jelinek-Mercer 0.374 0.226 0.321

SD Dirichlet 0.401 0.254 0.349
Add-delta 0.402 0.255 0.347

Hrr y Fy Dirichlet 285 > fE &5 E FAVEIE Ry 1 %) 100(FK3% 40 1) - (iii) Add-delta 3
B bR —E SR B Rl - HFEE R I A —BBHE - (28 BB 2 R R
BE > HANERN T (LY & Zhai, 2014) :
(34)
P (W] S) = S ) +0.
| S|+6-|Ve |
H 5 B S FERRERE R 0.1 5 L&A 0.1) » 17| Vel Ak AH R [H] A%
{E(ELL By 15 18) PR ElEaE ey (EE - = FE S ER i B R (RM)HYEE S CL ) i 22
R 4 Fr > fEmAE TD B¢ SD BN T » Hp R # 5y Add-delta “FiE L » H
= Dirichlet J3E1E > FZRE Jelinek-Mercer SE38(F - Add-delta E38( 32 [E# A
DAL PR 1) FE 20 R B[] B S 2R v R [ SR s BB (Ve B R - (2 BERB 3L [E HIRAERE &
BLAERH O 850 Y S w A L AR (2 A S B HIR AV 5E) > ERIELAE (0]
R Tr A TR R A o L5 8 T RE 00 (18 43 B 2 L 4% 5] PR A ) BB ol [ S (R 1 ) B
— R BN E A ) 0 MR ENAEESELY > LHZE TD MEN THEER
Jelinek-Mercer -5 {L7E ROUGE-2 HY4R %02 5% % » 5 el & B - {H7E SD
HUIER T - #EZR Add-delta )5 (L2 2 &L Dirichlet ~275(L % Jelinek-Mercer ~F 5 (B 2K 1S
47 > {HE1 Dirichlet EHF{EAHLE » HEERAEEE O LM EELS > AIENERY — 2 2R
FyrB S RS SRV BT IS RN, - FEARAIAGEH > FRATHRF AT ZE 5 [(Subword Indexing)iy
77 AT T AR DU 4% ML RS -
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6.4 ﬁa‘,ﬁ%ﬁﬁ}?ﬁﬂzggﬁ%% (Experiments of Probabilistic Ranking
ode

PEE A RS B AP LA b TEAVINET P RPI Lh i & fE R SRy BM25 HE
Fral > A& ARG BM25(2H5(14)) ~ BM25¢(2: R (18)) ~ BM25L(2: I (24))

BM25+(2:Hd5{(25)) & BM25T (282 5{(30)) - EeE B SR 41 5 o £ TD AU 7 - BM25
I IR IR §E - & 2 HAr RATF S ny I BB U AR S 4r (Bl 5k 2 2 45
SERER) > BM25¢ (R0 T —(E B R TSR MGE A HE P » Ao o] THH E AV 2R eELL BM25
Afg7= > [HHEFEINESE ROUGE-2 T H 16%Z1H - BM25L (UHEH 2 B 1 il i
e e REE AR - fEAE R TDFER T - v& T BM25L A ZERRE &4 A LLIR
4 BM25 AR {4 Ho ] RERY IR (R 1 E sl &= B b i & A 1R R 5CF (Long Document)
IR > BERCEE A —ENSER » BB S RMEER+ - {REFEH(Long Sentence)
HYHER T A KT AE - RIS REE AR —E G5 FFAREZAEE - BM25+H12 5
TR R SRR AR EE B RE R BB R B VA E TR

PRIt BM25+HE ZERAELL BM25L BEFE #E— 02Tt B 4G BM25 K BM25L AHELH »

£ ROUGE-2 F53RIIREH 0.2% K 1.1%AY4AEE#ED - BM25T £E51 4Rkt v B 8223 i
MR 28 ko EEIEH SR R E i R EIR R BB R AP A UK (LY
& Zhai, 2012) - {2 BM25T AYf§ 2R s A B H-F ERL 2 4 » 125 EE BM25L B BM25+%f

EZ W gLhRs BM25 HEr ARRNZE » B AILEE 2 E 28N 7 A R R E
KHERARY » BT AT LIS S — B Rk E R 2 E A 2% EE T RERK
NTAEZ— - 55—TJ7H > 1F SD BYEERESY - JRIEHT BM25 S AR 4R —E1TK
# o BHAIER B AR AL E R G L F (2 /5% 2) » BM25L - BM25+ K BM25T
HIBBAER GBI A » HAESAAETE ROUGE-2 FELE#G BM25 i BEk152% » FEEE St
SRR EE SR > R4 BM25L ~ BM25+k; BM25T f{BBEHT 4 5 stk i1y 55 g iy
4 > HZE BM25L - BM25+51 BM25T (# BE4E 5 46 T A 7 i 46 -
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[Table 5. Experimental results of BM25 and its variants.]

F-score
ROUGE-1 ROUGE-2 ROUGE-L
BM25 0.484 0.374 0.442
BM25¢ 0.352 0.210 0.294
TD BM25L 0.480 0.365 0.434
BM25+ 0.486 0.376 0.444
BM25T 0.463 0.352 0.419
BM25 0.390 0.247 0.338
BM25¢ 0.279 0.151 0.250
SD BM25L 0.384 0.246 0.337
BM25+ 0.383 0.242 0.335
BM25T 0.382 0.238 0.332

7. GEsmEARAKEE (Conclusions and Future work)

RS TE = (HR R R R W (Relevance) 1O &/ 23l b Bk o
EVE R SSHIB R, » A S8 S B e P AR (3 T 3 A 3 e A
28 P =8 45 (Tri-Mixture Model, TriMM)BERES » (5 L1 USRS b ({230 )8 T
PO HISETHEME E BT RO o BRSBTS U AT LU R R TR -
B R R B T (LA A SO A LR I L
T B 5 B B T S PR (T B - RS B0 . Add-delta 38 (o] DUk
S SRR T DT (MR IS T3 LR T 5 P Add-delta 3B EACE AL -
Bl BT PTE 2R AR T S MR 2 R B P T BT TS -+ 36 EA
B B A R B T AT A L A R 1 A -

A RPIIHISEIE S ETM I B SRR R R EE R
SRR T TS0 BT — S IFIgE A T LS R RIS s R I3
46T MR B » DTS B S5 AU T . e
BT + R RS B PR e B P A S (AL R ST PR3
T Btk RIS S TR A A Y B B — T M T
S 45 B A RO B 7 (A PR 65 sk Conditional Random Fields, CRFs)Z%
FEEA§T19h4 4% (Deep Neural Network Learning, DNN)SE) ot » ]2 310 (175 20 4718 505
ST TS R I TR -
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Abstract

As two words with opposite meanings, doul and shao3 are expected to be similar
and different in various environments. In this work, we looked into the construction
of [numeral + measure word/classifier + noun] (hereafter [Num + MW/CL + N])
and explored in what ways both words present an asymmetric phenomenon. We
found that doul carries a numeral meaning while shao3 lacks this use. Based on the
analysis of these two words in the Sinica Corpus, this paper argued that doul is
better categorized as ‘Neu’ and suggested that doul in [Num + MW/CL + N]
serves two functions: one is for counting numbers; the other is for the expression of
guantities. These findings can be related to the use of doul as complement and as
numeral.

BRgEEE : "%, 0T /b - R KR BEMS

Keywords: Doul and Shao3 , [Num + MW/CL + N], Antonyms/opposites,
Numeral Concept

1. §i= (Introduction)

"% R B4 RN SR EHEREREPET  WEEA TS AR
FIDFRERER LAHER > a1 T ECPREIZERSBECPFREIZERD ) o hlfEEiz & 20
EQIUE

A e P& KT ERE SRR P AN RIS - KR T % /YRR
SRR EEREM TV, REAHEES > Sl TEESTAEELT )
BEREFCPRFNEIR &5 | RER ) Fro(#EAY > HOAGERE T IREE ) - 2 pbiRab © T INEES
TIFREDT ) - IS bR > THEES T, EN TREST ) - THREST
FRTEEDT ) o ERMER A > IERRERS > ATERAEECHE H # R T %
Mg /b B

2. REFR S EBEH (Opposite Adjectives and Case Theory)

BERY T 2% A0 T /b BURHZE - BRETILIREIRT A S - FEAVEEBERE o iR
(1985) ~ Jiti—HT(1988)fZ IEGAMERY A - SRR T 2, 1 T /0 1E BB AP Ay
ARSI - ERFTE > 58~ PH2007) ~ BREZR » B 55 (2009)8kE T %0 ) YRR
EAEBEERZ /D Z IR SO BRI DL T AR E R ) MREE R S IP A
R RIE - 1999 5 B - 2011) - ASCERR "%, F T/ HEE TEES ) G
RIS o DR E S R B A (RIR M -

TR AR > 105 A A (01N L T EERAY AR ) B
Faany Ik RO HER AR TRER, Gl T H T RS -
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2.1 SEEBEMENERHSE M (The Attributes of Opposite Adjectives)
SIEAM(1979)F5H - FERER BRI A > B DUHERE TREAR e 5
ZEHBERN B A Fla s TR /N B 55 % ) & o mERERIE
A s RN IEEBAEEI R - REPASHAFR K ESOSBNER - BEIKE
A G  HIERERFER T HEET —ELNESRE S @ - EEEH P —El
N—EBTESI—E -

(la) SR=1Rm »
(1b) FE=AHE « (5L > 1979)

Bie)(Layg pkar - B a(Ib) R ZARaT 5 IREIEE T &, o AlESE TR, -

(2a) B=AFm -
(2b) FR=ARME - (Gt > 1979)

) Q)T - B2 R AAAARKTY + AREITEE (85, SR — b (R -
F P IR - AIDUETEEERRE - REESFERRPINES - 4T
i) -

Q) ImEZE ?
(4) JKEZZE ? (51t - 1979)

B R)F1(4) - B DUEE SRRV & E b EERE AP flaR)HE
Ao EIRERy 120 Ao (HIE S SIRAR) « BIa)(OHIE R ATRE B - 20 125y (BIROKERE) -
EREARAVIEN - DR IR > AT e -

() IFEZE?
6) KEZE?

Bl (S)RIG)HYE A - AR TT M BRI THER T - RIS M E B &R ~ K
JRIRE - BRIPEEIERTRIER -
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(5) [ : IFAZ% 2% 7235 180 A5y -
(6) [ : KBEZ%E 2% 22100 AR -

FHHIRES G > AT TEESCHR ) JEGRRRE - BECHER ) P AR RN
IS MO ErESYIEH S (B - FI AR RE— (S0 P S e R LA T Y
B - JuoRfE(1999)fE ! » fEARECHYEE R RS YA RECIH - it > AT DR ERAE T B
Aeeeee AR e PRV AT BAEATERIER B RN > TRADNETRFHESR » (£
MIRRR S » NILREAEECIH - B BRCHIH SR AR A EEACTH » JU5RNE(1999) B i —
Tt - SEECEER TR > S o SRR R AR - A
TELTH M AL IEARC - AU (201 AIME A BRI AVRES - B i 2w
AR RCHY 2] -

2.2 #Ezt ¥ (Case Theory)

AR (2011)F5H - AREEC(marked) FIAEREEC (unmarked) /2 f5 — ¥ 5l 7 2 B A & i
R EEE IR LUK — B R R 55— (R & 53 BrR » A REECAI R Y A BHEEY
At LAY Ry AlE — T2 A A M E s -

AR (2011)30 DA R B S EE Ry ks - #10 B R EBSIPASFENER =R
RERR 7 Y AR H — AR BB R S B E IR RS FaB RSy - BRI BEWEE - 1IF
M~ MEAIHEENEE - JHEREC AR R RIS E ~ KA - AR AR RE R
SyTE Ry EiEaE o JHIRE o o SR

N HE P AR (011 FrF BRI H i — 4 S SR A T B2 R ) Ry RFR o SRS ¢

K1 TEHEE BERE B
[Table 1. Distributed Interval of Antonym Type Ganl Jing4/Zangl]

TR 7
Ll L2 L3 L4 L5 LG I—7 L8 L9 I—10 Lll

B |+ |+ |+ |+ |+ |+ |+ |+ |+ |+ +

I—l I—2 I—3 L4 I—5 L6 L7 I—8 I—9 I—lO Lll

- O O e e I T I S S IO S S

o LFRRE O | BERIIRN BRI B LiEes ~ L FaR ~ LeRR ~ LifRA ~ LsAEE
B Le RN~ Ly ABA/ELEL ~ LefR ~ Lo K ~ Lio 47 ~ Lu Ak

5 L1 0 B ER{E 0 » L6 BIEfE(E 0.5 - L11 BERIE 1 A T3/ BN ER
g o RERRR oy HY AR R A [0, 1] - S5 R ARk o A R AR e 1y I TE - 40 T e
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— — LIGEHE AT T

FoF ) BIEEHGE TRBE, o AT DURPRERE S RO Y Y & AR S o DM T AV
fEl /[0, 0.5] - 15 EN&EF et s 0y AR H — % Ry R ple 73 8 H IR 5~ PSRl o0 i
R > REEARRCIH - MR FEE ] > RA AL o

A 20 RS —TEIR » FEREHY A S (01 1)FR Ay T oK~ /N | -

2. 120, R T
[Table 2. Distributed Interval of Antonym Type Duo1/Shao3]

TR AR
Ly |Lo |Ls | Ly |Ls |Le | Ly | Ls | Lo | Lio | Ln
+ |+ |+ |+ |+ +
SRRy
Li (Lo (Ls |La|Ls |Le | L7 | Ls | Lo | Lo | Lus

Ny

- - - - - + |+ |+ |+ |+ +

5 LR ES | BRERIIAR/N BRI B Liie s ~ L F98 ~ LaRR ~ LufRA ~ LA HE
A~ Le RN~ Ly BEREEES ~ LefR ~ Lo K ~ Ly +457 ~ Lu ¢

P A > W B EiE > AR AR A OV E - i ARADLERAY
RNFRA RIS - OFE QOB R/REMBVHEAR - | - 8F=4MEM
HE - WYRHFELAE —EERENTHERE - SHILEY R EEE Wik TR /N
a1 AR AR HEATHRE

o {18~ £ i W e 4L i e T (EL[O, L] (RIS 53 [0.5, 1] 5 JEiAdpic 53[0, 0.5]) » A _E7H
SRR > BT HENEEE K5[0, 1] » JRRRA R R IEEIZ(0, 0.5] - RELFMRAL /T REHT i
& 2 REAEE - Frl AP -

PRAVEIRSOTFERCHIMARE - AR ATAE - B AasR R A R R R R R 5
RS - (EfERRRE R TRES ) ST > Ry T %) EALER
MAEAERE ) 8B - fia - T+ T o H T R =M
B o OB QOIS - T A0 T A TR~ PO e R R
i HH EBIATEREE "L, T B TR SR RYRER - MIE Ry TR
Ny WIBERBIAE > AR 8EA "%, M T BIRE SN H TS, BR
fER " #Ea ) HIZheE - 1 "0 IR Bt -

RrAlERBAASC R T % ) R T BeE , RUERVEURS - Blim LS > B9 T & AR
FRIEAML AR T % ) RERIEEHEEntry) > it "% /1T ) REGERVANZSR > |
RESE IR S BRI - BACSGRE Ry K& "%, 1 T/ BHNE TEE
P SR EFIENER  BRERE -2 EERS -

PA T HZE - ASORFFeSORE R 2, 0 T /0 AERILE AERARE R L >



32 PR 1 AR T

(] "RE A GEAVEERP R Rab Rl IS SR S E - DIGERIE T e, P&
" L3 A (Collocation) ; fF Rbbleiicis - atam "%, A1 T /V, BA "G sBEF NG

HEPEEAATREM:

3. LISBRIBEARH RGP % /b | AUSIEMEET (Occurrences
of Duol and Shao3 in [Numeral + Measure Word/Classifier + Noun] in
Sinica Corpus)

WSeRTE R  ASGRR T % M T /b ) BRI S AR BT S T e, 0 T

AL AL « THERRERER "2, f1 T /b ) WUEEBUESRR - (FHEERIERRE » K T8

BY ) ERBELMBEEEE ik "2, M T BRI ARIEIGH R AR - HE

BEE e RE PR AR - oA T % BEEEER S R o

AEFEAN B HEERICOR £ E -
1. BIAUEE FrEicHeE

2. ARSI

3. {F# S B 4 B &0k

4. Google f¥=55 [B&

31 "% #7170  Aysa#iEZR (Dictionary Definitions of Duol and Shao3)
TERER(2014) B L ARG h T % | 1 /0 9EARSR - W HETsmmi S A AR BN E
SRR R EAG [HR - ASURH LA/ DITERAZE R EERNT -

#3. 1%, WFHESHLLE

[Table 3. The Definitions of Duol in Dictionaries]

HE | Ersttig H
% B~ 3 HEAX
“g o f1 . : MBS
(=) % Bt - EESY - VF > HED > T - &

Y% BB NEZBERLS - "EBEX -
LEERXR

(RECERESH) (BAHR) | 2R HZEERER

SAHTHY ~ NERY

LEEKX

2. LEIF AR S H A R i

3I+Z+T 1 oHE+E - ToRHERERER - H

(FRAVESE/\EED

FREC#E -
(FRACEFE KR LEEKX

2 HFAREREHE ; ELRAREH AR -
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— — LIGEHE AT T

HHE | Ersttig FIH
% (FRACEFEREIL) SAHTHY ~ AERY
4T HZERTRER

R4 D, BIBAERILE

[Table 4. Definitions of Shao3 in Different Dictionaries]

EH | B o
b | b IR
(i) DR -
(SRR REt - () 2 -
(BIERIN) (F57540) | B -
e LR
(PRTER/ED 2 LRI B AR © SRR
(BT AR B %

eSS E SR » FRRETR(014) B /AR UERET - T &% WEARBIEEK]
EREEZRN T2 WAFBEKRIEERE /) NEARBEEN SaFME
NIRRT - SR ERBIE > " F ) N T EER R -

ERGMRETTH > IERERQ0L4)EE "% ) BBRWRHER - HFRREEEY)
BEANINRE > BREEREMBPEVEARNISIHE - WP S £ R
F > BASRELS [FR g A AR R A G A RS - WA A - R AR R (EE A
dkrb oy THARE © &t - B THMREVERN "2, EPUENER TEES B

"%, o RRRETR(2014)EE SRy 0 TV A T — BRI EIER R TR
REEYESE/ ) BRORE T HMREYE/ ) I EXEFEPRRDEFOR TR
FE(R ) WA > JRIRAERS > BEATE R > WA RREHIIRS > i RiE EIR - K2 - 8
BRI - Bl ERR RTINS > Nt R RE TR, AYAE -

BT R T BIEAERSIHE > LA REER : — T, T
EARE  —RIEERRERERMESH—H5E - = "%, M "0 fE5[HEH
ERSIE > EA T AHMNEY 0 T WEERRE  thEZEREERWN T, o E
Rz -

R A T B AR (UERE P AR R - (EREEER T 2, A0 T RERS AT
IR SRR ARNTA - 55 eBHEEEERES - "%, /"0 BEEESE
R R E R AR AR RN T BB ) &5 B R AR RO A S (L
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W T % R T REERRE - EAHT TS IERA TR SR
W55 -

3.2 T% 1M /b fEsEklE R HysEEESE (Part-of-Speech Tagging of Duol
and Shao3 in Sinica Corpus)

PATEEH ) Rttt T T/ WREERIEER R TS AUEA TH

BH & 0T =2 s m T AR R EALGERE - T =R A o &K

W B SR S R T T o A TR AT R4

ISEFEIE

KEGESeEEE T2 R T/ (ERERE A T BEMS  AREEAIER - WE—
HLL T HEY ) (AR R—ER eSS swsd " 25 e R RGeSy (BIEERHMEECHY
BEAE) "% T (RS R EEE SRR AR E R G EA T B
Sl -

TRAE AR B AUERE B Rl - T %, AR - T RlfEA IUER
BEEC(R#*ERS) . "% M T/0, RUENAREREME  7TH "%, tb T/ 2T A
TR EIWIAP SO S 2 HERRHE AU SCE 22 s R s A B E A R (IR %
T BREREERR) - K "%, M T D ) BRINERIRER —EERE -

C LY B
[Table 5. The POS Tagging List of Duol and Shao3]

"% Ky "D HYEIERERC
El5E(D) El5E(D)

ARREA KA (VH) ARREA KA (VH)
ARRE R I8 (VJ) ARRE R I8 (VI)
BEE (Nega) BEE (Nega)

KEHEE (Neqb)
JEFI A (A)

s e R (Dfa)
B2 12 fE & (Dfb)
BIfEA Kl (VA)

EXCRE > TH R T MEAEER THHE, NEHE - FR—EMS K

2 AU R EINEEREE » DB AR o HEREE A A RS -
* EERLE R BB AR B T B E R (Neu) | (B3R 8) MR REENY " BiE E
(Neqa) , “R[E]  SRRHET  J2AME "% BF R T Bed e s (Neu) , FIRDE



JTH 5 HI D LB S T S 3
— — LUBRIE B AT T

Fod o SEERENEROISETR - WEEEA THEES , IAE -

B b RNEHARN "% f 0 AR RES DUEEIAY SRR ) B0y
H3R > WENREAIREIER 7] I B & - FIREMSHEITEER - A > BEER
EH e TR T R TEEESES ) WVERAREL > ISR T %, M T/b ) BIEESE
FylE]— T - B 28 M AE ERT R B 5 -

B EMEEERE - RE SRR, R T EEEF (Nega) ;o A T B
Be e - HAGEERI SRR 1957 28 - EFEER BT - AIERAAL T RASESE A B ICHE L 0 3 29
T DIERRRY TR B A T/ RREASEEE  SGRER 2650 TR
A —ERCHE ) =0E 0 BRE

6. [ B NEBEFTNeNQ) ; Z GBI FI =1/ 7THR L8

[Table 6. Comparison of the Top 3 Collocates of Duol/ Shao3(Nega) in
the Right 1 Position]

sHIE =ME freq(y) freq(xy) M1 EE7E %8 freq(y) freq(xy) MI
% Nf 53923 1374 4328 /U V.2 4630 18 6.769

Nc 4951 85 3.934 VD 11120 1 3.003

1% 6 TS BAE (R Neqa) | HUEERIECR: - 4647 1957 48 - I T /D
(B3] Nega) | (19 26 ZEF] - ZTERTE + B B E 7L R AR FAYR B -

BRELZ AN BB T (MR ELE) | it B (OIS 137458 - (5T
" (H R Neqa) | 49 TONIMIFTS ;T /b AR TR ML - MY A
IEE R R HOFA » DR T SR Nega) | HEBEHIR » LA ERH
L -

"% (B Neqa) | 1 /b (BOREs Neqa) | 5 T MHER | HFESHEES
“fir 8 TSR Nega) , A HEIUEHE—fr TR B T i@
SERVERIIE TG 2 % - BIb - AL T SR B T SEER Nega) ) S
FIS%: » FIELER S  AATRRHE A T+ 83 | 9P « LIRS ROt RS
6 » LIRS A B R T SR RIS - RN AR - (7a)
AT » (To)HI £ -

(Ta) Al s 3% ST WZEFT S BB 4 A Bt -
(7b) * A5l 5 55 T WZEFT 0 (B9 A B -

b HoAth E RCrE E RIS SR - RSB REANC AR 10 KAVEEEE -
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(To)E B Ry EiE AT > ALY DML mihnE (€A > A7) - HAeT R
AR (1d)iE -

(7¢)  PABIE A SRR A ) (TS A B -
(7d) AI5elfE 3B SR A — - WrHTgE A B -

FIRFEQ995) R I » — /el by T 2% ) FA =REE M - B~ P EEMEREE s T

ARG - TREFEMERDE - (ERREIER " 8Ea ) A - ZERE(1999) et %, I

"D WEERAE RN R TR R Hh B T+ BWE)+ 0 AT

fRIE&SHE - W TREE ~ ZEEM - TV BIRTT « IR ILES - ERRFE(1995) % » 11
"% R T EiE TR DI EAEREE - @i 2REARE s TR
SRR DA | o RAEFENAR R "%, B2 THFE L o reRfREVEFEEE
EHEE . TV MDA SRR o (HNAE R EREE o B S (2012) R ESHT M HE SR A
B s i T2 R T REE ) BREE -

AICFEEEERE ST " % T D  BVBER G 5y o BAE AR ISR S T %
(BEEH) B " 25, M T B0+ B A ZSET IR o SERE T
fo " &5, WEERIRE T2 @EEH) ) o RiEE /D) R R T &
o AR IA TRIZESATA RS S AMH T/ O@EEA) ) BR°-

HouhatiA T2 (BEEsE Nega) | #EECHY T EE6 , AL - RS T 2 @E e
) (AR T &5 EREER - TG 62 MEFERECH AR -
K1EEAFEH "%, G EZEL "7
[Table 7. Measure Words with Duol(Nega) in Right 1 Position]

73 X F B3 H O EN (55 =
R fir # uE L & & At o
! & il ¥ B i E] f
s R I = JE & 8 (5 g1
= H H % i il 1] i N
i £ H i i f& = &
@ i & & B H i T

° ULREERE AR T2 FEGUR THEE Neda, SUE T E R Neu , (YRR -
VUL TS ET, 0 T H ) ERREREER - EEHH TR R ) SR
[F] o
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— — LIGEHE AT T

LB T, &l AN Thetil - HERRIEIEMREEAEAR » FTAREI&E 2 RIS
BT %, o " &5 (0 B BE - BT L N B R S (0
0T~ HELH - ZIHREE) - WAEN - #IEER T FREEREN -
BT S8EH

(8a) FEEZHS - ZEMIR ~ PEZK
(8b) *ZFE g/ Viks ~ </ VAR ~ *rpJEDR

B TSR

(92) BT~ ZELHK - A
(9b) */ DT ~ <DL~ F VIR

st DL GERHIE AT R4S /b ) AR T EREE BT o T &
FERLES YR > 2XCFHRRRIRE - B D HEL THERGERE, 0 T HRE B
MEAEE > "% HEARRT PR T TR o B A =R AR
1.7% ) RBEEH—Hy T 1% O R¥eaisr(Neu) - Ik " #EE5 Nega, -
2. eRE Rt TG TR A T BEE o PR T B R E S
it -

3. 1%, REFEN—EY o T B T RSy o IR T

TEE IR SRR E AT TR - TEEER ) DUk TR SE
SUHERIRAG - o387 T % ) RIEGHIREREN ©

33 % | WysEEIEEC 2 BB (Duol’s Part-of-Speech Tagging)

331 "% | BA#EERI—3 4 (Duol as Numeral)
B E s RHE AR UERD " e (Neu) |, RfgtitH E - KU ERREER - 315 427
EIHH o QA TheR s H o RN BN - ERFR a8 -

Hep o TZE% & T AREE  EME% 28 "%, 00 T EEEEF (Neu) | 51HF ¢
+%-—Batt+% -+ A1 t+% - “HA+HE - —TZ T —FF - S UFZ -
—H% -~ A% =A% —T=\%% 1I3FEE B "% BE#EGEREE - Wik

T BB TR THGE L B TBEAEE ) o BaRE - PR TR, O T4)
fiEac Fy(Neu) -
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& TEMEREL By TR (NeU) , o HITIRBL AR TR PS5 1496
BRI SRR TS R A R AR AR L TR - T
T %, REORFRENRE -

7 8. Bl HFRIEE
[Table 8. The Forms of Neu in Sinica Corpus]

(TETAISE vEXiT5z I FHE A

/N 4.3 i 4 AN

bict 3500 BB A A | &
BRI AL | 33 5 P Coamy
P8 55 470 LR —F%
LI 365-72945 | &NISLF hB%
SAAS 1-87 (EIE=LiA =E
H TR 20-20-20

WS (2012)F5 H > HERB PRI AAGRE - AMEOVEE o TIER TREE, o RE
B TEEEEAGN - =X) ) B0REA T ROBIVERECO LT ~ £A) ) o il T W
By T8 ) REC o BIFEE(L996) IREGE "% ) R TS, MIRTREAY — 0 RBE
ELRTE A EGEE TR B8 % SEANLE 0] DARRAS Rt
A BEE(DL 0 SR )+ H+ B (SRR (+25) > 40 F =HET -

B #H(2L 1.9 G5 K 10)+ &5 (R s+ %+ %6 > W1 - =ZF0] -

Yip(2004) Al T 2% BRAHTY T 4% (imprecise numbers) | - FE TR E AYE A
(indeterminate excess) | f#f:& > A "+ DLEZ 8 H > WisHE "% M TE8F T &
sf4aEE , I T WITERTE 2% > EEFEEEE AT o LU IV weL
F1 T Rt f i3 (standard measure) | = TR B3 (temporal noun) | ST TR RS
54 (de facto measures) | FYEEYRFEHC - FELLADET » T % BBIIE R 2 1% » e Z RIS
Al A HIARE) - 40 0 A (EFR) -

FSCRRP oI ISR T2, 1 T8 ES ) &Y > TEHBAENUER
— ~ TEEE+ o+ R+ 5
= TEEE R () |

PRSI T % - ek AN TS T TR B2 TeEBEUBEER
2 s - T

® BT (012)5 smH I EERE 2 | HOFE - R T — A S B B 45 A 0T 2 R T 2 A RS (2
VU % Ng) - A T % B TR 2R PR TRE A 22N BIAE -
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— — LIGEHE AT T

RO RRELEH R SRR - T DARR B T B+ R T BGEER (Neu) | HYRES
WA % R TEFS ) WAREEREER > 41 0 =+~ *= IS T
% YIRS o WL BEANRRAIMS L THE O TIRS, TS BRTES
HEEREM LR FEEEERE -

E5Rk TEFE ) RBEERVEE > WRREE(1999) - EFEMRIE TIFS ) AL T B
GEEHIRFRECA - BLAUERE /N5 IRESR - G - FEEEE(2000) IR R TEFS ) IR
SEARES ~ R TEARE - BRER TIPAE ) RNADIRE - HEB AN
BB THE ) MARIREES S BB SRR S BFEE T
%, BAMEFEIE - EEFEQ0)FHME A T BEP A, -

RIBEERIER DT > T 31% ) WA =MD © T BhsR e AR (Dfb) , ~ TH#L
B (Neqa) ; fz T REBETE(Negb) , - & "57%, B "8, o EERETEAR

"EFE IR R T BeEEsE (Neu) y YL - ERBRIETHY T 31% , 5 T BE s ) A
0% WEEERBWAEMEE - "2, M TEFS BRR TR, g SR
AEHERENRE SR -

"%, M TEFS ) fE NEAPIE TR DS © =2 AR - FFS AR -

"R % ) AU EREEGE > SCATDUHERAE TR AR ) P SRR T % A

"EF% ) BOEZ TR T BEE S (Neqa) ;-

332 T8EE M TEEH ) ZEEA TEEEs, (The Insertion of Neqga between
Numeral and Measure Words)

B AETREN TR T2 UL EEA T EEE M T EsE 2N THEES, o H

St IERBRERE - bl T EE R R R EATREE S HIRE R T

w L & T EEE ) o MEIERET - ESEAREEREE -

SEE MR G 2 et I o] e s EaE Rl H > RILIRER IO S5 — RO s g |
FoRasaE > (EH TAERSEE | ThRE - [RERASEEAL B A T BEEEE , o S A
B2 BB T ER S 5 - MILEEER Ry Neu [RE) » F#EA T #EFETHRE | SER
WEO—UER & TRESIERR WHUER SRR R R
_A%)’éai °

FERBEAILL "B EE | FRAsEE o (ER TAERSEERE | ThEE - SCfRERISEEG
—ER "8, FHEZERER TR EER A NFIRE) - FEA THERSTIRE | 3%E
RS — B R "EEEES o USEFESEER > (RESHIIER A - —RE - %
M —EERE . —EOK -

"Neu fEfRE | AL :
SEEI 2P —Ey ~ NE -

VOSBRI T AR TBEER ) B Te% ) EhSERER  BURTIAST -
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"NfEIRE ; AL TR
YR Zoyz—(E > B > bk FF - BE ZOE R AFERE - TP
HELAE ~ IRZBR - EHE -~ 5FHA - BRE - BFESF - MR RERE - BE
DUERTDAREE Y T e 56 Nega ) HY=FEELRIATX -

biA
PO W ) R
SRS R R (AR T 52)

#9. [ BrIET BT B ) IR A
[Table 9. Typical Construction Type of [Numeral + Measure Word/Classifier +
Noun]]

Neu Nega Nf
- B EINCSRN PN
— B~ Wy~ i HE
Y~ Znz— 8= F s RO KR FE R
ERE /RS = A% T N TR o
W% - R T HS - Ek
BV R %

1 " Neu JERE ; A1 "NFEIRE | #E— et AV REE - T B+ BE e s+
B G BB ANER T B85 o T % WK TEEES ) 1L
BoHftER S wsEEE g, THES - TRE - TRR ORI TEES
1T % ) BRgN R T R ER Neqa, 2 FTRERI DT Z — - FRERFHIERMNE  RA "%
ATPAE T B E R (Neu) ; Bioh0-E TR AV - HARR B essts > 20 =+
R FAHNES R T % iy T BEEES Neqa, RHEHIRIRATEE S M
A SRR MER "% ) AILUREFAIAER TR VBRI > Hoth B ERE AR
PERRR T RIAAT -

333 % | BEHEI—4% (Duol as Measure Word)
R bk —E AR - T BN Ry - (FRRER RS R A T &
w L ZEIBER S EER EMEEAHRREE > o T Z+EE ) BE A IEIRE -
REMRAF R SRR 51 2 KB AFREREE - AR NHEE ¢
%I~ ZH ~ BRW -~ B B BE - %5 ZHTH - S -

brT T ZoT AueEEE T 2o HASERAE T2 RIS TG, o AR
B T 2+ &5 ST RE A RIS AT AR ¢
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— — LIGEHE AT T

— 1'% | WORERBER Y - TR - B TEE 2 BT 2 B IR
a1 TG ) REA (G T REE R AL SRR T 8
&y firE -
T T+ B R A —EEAL - MR T REE R Sy T &8 rE -
F—TEOTATREME S AEE A - B DURA TBGEE ) ERE - T X IEAREE ) T
PR = BHARSE - T =+ BREE - T =% RS T % THASE - [(EHIEER
JEEEE T A s (Ney) y HYRFME - T % BIRMEINE TR+ AVEES > Wi " % ) B
IR T EEEER ) R - (B3 9 MURER  FERRDA BRI > Al fE B T %
iRy T EEE R I -
#10. R8BI ER HUREARE
[Table 10. Syntactic behaviors of Ji3, Shu4 and Yu2]
B % g ER( BB )
A ERR % T N FE TR R R —E
8% ~ NTER - O18R - TER - =T
Bf ~ = T8k ~ ILT8R ~ 78R

—PUgk - HER - —HER - /NEER
TEER

HAtp= 4%

BEIR T 2% ) B = RRE AR A FAEIE o EEEA _ERARRIREE — 2 o BILR AT B
{EFRATINEE S - ERBEELHET /N ZRAENBICEEBVER > "%, %
WCIRE] ~ "8 AR T L o FURRCZIRS -

i ER T B ) AR (EIRE AL > [ X SIS ) A AR
TZREC T =4, > HMPAERESHEE 0 T =FIEAE, - T =SSR
8%, > ENZ RSP A2 R -

HA H oy &5 st e ) AT ZEHE AR A TR, T =R o
RELULI AT T /G R T REE L WATRE - TREE ) By o EASLGEEER RS
G Ry T o HtEEHELEE TR P A 0 T =R, o B
L% H 5 B A AR 1 T 22— R TWES AR, TR, TR
ail y ERYAVIRBIAIHEEEARE - a0 T — KM AT TR RIPRATRR o (B R
HERPAREZEEERERG - "8, "2 B T EBEE+ R+ 25E+45
= T =R N T =R B EEARL -

btz THEE R+ R 2 B TS AR T e o BIAERRE S

i

% BRI AR E R T B E
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RS JREN T EE AR LB ALER > R i Tl T2 28Er K2 0 B
ChnEEE ) A (EEA QAR T =R I T =KL BN SR
e

F11. T, KT

[Table 11. Comparison of Duo3 as Different POS Tagging]

# T S REEEE S 1% ShEHEES

FEEARAN L - AR H A EES AR 1B EH T AT HEE (%
"G R +BE)+Ha ) -

Hl SRR O EEE . REEHA 2 HEEHAE TR

S BER - =SB -

s sal 2 : QUBIPRREEA T B | BESAER 3 KRR H AR T B+
R+Eaa+Hg ) R+(Z+ B+ ) -
W *ERIBER ~ SRR W * =T RBBHER

it MRS ER > AT SR -

Gt BalETsm o ERF T B+EE L R —(EEAL - PrRERYEE S H RS R
RIZEES (AR IR AN - BRI 53 -

SREAREMT i T R TG o AT R T R B SR A RE R R A
LS EE R IRE R % RE T e o AR R A T =1
s W T =12 R "% ) s G - WIERE T/ REERATIE
we o IR BRESRER T /D MHERYBRES - ERE T EMEB mEEER
CEEAEEC+ LA B2 i BEa i p— (ESY B - AN BB > REES 2

2RI 0 T R TRGEAER ) AT OEHERLLT T M T EBET ) AR
WA EERE » flan T ZArEam, TR B ETER o 3 TIRSAEAT T
i AIRRESR THRALERT - ASGRE 0 TIRE L TS NBETERFER T % Ak
PNEAERIIEEERI > 40 TR A0 TR AR %KE@EE?%@E%KQ%
&0 TIRZ RN ) B TEFZ R AlE AR T E ) BT8R TXEBZI‘é\Eé
BRI BEEIMEE - ASGER T M TIRE, ~ TEFE ) FRRIREEARE
W TRE , ~ TEFE ) BET T % BATEREIER ERYSRE > BT % E r%ﬁli%u
Gk BAMBGEEERERATREE AR - 1A > THES ) EREEEEAE > TREER
FIHAMAERIRGIZE > B > & AR AUEE FimERES > B2 T BEER
AURRRCEREE - T 2% ) HUREARF IR AL AV PN Ry - T R, ~ T HRR(r
ERG A TR FEARE £ R TEBES ) EWT 0 T B, - TIRE
EAN WAL - E T HBES ) SRR TiE ) BT B o TR AT
T ABSEAL R  #R AT LAER - B T SRR B IR S AL EAN* B AR 5 A1 T AR
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— — LIGEHE AT T

LR HARZ AL E AT 2 AL AT A1 &afoE - TiE 5 3T ey TIE R |
W TIEIES AR S A A BT LA » —fi s > s e AR T
EELERT ) ARERR - HEREM ERVEERE P AIA A EFRE > ASGE R st SR ACATH
AT EE A Y BCEAIRR A - B 2 A ST Em o

4, ré"ﬁ%g%f/l\ JEAT RZ%°R7D | (Bu4 Duol Bu4 Shao3 and Hen3 Duol Hen3
ao

T2 Bk THGE ) By RESARERE R T /D EAEA THES ) G Bt
SERE R E—PEE > T DISIHEES RN T ¢
(@) "RZ , f1 TR | ERREMEALLAERS - (2 TRV, RERZFERM TEE L -
(b)EAS EAEE S PRI T/ DA 26T o AL TR oo Bk T AR ) R
JEAAT DU T2 a0 ik TR & GREAEKIERE TR A -

BT (1999)th 2= R P IR & > g2 T TIR/D+E), Bl > TIRZ+E) 5 N7
o RDIRE ~ *IERE - BEFE(1999):8 5 > TR ) HER TR, > HEER L
EEFTARKE  EHD e TR M TE&E | 2SN 0 RMREIKERE - B TEZ
FEEFE T&E o ATbURD TRV ) REEEM A -

5o gt T TR+ BB TARZ ) AR, o MER R T A ) B
Eo B TR INEEEEEESE "%, o WEMANEW - AR BAT U ENEE
A IN&EE S WEl -~ K ik TR ) DREANEREEL - W HEEEEE
8 T e E BT AR S i DB R T R+ %+ R AR GEEE 1 TR
ALARKIT > RN BEASE B—EH - HER "8F%, - TR%, A% -

BT (199913 MT BB — EMRE ST - BANRETREBHEI BT - fi40 -

TGN 25E , ~ TR EMAZE | - BEWE ST AEE > 256
M TE ) WaDIEA T A+%+8 ) E -

REER(1989)58 ky T IRZ% | MNREVATHAEM & NEEsd > s T1R% |, Al EBHEAR
BIHH IR f45 5 B HIRN TEE R E AL E A IS A6 > IR EFEEE -

AN RAEEES AN (BEEERS) TR TR WIDMER "EERE, - T ERE -
"ERE ) FER AR ER - TR RPN o (HEECERE - FAR TR
% | MHIE o RIEEeA N Rfr TIRZ , - TR A TSR ) R EAREAERE
B2 TR, A DIE R T aERE ) (3 YRR g e

SRAEFK(1993)AIEE £ > B8E "RV ) ANiFiesEAR Sy m - M8 T WsEp]+ -

(10a) FE T+ IR5L - IRZZEAY -
(10b) FE T+TIREL - RAEIRAY -
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(11a) EEHAFRRZIR -
(11b) EEFARMR DR -

fsme s TR%, - T/ HEEEHE > SREVEE > WREEEE o mt
TR/ R o SRAETK(1993)58 R TR |~ TIR/D  EEAIENE - RE AL
RERS Ty, o EEFIEEERE 0 T @A R TEEmAL 0 TS A B
A o PR TR% ~ MR/ FUTREAM: -

EFE IR o R4 (1993)HEE] » (EEEIEAMmEN T 1R% , » BRI BENRE
Bis T BE, TR, T B, ZMEAY > TILRET TR AR >
HLEBHIBI T - FREER D OEEHE » AIRAEEF TR | EBRARE o O R
Fat o B TR R AR B T B S -

530N 5 SRUEIK(1993) HHEEY - (ERURSINT 10, ~ TR, FEEER T %D,
a1 TR SRR T RBHSM RS TR A A o (SR B
ELRR -

TR (1995) K R [EIBI%: » 30 T HRE THFIsEL R -, At TR
A FEASRIER  Tis T, W ARE CEERR R - ) R
T o AER S DEEEC AN - | Ll RS, B TR R
BUERERTE - TS ) TLMEEEREE BRI T FEEEE
PSRRI 443 » BRI By 5 3 R R AETE - T (1995) BRI A3t » T g
85 LA/ A R TR R T A 2R BN T o TR R A
FEFERAEEOERBE rEY o R BEIRS R A o TR -

BREE996) S 0 (1% BRI A AR ANIEE - R T
B B AT R A . TR ) RIUR AT AN o R AR b
FHEICA AR B LS - f030h TR, - TR, HEEEN . 5 RS, A
BN TR ) BUSERENE © FISR4EIR(LO93)IEE TR/ |t B B M R
AL TARS ) AR . TR HIEEIEE: -

EIRESTRE » FPI e = SIS » S EL I PR T e i R Tt s TR
S R TR ) TILUEA TR | R WETREDE - —BlRE T MEAEs o
TR REETR IR, S TEALE AR TR, MW B TR
DT, o BB TBORE ) MR o TEGTES Neu, A1 TS EST Nega, HIREFH
SEAEG > I TS ) R TR ) SR B BT R R AR
B A O — RS (5 -

TS | (ESBRIERAIREET R TR (Nega) | B TIREER B (VH) | JIEE -
$A7 2005 SEERL s TR R TIRS A TR EEI(Neqa) | B CIREER REhE
(VH) , WFEIESE > 6% 7 TEI3(D) ) B T B AR R (Df) | RIREADE  Ht 381 4
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— — LU B AT

Sk 2
LA 16 % (Neqa) , RIT 1/ (Neda) | Fsfff 3] » b EA5 — SEBRTEIE H (collocation) »
YT L TR sl > LAY & RIS E T TR

K12, TIRBRD ) r—H BRI H H
[Table 12. POS of Collocates of Hen3 Duol/Hen3 Shao3 in Right 1 Position]

"R% , (Neqa)E—F%H "R 4 (Nega)E—3T3H
YRGS freqy) freq(xy) MI y:EallEEEE  freq(y) freq(x,y) Ml
Na 27321 1555 4834 |Na 27321 29 5002 |
VH 17279 145 2.92 V_ 2 4630 4 4.886
Nf 53923 69 1.039 P 149034 1 0.028

"IR% , F1 TRV BB —

BECHB L, T #eE(Na) ) AR

=vC

8L TIRS | (SECADE  HRESE =S TEE L M TR RNGAISED o LhEeRAT
Ti&(BER AR 13) " %(Neqa) | RISV E —HBEE—AIE "858, EXF 2" &
et
#K13. T'IRZ % G —HBE TR H
[Table 13. POS of Collocates of Hen3 duol/ Duol in Right 1 Position]

"R%  (Nega)a—7T8 "% (Neqa)5—5%

y:E/EERE freq(y)  frea(xy) MI yE/EER frea(y) freq(xy) MI

Na 27321 1555 4834 | Nf 53923 1374 4328

VH 17279 145 2.92 ‘Na 27321 251 3.308

Nf 53923 69 1.039 Nc 4951 85 3.934

HEEFERHET
FCHI AT =HFTIHH il[l% 14

12 spoxxaty
RIR

B EHIETERESEARRE - T SO ARSI A
BT 445 (Na) ) DARE AR MERET -

(1999)2FFy TR/ +EhE , K "RV, By TREIFE ) 22

SRR T g e s (Neqa) , M1 T B E s (Neu) ) L - IELG

" EpEERTRR R ) AE o B

DDHH

FEEE(NG | DURERDR T ERR 13~ & 14 FORIAME
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#14. [ BB B Er ) DRI R A
[Table 14. POS of Collocates of Nega /Neu in Right 1 Position]

"HERER (Neda) ) I "BEER(Neu) , H—FR
yE/EE  freq(y) freq(xy) Ml yEEE freqly)  freqxy) Ml
Na 27321 2072 4481 | Nf 53023 3326 4.274
Nf 53923 393 2139 | Na 27321 547 3.149
VH 17279 354 3172 | Nc 4951 87 3.019

MR BRI > T % JERZEI D B T BEEER ) o ok T BEERA, o m T RE
o PR S AURD T BRI , WADER B BN RSN ARRER S o A1 —Bh
Uk - BEslRM: - BRI o ARy TEEE ) BN E TR o wn TR
WE, o~ TMELEIERRCE,  TRAMALA L o BRRERKL -

tesh - BIEEER Sy TIRZ ) + T WAERE R A A TR, o TR
LR, ~ TIRBACEAN, o TIRZ + T EAE ) EESA "B HEAEE
EHyEE

(120) VG BAH "REE ) WA - BRI EREE)
(12b) 406 BA TREME ) WA - GEEAR ERE)

"%, 0 TEEE L o T AsE, e LTRSS, BT S, SRR AR
& HIELETEREEZERIRE - AR "%, I T8 0 T e BUES
TR TR, 0 T A 0 T e AEERE - Rz 0 T % T e ) [
FREHEA "RZ | + T B ) AUGSHE - B TR AU E > s T EEm, ~ T
=T, cWMEZ o BEES RS, TEA TEEEES ) WIE - H % FEAM
TREEE ) AREE RS T EEE ) (B -

FLL batam - T BeEiEs ) RME AR T EE e ) B ElERE TR AP
ALURERE "B, o RZARERIL -

FHA(2001)F5H - A BEE ATLAH B CE T, - TE L fTE > BEARE
Bian (FREE) iy TER R o IEERDA T BN ERAAOERE a0 T e, o TR
Refld - A TH - T BERERMBEA > WaESEE TRTETE, 5
Z o (BT DRSS G - TR —ERER 28 e - R E ] DUREAD
AURSHER B B IO > R TR ) BB - RIEASGR R TR E 7T AR T
REGMMENAE - THEE "%, BEEEEEFOBGENA "% REYEEH
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FISE » Rk THUE | (M -

FEEE PR B EL SRTRENME > 8 T+ DA
5 RS EARE - 0T DR R AT L "%, ~ T AT
FAbIREE TR, EHROEERIB I - BRI - A HERE TR,
% L TR TSR NERSEOEE T R TS BED
BB TR R W T (o -

— e AR TR S - AT  TTLR S T
RELAILURAAR T+ ¢ IR TR e HuRsE e - R Rssm - FK
EREEN TVORCRAT o R TRE 1 TROREET, 21k BREERE - KK
ATAE B ALAC B TG + R e Lk TR AT DU R A
2D FILEEERENE -

sEERRE (R | PR S TRGTEA - B E AR - 4
— R - A TR ) (A R b TERE A

(13a) EXEGHRA— ~ WAL ERSN -
(13b) EX &R A AR DA ERZA -

(L3a) R BRI » ENSIIATEET AR~ (130)5 B FTHERAT L - e
R R BIIRE - % T —M AR/ BGERIACR - HEEE A S B
= e

HREE(L99)2 5 0 TR ) BEEERE S MM TR MR G
T2 — B LB ST 20 THERER ) - IR TR B
R ) (L30T ISR M TRER T+ + S AsaE | MO e
A9 PR (5 (L30) OIS
SRS ERE] - HIAIZE(1996) - Yip(004)SHE "% | ISRRHINTIERIZ - BEENEAD
T
Fik— - CWGISeREE
R TGRS (GE) ,

THIE— ) 9 % ) fE BARARE D o RS TBGRIES ) o FASRERIE T
SR - RS TORE O SR AT NAREIES
CHIE T T AR S — ) RSUHLEERR > B TR i
"% | WAHBMERR - LR ERR A SRR TR ) SR TR
B SRS CTARS TR DRSS TSI R
AR SRR RERREAIMRERE SIS ) ERATANE TSI 1) T
) MRS BT BL SRR -
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DUETS FHORERUE RIS, ST R T AT S o BIEN TS R T4
B, AR - RERTHT TSR 1 TR MRS - ATEI R - e
PRI IRG] - T+ AT ) TS T AT R THSAT, AT,
SR 00 AT S AT R AT AR, (AT EEE T+
A% WS - TFE— 2R TR, 0 TIET ) BIESR R E R
SIS A A% FOE I BT RAE I JRE T =S A
BT TR, TEHARS RTBISEEG THE - RESFERNEETER
RREEER TR DA Wi PSS AES | Rk -

CRET R TS (R R R TR BB (Neab) , » HLHHIIGE
EBEA LS TE -

#15. "% HBHIEE S RERZEL
[Table 15. Possible usage of Duol and Examples]

A = R REEED
7 T BEEREER ) 2R =®E o —FE - WRE

7y TEEEEREER L N TPAE L M | RS R - L BE
7 T E R HE AT A ) 2| —E %N R E 2 SR
7 DA 1T T 2 BHZT  BHEZT - BEZT

"% 0 TiRBEHEEF (Neab) , VL ATRMEAR "TIAE 1T T 2R &
EZEARS LR E ) U TEENE ) 1EEE -

ASEM T UERE PR, BROAUEE TN TV THES ) &
YR 83 T %, T FEIEAEERT > FREERAEEN MG "% AR
BRSO G 282 5 - (L2 HFHBILT 696(282/4372)" - [ff /b, HEAE T HEA
RIRCE FIRERHMER —% - I B RN R EIEAVSE 245" I A THLEHER % T/
—HRHIRAE T BES ) ERET - T UEERERES T2 (A BICHEEE
HUERC R BB -+ R HE TR -

YORCERERE RIS T % ) BRI Y — o R R T RGBSR BRI EEI(TT) ) )5
= -
P OsBRbR TREE—DEREE 0 T RiREER RN RS -
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7 16. I CEZZHE (1) A9 —1EHRH
[Table 16. Concordance candidates with Duo1(T7) in Academia Sinica Tagged

Corpus of Early Mandarin Chinese in Right 1 Position]

YRGS freq(y) freq(xy) MI

BR(NF) 1279 77 6.980
W(Nf) 3867 40 5218
£E(Nd) 3390 20 4.657
SRT-(Na) 3921 19 4.460
H(Nd) 7708 14 3.479
H(Nf) 1592 13 4.982

BAGERER T %, o BR T /DBGEERYRUENEER SR (E1+2% TH BF)5 - BE
FRIEFEECLIE - A e — (445 > Hi ERATERET] > FEEBELERE 0 "X
ZWRT 5 M Tx BT o AR AUERE A LAER o (HEL R SRS FCHY I B L B B
E’JﬁH@J%T f5(40:19 - B2 — eGSR - T % R T e AUz

R AUEBRREE RN "85 BGERRE M ", N TS, TR
)?K*EM%H%&(JF%%E? FT 28R F)AUER AR BUREAEE S - "%, M1 T
s BT Z A E RS IEEAVREEC I o A UEERRE T AT SR TP
B, T T, ZER T, s TEEZ T TIEERIRZ T ) R T REEA
RET ) EMO BEMBERSS - GFEthir T rUESEERE ) 1 T ACEE P
BHE  BVERL > T, T R TEES ) ST FEAPERES - T A
A THES ) ST T REER AR TR "%, T8 E’JE%T?%&%
RE - THZ N RS~ TEE ) AVARRI IR o HoAE FAVEE AR A
R 8 BE N THES ) ST WA RERE > TR, - "B
Al AT B ALEAT ) ATLARR - (B TERALEAT ) FREsR 0 T AR, ~ T 3
ERN AT ZAERALEAT ) FTRAER o TN, SJORRERR - SRAR B ERIAE BT
TR HAMGEFIBRCHIRN R - WA DAELE R FAVER - B R = FEAHRERY T (RET
i o BETIE ARG BN " Bed ) (ERRIPER - T2 1 T % ) SBREbi iR
I EA R DUBILE AP [ERE TR SRR DA -

HAAZE(2012) DASLI A RS T — B AVEALIBRE - MEA T B mBHRAYA
FEElERAERS > FPARAAENE > Z & FEE RBEE Y E e - hym b
KE - T EE L RAEIARE > B T (R, > BEFEEAE T

OB ARER T8, -
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AEAAZE(2012)0F T —BE ) BVREAAEERE AT R
FIEEEE " — ) ~1ER " AEEH ) ~EAEEEN A s

AR T % ) R DUHEER R EE T > nIRE S EER T -

BRI "%, (ROER) SBEIES "% (UTEILERA) >
BEEH S (RESUFIDNE) >EREEENE A " #H:E

Heo F=(EPEE nTER TR | ~ TS R EES - i AEERER > "%

WA H] DR B o W E RIS > TRk T TR o AR TEF SR

TIRZERT ) AL EEAUESESBRIES o (EREIRE] T e ) BIBHC T &0 o REH
s/VIINES AT DRI TEFIRM , WAL - A BUS Y TRDR
T BIEERE -

AT E o 5 T %, BEAEEEEY > I BB — 25N FESE » sio DURE

e "2, /T THES ) ST EAWI AR E  T =+% vs.

=+ s TE{EEAZ vs. = EERD ) R TEIRZ T vs *EFRAD T o [RERAER
FHty T2 BRHEER SRS o W T/ RVZAEKEILERE > sEEAN M
(RS A R -

e —IEBZ R | [FOREGEEEN T A ATt TR, o B T 2RS4
Fh ) FEAERK - JFARNGEEEAN T/ DA THUEEMJ: PR o R TR M
Bl R asEk - REFEA999): R "% | BHEsE > TR & ERGEEERE L
M2 RIR R AW EN A ES R E - Erie sl " RN%eE ) o AEAENRET
FE SRS - BRMBEAMEBEERE > "N, REEHER "%, i T A%, B
MHER T/, - TR TR ke HE, WL BesrLRE " PE
1 TR ) XTSRS Wt ESRA S R T, (g TR )
AHELEA "EER ) G5 EERAENEH TR P REN TE ) FHEM -

HH EaltEsm - " AERCHE R IR NMEERNES i > R ER AT
@4 - Rt S BB EENRANE S LN THES ) e TEEb, -

5. 453 (Conclusion)

MR o B T T BEEA BB S o FREE DRSO AR - A
SCLAGERE R Rota il TR, > Stk r% o FERZAR Rolin] - BRI Sl T 2 ) B T
e MERE TR LT B E s ) BURRRC T ARSI S T %, A T /D
ZIEIEEERME - T2 ) &K T AR ) BRGS R BIY T BEdEs ) VA B
SR T RESGRIINE ) HIIRE - R REFENP A " HRE, -

Tb ) SRR AR S R PRI — R UL - R T % A — SRR T
B - r%’u £ TEES ) ST USRI E - AARNVEERE > HRE TRE
) GEHET > BONIEZFHAVEGE T & ENER OB E  BEE TBES ) S
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o ZEERAY T % TR T SHREAE 0 TR ) iURES > BRI © iR
" M T TR T A R KRR EERE B R RENS T F W
BEOEMERRS T, o IS LA S A
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Feature Structure Tree
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Abstract

With the progress of e-commerce and web technology, a large volume of consumer
reviews for products are generated from time to time, which contain rich
information regarding consumer requirements and preferences. Although China has
the largest e-commerce market in the world, but few of researchers investigated
how to extract product feature from Chinese consumer reviews effectively, not to
analyze the relations among product features which are very significant to
implement comprehensive applications. In this research, a framework is proposed
to extract product features from Chinese consumer reviews and construct product
feature structure tree. Through three filtering algorithms and two-stage optimizing
word segmantation process, phrases are identified from consumer reviews. And the
expanded rule template, which consists of elements: phrase, POS, dependency
relation, governing word, and opinion, is constructed to train the model of
conditional random filed (CRF). Then the product features are extracted based on
CRF. Besides, two index are defined to describe product feature quantitatively such
as frequency and sentiment score. Based on these, product feature structure tree is
established through a potential parent node searching process. Furthermore,
categories of extensive experiments are conducted based on 5,806 experimental
corpuses from taobao.com, suning.com, and zhongguancun.com. The results from
these experiments provide evidences to guide product feature extraction process.
Finally, an application of analyzing the influences among product features is
conducted based on product feature structure tree. It provides valuable management

connotations for designer, manufacturer, or retailer.
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1. Introduction

With the rapid expansion of e-commerce business, the Web has become an excellent source
for gathering consumer reviews about products (Turney, 2002; Dave, Lawrence & Pennock,
2003; Dellarocas, 2003; Godes & Mayzlin, 2004; Hu & Liu, 2004a, b; Liu, Hu & Cheng, 2005;
Duan, Gu & Whinston, 2008; Forman, Ghose & Wiesenfeld, 2008). Many product review
websites (e.g., Amazon.com, Taobao.com) have been established to collect consumer opinions
about products. Consumers also comment on products in their blogs, which are then
aggregated by Blogstreet.com and AllConsuming.net etc. In addition, it has become a common
practice for retailers (e.g., Amazon.com, taobao.com, jd.com) or manufacturers to provide
online forums that allow consumers to express their opinions about products they have
purchased or in which they are interested. Consumer reviews are essential for both retailers
and product manufacturers to understand the general responses of consumers to their products.
Proper analysis and summarization of consumer reviews can further enable retailers or product
manufacturers to insight consumers’ opinions about specific features of products (Liu et al.,
2005). Consumer reviews also offer retailers a better understanding of the specific preferences
of individual customers. Furthermore, from a consumer perspective, consumer reviews

provide valuable information for purchasing decisions.

As the number of consumer reviews expands, however, it becomes more difficult for
users (e.g., product designer & manufacturers, consumers) to obtain a comprehensive view of
consumer opinions pertaining to the products through a manual analysis. Consequently, an
efficient and effective analysis technique that is capable of extracting the product features
stated by consumers and summarizing the sentiments pertaining to specific product features
automatically becomes desirable. This analysis essentially consists of two main tasks: product
feature extraction from consumer reviews and opinion orientation identification for these
product features (Hu & Liu, 2004a, b; Popescu & Etzioni, 2005; Jindal & Liu, 2006; Wei,
Chen, Yang & Yang, 2010).

Product feature extraction is crucial to sentiment analysis, because its effectiveness
significantly affects the performance of opinion orientation identification. Several product
feature extraction techniques have been proposed in the literatures (Hu & Liu, 2004a, b;
Kobayashi, Inui, Matsumoto, Tateishi & Fukushima, 2004; Kobayashi, lida, Inui &
Matsumotto, 2005; Popescu & Etzioni, 2005; Wong & Lam, 2005, 2008; Bahu & Das, 2015).
However, product feature extraction and opinion orientation identification suffer huge
challenges for Chinese consumer reviews because of the natural complexity of Chinese
language (Zhang, Yu, Xu & Shi, 2011; Song, Yan & Liu, 2012; Li, 2013; Zhou, Wan & Xiao,
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2013; Liu, Song, Wang, Li & Lu, 2014; Wang, Liu, Song & Lu, 2014). First, there is always
no interval between the words of Chinese sentences. It leads to the difficulty of distinguishing
Chinese phrases. Besides, some Chinese phrases have synonyms e.g. “Eifig” (electroplax),
which exactly appears at Chinese consumer reviews although it is rare, is a synonym of “Egjf;”
(Battery). This kind of product features cannot be recognized and extracted based on
frequency item method. Moreover, the syntactic and grammar of Chinese sentences are very
complex as well as their structures, e.g. the consumer review “Efjfi/noun if/adverb T]LL
/verb” (The battery is good) always expresses the positive evaluation of consumers for the “H,
s#(Battery). The phrase “HJ LA” (can)' is a verb but it acts as an opinion word that modifies
the phrase “EEif7” (Battery). That means, on the context of Chinese language, verbs may also
modify nouns or noun phrases and express opinion orientation. Thus, the existing methods that
find product features based on adjective are also not enough for Chinese consumer reviews. In
addition, there are some specific correlations among product features according to our
observations. Some product features extracted from consumer reviews are the attributes of the
product, components, or parts such as function, performance, quality, material, and service
while some product features are product, components or parts itself. For example, “$5{5 -k
(cameral)” and “{§ Z (pixel)” are two product features. The 3 & 3k (cameral)” is a
component of intelligent mobile phone while the “f%Zi(pixel)” is the attribute of “¥5{5 -k
(cameral)”. There is a description relation between the “{%%Z:(pixel)” and the “#F{&:k
(cameral)”. Therefore, it is always interrelated among product features. How to extract
product features effectively from Chinese consumer reviews and establish the interrelations
among product features are difficult tasks and huge challenges. This paper focuses on such a
text mining issue of Chinese consumer reviews. More specifically, we will establish a
structure tree of product features and infer the key factors of influencing the sentiment scores
of product features from consumers. The goal is to provide evidences for the designer &

manufacturer to improve and update their products effectively.

With these considerations, a technique framework of extracting product features from
Chinese consumer reviews and its applications are proposed in which a two-stages optimizing
word segmentation solution is proposed to improve the correct rate of word segmentation for
supporting product feature extraction from Chinese consumer reviews, and an expanded rule
template for CRF, in which two new elements namely governing word and opinion word are
added, is developed to deal with complex syntaxes and grammars of Chinese language and
implicit opinion words. This increases the precision of product feature extraction and is also
helpful for the sentiment analysis for product features. Furthermore, product feature structure

'The phrase “B]LL” expresses a positive opinion that means “good” in Chinese language. However, its
literal meaning corresponds to the word “can” in English language. The POS of it defines as verb at
word segmanetation process.
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tree is constructed considering the natural internal correlations among product features, and an
application of inferring the key factors, that influence the preference of consumers for a
product feature, is proposed based on Bayes theory whose results can be used as evidences for
designers, manufacturers, or retailers to product improvement, market management, etc.
Finally, 5,806 consumer reviews from taobao.com, suning.com, and zhongguancun.com are
retrieved and used as corpus to explain the applications of these principles and methods
proposed in this work. It is innovative method of implementing comprehensive applications

based on Chinese consumer reviews at product feature level.

The remainder of this article is organized as follows: In Sect. 2, we review existing
product feature extraction techniques and discuss their fundamental limitations to highlight
our research motivation. Subsequently, a technique framework of extracting product features
from Chinese consumer reviews and its applications are proposed in Sects. 3. Sects. 4
investigate the methods of extracting product features based on CRF. The quantitative
characters of product feature including frequency and sentiment score are explored in Sects. 5.
On the basis of these, product feature structure tree is constructed in Sects. 6. Categories of
extensive experiments are conducted in Sects. 7. Sects. 8 give an example to illustrate the
applications of the methods mentioned in this work. Secs.9 discuss our research works. Finally,

we conclude with a summary and some future research directions in Sect. 10.

2. Literature Review

Some researchers have devoted to analyzing consumer reviews for valuable information and
implementing applications based on it. These analyses and applications essentially consist of
two aspects: product feature extraction and opinion orientation identification. Product feature
extraction is the foundation of opinion orientation identification, and opinion orientation

identification is the application based on product features.

2.1 Product Feature Extraction

Hu and Liu (2004a, b) assumes that product features must be nouns or noun phrases and
employs the association rule mining algorithm (Agrawal & Srikant, 1994; Srikant & Agrawal,
1995) to discover all frequent itemsets (i.e., frequently occurring nouns or noun phrases)
within a target set of consumer reviews. In addition to association rule mining, other
information-extraction-based product feature extraction techniques have also been proposed
(Kobayashi, Inui, Matsumoto, Tateishi & Fukushima, 2004; Kobayashi, lida, Inui &
Matsumotto, 2005). Popescu and Etzioni employ KnowlItAll and propose OPINE to extract
product features from consumer reviews automatically (Popescu & Etzioni, 2005; Etzioni et
al., 2005). Using a set of domain-independent extraction patterns predefined in KnowlItAll,
OPINE instantiates specific extraction rules for each product class under examination and then
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uses these rules to extract possible product features from the input consumer reviews. Wong &
Lam (2005, 2008) employ Hidden Markov Models and CRF, respectively, as the underlying
learning method to extract product features from auction websites. Liu, Wu & Yao (2006)
adopted supervised method to extract product features and compare variety of products for
consumers based on them. Choi and Cardie (2009) presented the methods of recognizing the

product feature from consumer reviews based on CRF.

2.2 Opinion Orientation Identification

Opinion orientation identification is to determine the sentiments of consumers for product
features. Therefore, product feature extraction and opinion orientation identification cannot be
separated in practice. Li et al. (2010) researched the extraction methods of opinion words for
product features by integrating two CRF variables such as Skip-CRF and Tree-CRF. Htay and
Lynn (2013) extracted product features and opinion words using pattern knowledge in
customer reviews. Yi and Niblack (2005) worked on identifying the specific product features
and opinion sentences by extracting noun phrases of specific patterns. Zhuang, Feng and Zhu
(2006) proposed a supervised learning method based on dependency grammatical graph to
extract product feature and opinion information. Yin and Peng (2009) studied the sentiment
analysis for product features in Chinese reviews based on semantic association. Ouyang, Liu,
Zhang and Yang (2015) investigated features-level sentiment analysis of movie reviews. And
Chen, Qi and Wang (2012) extracted multiple types of feature-level information from

consumer reviews.

In addition, topic/opinion summary is also an important aspect based on product feature
extraction and opinion orientation identification. For example, Miao, Li and Zeng (2010)
executed the topic extraction from movie reviews based on CRF. Turney (2002) investigated

the unsupervised classification of reviews based on semantic orientation.

However, the existing product feature extraction and application techniques for English
language cannot be used to deal with Chinese language directly because of the natural
complexity of Chinese language mentioned above. Then some experts explore the product
feature extractions and applications from Chinese consumer reviews. Li, Ye, Li and Law
(2009) and Zu and Wang (2014) researched product feature extracting methods from Chinese
customer online reviews. Liu and Wang (2013) proposed a keywords extraction method based
on semantic dictionary and lexical chain. Ma and Yan (2014) presented the product features
extraction of online reviews based on LDA model. In order to process Chinese language
sentences effectively, Liu and Ma (2009) investigated the Chinese automatic syntactic parsing
issues. Similarly, Li (2013) researched the Chinese Dependency Parsing for product feature
extraction. Jiang et al. (2012) also proposed a method to enhance the feature engineering for
CRF by using unlabeled data. From the perspective of applications, Chang, Chu, Chen and
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Hsu (2016) investigated the linguistic template extraction for reader-emotion features based
on Chinese text. Wang and Meng (2011) studied the opinion object extraction based on the
syntax analysis and dependency analysis. Lv, Zhong, Cai and Wu (2014) investigated the task
of aspect-level opinion mining including the extraction of product entities from Chinese
consumer reviews. Besides, Hu, Zheng, Wu and Chen (2013) developed a method of
extracting product characteristic from consumer reviews to provide users with accurate
product recommendation. Dai, Tsai and Hsu (2014) presented a joint learning method of entity
linking constraints from Chinese consumer reviews based on markov-logic network. Wang
and Wang (2016) investigated comparative network for product competition in feature-levels
through sentiment analysis. These literatures exactly proposed some effective methods of
extracting product features from Chinese text, and used them at specific research tasks. These

methods can be classified into two major approaches: supervised and unsupervised.

Supervised product feature extraction techniques require a set of preannotated review
sentences as training examples while unsupervised product feature extraction approach
automatically extracts product features from consumer reviewers without involving training
examples. Generally, the supervised methods have better results at the precision, recall or
F-score than those of the unsupervised methods because it can set the training samples
according to specific research or application goals (Li et al., 2009; Zu & Wang, 2014; Ma &
Yan, 2014). This work focuses on supervised product feature extraction issues and its

applications.

3. Product Feature Extraction Technique for Chinese Consumer Reviews

Aiming at Chinese consumer reviews, a technique framework of product feature extraction is
proposed that consists of three key phases: word segmentation and optimization, product
feature extraction based on CRF, and the quantitative descriptions of product features. The
proposed technique begins with the preprocessing of the inputting consumer reviews, where
the preprocessing task includes word segmenting & POS tagging, reconstructing noun phrase
based on N-gram, filtering and optimizing. Subsequently, product feature extraction process
employs CRF to identify product features in which a train set and a rule template for
constructing the model of CRF are developed. Based on the extracted product features and the
results of word segmentation, the quantitative descriptions for product features including the
frequency of product feature and the sentiment score of product feature, are constructed. On
the basis of these, product feature structure tree is established based on the fact that product
features are interrelated. Figure 1 presents the framework of product feature extraction
techniques for Chinese consumer reviews. In the following subsections, we will depict the

detailed design and implementation of each phase.
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3.1 Preprocessing Techniques

Preprocessing techniques consist of word segmenting and POS tagging, reconstructing noun
phrase based on N-gram, filtering and optimizing.

Phase A Word Segmenting and POS Tagging

Word segmenting and POS tagging start with the inputting review sentence S, and end with
the pairs (wordi, POSi), where wordi is the ith word contained in sentence S, and POSi
is the POS tagging result of the wordi. For the convenience of presentation and measure,
phrase (word), sentence, and consumer review are defined respectively as Figure 2. In this
work, the word refers to phrase in general unless there are specific instructions. For the review
sentence S “F-AH|AYFEFL/RMES (The screen of this phone is very indistinct)”, the word
segmenting and its POS tagging are as follows: (F-#L(phone), n), (fJ% udel) , (FE%(screen),
n), ({E(very), d), (¥4 (indistinct), a) illustrated in Figure 2. At the same time, the
dependency relations among these words and their governing words are also identified
through syntactic parsing process based on consumer review (Liu & Ma, 2009; Wang & Meng,
2011; Li, 2013; Dai et al., 2014). The objective of this phase is to divide the review sentences
into discrete phrases and annotate its POS tag, and provide the data resource for the next

analysis phases.

2 Itisan auxiliary word in Chinese language. There is no word corresponding to it in English language.
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HED
ATT SBY
RAD ADVS,
r ] r r \y
Root FH i} [ 2 ) B, — .
(phone) (screen) (very) (indistinct)
k“';'i & 1
Consumer review )

Figure 2. Word segmenting and its POS tagging for a case
Phase B Reconstructing Noun Phrase based on N-gram

Word segmenting process may generate some incorrect results sometimes. For example, the
phrase 743 ### (resolution)” always be divided into three kinds of independent phrases “47
(divide)”, “47¥#¥(distinguish)”, and “*(rate)”. However, the phrase “4)¥##%(resolution)”
should be a complete phrase for digital product e.g. intelligent mobile phone. Obviously, it is
an incorrect result of word segmenting. In order to deal with this problem, it is necessary to
recombine these fragmental phrases into its correct form. A reconstruct method based on
n-gram is introduced which consists of two steps: (a) Identifying the number n of the n-gram
method reasonably; (b) Constructing new phrases according to giving number n. Using wordi
as an example and assuming n=3, then new phrases can be generated by recombining it with
adjacent words from left and right directions, respectively. For example, the reconstructing
new phrases based on 3-gram method are as follows (word_yword;, wordgword ),
word ;_word;_yyword;,word ;word ;,1yword .2y, word;_zword_word;_,word,,
word ;word ;41 yWord ;,,yword ;3. After this reconstructing process, the phrase “/3¥#%
(resolution)” that was incorrect segmented will be restored to its correct from. Likeness, all
other incorrect segmented phrases can also be restored to their correct forms through this kind
of reconstructing process.

Unfortunately, this phase may also lead to other error phrases due to over-combination.

Thus we also need to optimize the results generated from reconstructing phase.



An Approach to Extract Product Features from 61

Chinese Consumer Reviews and Establish Product Feature Structure Tree

Phase C Filtering Algorithms

In order to remove the over-combination phrases from Phase B, a series of filtering algorithms

are employed.

(I) Frequency filtering. In general, some new combination phrases which are incorrect such
s “FEEL{R(screen very)” or “HJFEEL(‘s screen)” seldom occurrence at consumer reviews.
Therefore, we can remove them through frequency filtering process by setting a reasonable

threshold. An expression for frequency filtering is generalized as follows:

If Number(word;) < Q; then remove it from Q )

where word; is a phrase generated from Phase B. And Q is the phrase group of word;'s.
Number(word;) is the function that calculates the number of the word; appearing at

consumer reviews. @ is the threshold of frequency filtering process.

This filtering rule means that the word; whose frequency appearing at consumer

reviews less than Q; will be removed from Q.

(IL) Cohesive filtering. However, there are another kind of phrases such as “HfiXfF(That’s
it)” which consist of two frequency words “5t>” and “3Xf#(this/it)”, and is also a frequency
phrase because of the expression habit of Chinese. But it is not a valid phrase. This kind of

phrases still cannot be removed through frequency filtering process only.

According to our observation, the constitute elements of a phrase, for example “43¥¥
(distinguish)” and “#%(rate)” are two constitute elements of the phrase “43¥¥%(resolution)”,
are always strongly coupled among them. That means the cohesive among them is very strong.
However, the cohesive among the constitute elements of the over-combination phrases
generated from Phase B is weak because the combination form of these elements is seldom or
may not exist at consumer reviews at all. Therefore, we can use cohesive to remove these
phrases from the results of Phase B. The cohesive among the constitute elements of a phrase is
generalized as follows (Li et al., 2009):

~ F re(word;) ' ; ,
Coh(wordy) = P erewordp + 1) 04 word; € wordi )

where Fre(word}'-') is the frequency of phrase word; occurring at the results of original
word segmentation. Word]'-' is one of the constitute elements of phrase word; .
Fre(word})(wordg) is the frequency of the constitute elements Word} of phrase word;

occurring at the results of original word segmentation.

Then, the expression of cohesive filtering is generalized as follows:

3 Tt is an auxiliary word in Chinese language. There is no word corresponding to it in English language.
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If Coh(word;) = Q, then word; isnota correct phrase 3)

Through cohesive filtering process, the over-combined frequency phrases that consist of

two frequency words can be removed from phrase set word;.

(Im) Left entropy and right entropy filtering. In addition, a complete phrase always has
various neighbors including left neighbors and right neighbors. If a phrase has a fixed
neighbor either left neighbor or right neighbor, it is always not a complete phrase. For
example, phrase “i% £\ (Nokia: a band of mobile phone ) should be a complete phrase. But
it is always divided into two separated words “i&X5:* and “iI°”. Although the process of
reconstructing phrase can generate its complete form “i%%L\l/(Nokia)”, but some incorrect
word segmentation results such as “3%ZL” and “VI” still exist at the original word
segmentation results. Therefore, it is necessary to remove these phrases from the original word

segmentation results to keep the accuracy of word segmentation results.

The calculation models of the left entropy and the right entropy are defined as follows,
respectively (Li et al., 2009):

Cri

Left entropy: H,(U) =), =X log% )

where C;; is the number of the ith left neighbor appearing at the results of the original word
segmentation. n is the number of the current phrase appearing at the results of the original

word segmentation. H; (U) is the left entropy of the current phrase.

Right entropy: Hg(U) = %; % x log & )
where Cp; is the number of the ith right neighbor appearing at the results of the original word

segmentation. Hg(U) is the right entropy of the current phrase.

On the basis of these, an expression of the left entropy and right entropy filtering is

generalized as follows:

If H,(U) = Q5 or Hgx(U) = Q5 then word; is nota complete phrase 6)

where Q is the threshold of the left entropy and right entropy filtering process.

3.2 Optimizing Word Segmentation Process

Through reconstructing phrase and three filtering processes, some incorrect word
segmentations are removed from the results of original word segmentation and some
fragmented phrases are restored also. Besides, some valuable new phrases corresponding to

specific research object can also be found during these processes. By adding these new

4 #EV is a transliteration word of brand name of mobile phone in Chinese language. There is no

word corresponding to “i#%££” in English language.
5 Likeness, there is no word corresponding to “1[i”” in English language.
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phrases into the user dictionary which is the important evidences of word segmentation
process, then the word segmentation process will restart again based on this extended user
dictionary. Thus, the process of word segmentation in this work contains two stages which is
presented in Figure 3. These two stages can optimize the results of word segmentation to

provide valid data resources for the next product feature extraction process.

Technique path of the

first word segmentation
———a lechnique path of the _

second word segmentation |

Reconstructing
vocabularies
based on N-gram

e mitial results
of the first word
segmentation

e T —
The end results of
the second word
segmentation

I

Filtering methods
®lrequency filtering
®Cohesive filtering

®Lefi and right entropy filtering

User

dictionary

Figure 3. Two-stages word segmentation process

4. Product Feature Extraction based on CRF

The CRF (Lafferty, McCallum & Pereira, 2001; Jakob & Gurevych, 2010) is a sequence
modeling framework that can solve the label bias problem in a principled way. CRF has a
single exponential model for the joint probability of the entire label sequence given the
observation sequence which assign a well-defined probability distribution over possible
labeling, trained by maximum likelihood or MAP estimation. Therefore, the weights of
features at different states can be traded off against each other. CRF perform better than
HMMs and MEMMs when the true data distribution has higher-order dependencies than the
model, as is often the case in practice (Zheng, Lei, Liao & Chen, 2013; Zhang & Li, 2015).
With these considerations, CRF is employed to extract product features from Chinese

consumer reviews in this work. The principles of CRF can be described as follows:

Let X is a random variable over data sequences to be labeled. Y is a random variable
over corresponding label sequences. And X = (xq,x,,:*,x;) might range over natural
language sentences, and x; denotes the ith phrasein X. Y = (y;,¥y,,+*,¥:) range over POS
taggings of those sentence Xs, and y; is the POS tag of the phrase x;. It is illustrated in
Figure 4. The random variables X and Y are jointly distributed. CRF, with the known
observation data sequence X, calculate the conditional probability p(Y|X). As a result, the
POS tag sequence Y that corresponds to the maximum value of the conditional probability
p(Y|X) will be label sequence of the X.
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The conditional probability p(Y|X) can be calculated as follows:

1

p(Y1X) = 7 exp(Xi 2k Ak tei-1, Y%, 1) + Xy L wie S, %, 1) (7
where t,(y;_1,¥;,x,0) is the transfer character function. It denotes that the label
corresponding to the (i — 1)th element in the observation sequence X is y;_;, and the label
corresponding to the i th element in the observation sequence X is y;. si(y;, x,i) is the
status character function. It denotes that the label corresponding to the ith element in the
observation sequence X is y;. A, and u, are the weights for the transfer character function
and the status character function, respectively.

i ¥, ¥ ¥ ¥

Label serial

Observing serial X = XXy 0, Xy

Figure 4. Undirected graph of conditional random fields

According to the principle of CRF, the process of extracting product feature from the
results of word segmentation mainly contains two tasks: annotating train set and designing

rule template.

4.1 Annotating Train Set

Annotating train set, based on the results of the preprocessing phase including POS tag,
dependency relations, and governing words, is to identify the opinion words, product features
and their types that is presented in Figure 5.

4.1.1 Opinion Word Identifying

For Chinese language, opinion words may also be other kinds of POSs, not just adjective. For

example, Chinese phrase “TJ[/(can)™

is a verb but it may express a positive opinion of
consumer sometimes. This is one of the notable differences between Chinese language and
English language. However, these phrases are usually not included in traditional opinion word

set. This leads to the inaccuracy of the sentiment analysis for product features inevitably,

® The phrase “H[ L expresses a positive opinion that means “good” in Chinese language. However, its
literal meaning corresponds to the word “can” in English language. Therefore, the POS of it defines as

verb at word segmanetation process.
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especially for Chinese product features. In order to analyze Chinese product features
effectively, it is necessary to identify this kind of opinion words. Table 1 presents these
unusual opinion words (partial) based on the analysis for Chinese language at preprocessing
phase. Using them, many nouns or noun phrases can be identified and evaluated. This is high

significant for product feature extraction from Chinese consumer reviews and its sentiment

analysis.
Nl
B T — | |
Word scgmentation and part- H No. Dependency | Governing | Opinion | Fea | Feature
Df‘;I; cech. tagsinps relations words word? |ture? | types
Syntactic/dependency/governi 1 Y N P
ng \vordd;analvsis 2 N v A

| Opinion word analysis |

Annotating training set

| Opinion word identifying | Sk e e

\|

| Product feature identifying |

L

| Feature type identifying |

Figure 5. Annotating train set process
Table 1. Unusual opinion words at Chinese consumer reviews

No | POS Phrases Sentences
1 v T (can), et al. “FAHHT PR AT LL”

(The resolution of this phone is good)

N LU
2 n i Hl(fighter), etal. (It is a fighter among phones)

4.1.2 Product Feature Identifying

Product feature identifying is a crucial step for supervised feature extraction method. It will
affect the validity of product feature extraction directly. A reasonable size of train set is
necessary to keep the accuracy of product feature extraction. Therefore, it is a time-consuming

manual annotating process.
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4.1.3 Feature Type ldentifying

In general, the product features extracted from consumer reviews include contents and types.
For example, some product features refer to the product, and some product features refer to the
components/parts constituting this product while some product features refer to the attributes
of the product or the components/parts. Furthermore, these attributes can be grouped into the
function, performance, quality, and service and so on. Distinguishing these product features
carefully can help designer, manufacturer, or retailer to insight into the correlation and
influence characters among them. It provides evidences for deep comprehensive applications

based on product features. Therefore, identifying feature type is very necessary.

Considering the types of product features and their classifications as well as the
interrelations among them, a hierarchical structure for product features can be constructed
which is presented in Figure 6. This hierarchical structure consists of two parts: basic product
structure and the product features describing the attributes of the nodes in basic product
structure such as function, quality, and (or) service. Basic product structure consists of root
node (product), components, and parts which may also be extracted from consumer reviews
and are product features. And the attributed product features including function, quality, and
service are the expanded descriptions to corresponding product, component, or part. This
product feature structure tree connects the attributed product features with corresponding
product, component or parts. It is the foundation for implementing deep comprehensive

applications based on product features.

Product

' Basic product structure

] ! Product feature classification !

‘Ef&n o D

Figure 6. Product feature classifications and its hierarchical structure
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4.2 Rule Template Designing

Product feature extraction based on CRF need a rule template to train its model which is the
core module of CRF to guide product feature extraction process. According to the
requirements of our research works, an approach of designing the rule template for Chinese
product feature extraction is proposed. It mainly includes three aspects of works such as the
core elements of rule template, the unit structure of rule template, and the organization form of
rule template. Considering the characters of Chinese language, the core elements that consist
of rule template are presented in Table 2 which contains word elements (including phrase,
POS, and context), syntactic elements (including dependency relations and governing words),

and sentiment element (opinion words). Each element is also explained in detail in Table 2.

Table 2. Core elements of rule template and their explains

Elements Contents Explains
Phrase Element denotes a phrase
Word form POS Element denotes the POS of the current phrase
elements Element denotes the phrases that locate at the front
Context (front or back) | of the current phrase or at the back of the current
phrase

Dependency relation Element denotes the dependency relation between
Syntax p Y the current phrase and its governing word

elements Element denotes the governing word that belong

Governing word to the dependency relation between them

Opinion

Opinion words Governing word is an opinion word or not
elements

These elements describe the current phrase and the concerned information around it that
are very useful to identify product feature. The utilization unit of these elements can be
described as a three tuple < p,Q,"T" > which is explained in Figure 7.

Where p denotes the position information of the elements. (0 denotes the content
information of the element such as phrase (0), POS (1), dependency relation (2), governing
word (3), and opinion word (4). And T denotes the value corresponding to the element that is
determined based on p and Q. For example, the unit [1, 1,”n”] means that the POS of the
phrase that is next to the current phrase is a noun. Using this mode, we can design the contents
at a given position to deal with the various expression forms of Chinese language. In practice,
the elements in Table 2 are always combined when establishing the rule template to increase
the accuracy and efficiency of extracting product features. The combination forms of elements

and its implications are presented in Figure 8.
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Figure 8. Combination forms of the elements and its implication

There are mainly three kinds of combination forms in this work namely phrase + opinion
word, POS + opinion word, and dependency relation + governing word. The combination
“phrase + opinion word” describes whether the current phrase is an opinion word or not. The
combination “POS +opinion word” describes what is the POS of the opinion word. And the
combination “dependency relation + governing word” describes the dependency relation
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between two phrases and what is the governing word of this dependency relation. These
combination utilizations of the elements, together with their sole utilizations, form a complex
architecture of rule template which is illustrated in Figure 9. Based on it, product feature
extraction for specific task can be achieved well.

[ »p Q, ™ 1]

[ Pk QJ’ T ] -.[ pk h QJ T ]
[ p, ., © ™ 1. p,, » Q , "T" ]
s.t.

ii 6{0,1,2,3,4} and i#i

k,h,h = const.

Figure 9. General organization form of rule template

Based on train set and rule template, the models of CRF can be established through
in-depth learning process which is presented in Figure 10. This learning process constructs a
large amount of function sets which will be used in models to calculate the conditional
probability of elements co-occurring with the form of rule unit description at consumer
reviews. Then these results are used to calculate the probabilities at the transfer character and
those of the state character in Equation (7), respectively.

Train sets models
O|F|C
u
Conditiona Function sets
= 1 random
fields

Rule template

O: Opinion F:Feature  C: Classification
Figure 10. Training the models of CRF
5. Quantitative Characters of Product Features

Quantitative description is the foundation of analyzing product features precisely. In this work,

the quantitative characters of product features are investigated from two aspects: the frequency
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of product feature and the sentiment score of product feature which reflect the extent of
consumer paying attention to them, and the positive or negative feeling of consumer for them,

respectively.

5.1 Frequency of Product Feature Occurring at Consumer Reviews

The frequency of product feature occurring at consumer reviews reflects the extent of
customer paying attention to it. For example, consumer maybe like a product feature very
much or disappoint very much when the frequency of it is very high. The frequency of a

product feature occurring at consumer reviews is generalized as follows:
Num_F; = %% ki (®)

where ng denotes the number of all consumer reviews. k;; denotes the number of the ith
product feature appearing at the sth consumer review. Num_F; denotes the frequency of the

ith product feature occurring at consumer reviews.

5.2 Sentiment Score of Product Feature

Generally, the evaluation of consumers to a product feature is either positive or negative, and
its strength is different as well. How to describe this kind of distinguishes and how to measure

its strength are very important to insight into the preference of consumers precisely.

After analyzing 3,000 consumer reviews, we find that the language pattern of consumer

evaluating a product feature is mainly manifested as follows:
(adv, adj, pf) )

where pf denotes a product feature. adj. denotes the adjective that modifies product feature
pf. And adv denotes the adverb that modifies the adjective adj.. The adverb adv and the
adjective adj. modify the product feature pf together.

The adverb adv and the adjective adj. that modify the product features are always
qualitative descriptions at consumer reviews. In order to describe the strengths of these
adjectives adj. and their polarity as well as those of adverb adv for the goal of calculation
and comparison, the adjective adj. and the adverb adv should be transformed to numerical
value according to their strength and polarity. In this work, the adjective adj. is defined as
the range [-9, +9], and the adverb adv is also defined as the range [-9, +9]. From 1 to 9,
strength is increasing gradually. And the minus sign denotes opposite polarity (namely
negative). Then, the sentiment score of the ith product feature pf is generalized as follows:
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1
Scop, = F{SCOFE.P + ScoFiN + ScopiM}

= %{Z,‘ﬁ:l(Strongpx + Strongpya) — Zg’,zl(StrongNy + Strongyya) +

p| Ele(Strongszzl + SfTOTlgMszlA) -

% (Strongyz,,,, + Strong_Mz_Nz2A)]} (10)
T=a+b+Y;_1(pz+nz) an

where Sco_F; denotes the sentiment score of the ith product feature F;. a, b, and ¢ denote
the number of the positive consumer reviews concerned with the ith product feature F;j, the
number of the negative consumer reviews concerned with the ith product feature F;, and the
number of the neutral consumer reviews (the consumer review that has multiple different
polarity opinion words is defined as neutral consumer review in this work because it is
difficult to identify its exact polarity) concerned with the ith product feature F;, respectively.
Strong_Px denotes the score of the adjective nearby the ith product feature F; at the xth
positive consumer review. And Strong_PxA denotes the strength of the adverb that modifies
the nearest adjective at the xth positive consumer review. Strong Ny denotes the sentiment
score of the adjective nearby the ith product feature F; at the yth negative consumer review.
Strong_NyA denotes the strength of the adverb that modifies the nearest adjective at the yth
negative consumer review. pz is the number of the positive adjective that correspond to
product feature F; at the zth neutral consumer review, and nz is the number of the negative
adjective that correspond to product feature F; at the zth neutral consumer review.
Strong_Mz_Pz1 denotes the sentiment score of the z1th positive adjective of the zth neutral
consumer review, and Strong_Mz_Pz1A denotes the strength of the adverb that modifies the
z1th positive adjective at the zth neutral consumer review. Likeness, Strong Mz_Nz2
denotes the sentiment score of the z2th negative adjective of the zth neutral consumer
reviews, and Strong_Mz_Nz2A denotes the strength of the adverb that modifies the z2th

negative adjective at the zth neutral consumer review.

The sentiment score reflects the preference of consumers to a product feature and its
extent comprehensively. It can provide the evidences for retailer, designer, or manufacturer to

precisely implement product improvement, and market strategy et al.

6. Product Feature Structure Tree Constructing

Product features that correspond to the attributes of the product, components, or parts should
be connected with relevant objects (namely product, components, or parts) in order to
implement in-depth analysis and comprehensive applications at product features level.
According to the classifications of product features, product features form a tree structure in
general which is presented in Figure 6, namely product feature structure tree. In order to
construct this product feature structure tree, a basic product structure is employed which is an
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existing product structure and used as frame, and the nodes of it are also the potential parent
nodes for attributed product features. It needs to be noted that the nodes of the basic product
structure should also the product features extracted from consumer reviews. Therefore, the key
effort of constructing product feature structure tree is to find corresponding parent nodes for
each attributed product feature from the results of word segmentation, and compare the

corresponding parent nodes with the nodes of basic product structure.

6.1 Finding Potential Parent Node for Current Product Feature

The potential parent nodes of current product features are always the parts, components, or
even product. They are noun phrases. And they always co-exist with these attributed product
features. Besides, considering the expression habits of Chinese consumer reviews e.g. some
consumers may mention the parts or product first when they comment an object, and then
evaluate its attributes for example “HEAENAYE Z & (& (The pixels of the camera is too poor)”
while some other consumers may evaluate the attributes of the parts or product first, and then
mention the parts or product for example “ZEfffiH [E]4:(long battery life) » HLAFT AT Y (the
battery very good)”. Thus, keeping the current product feature pf; as a central point, the
process of finding potential parent node for current product feature pf; is to search the phrase
that satisfies with specific POS and type requirements, or the dependency relation with current
product feature pf; based on given step-length from left and right direction illustrated as
Figure 11. The pseudo-code description for the algorithm of finding potential parent node for

current product feature is presented in Figure 12.

Current product feature

Y |
pf. pf, P
{ID(i-1),POS, Depen. type} {ID(1),POS, Depen., type} {ID(i+1),POS, Depen., type}

Word segmentatioky

database

Figure 11. Principle of finding the parent nodes for current product features
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Algorithm 1. Pseudo-Code for finding potential parent node for the current product feature

//Input: R — Results of word segmentation including phrase, POS
dependency relation, governing word, opinion, feature, type

P — Basic product structure
//Output: PCP — Parent —children pairs

PCP=0
For each tagged review r € R
PCP=0
Fori=1 to end of review
If i<Length(ra) — 2 then x=3
Else If i=length(rm) — 2 then x=2
Else If i=length(r) — 1 then x=1

Else x=0
End
End
End
Forj=1tox

GW = phrase;.;, /* Potential parent node namely phrase.; of r, */
GT =Ty /* POS Tag of phrase;.;,ofr, */
If GT is a nous and the dependency relation between phrase;

and phrase;.;is a ATT

and the type of phrase;_; is Product or Parts

then

i=itj

PCP=PCP V PCP;
Break

End
End
End
Number (PCP)++

End

Figure 12. Pseudo-code of finding potential parent node

6.2 Similarity between Potential Parent Nodes and the Nodes of Basic
Product Structure

It is necessary to confirm whether a potential parent node of the current attributed product
feature exists at basic product structure or not before adding the attributed product features
into basic product structure. Comparing the similarity between the potential parent nodes and
the nodes of basic product structure is a valid measure. Considering the characters of Chinese
language, the similarity between the potential parent nodes and the nodes of basic product

structure is calculated from two aspects: literal similarity and context similarity.

6.2.1 Literal Similarity

Word is the basic unit of constructing a phrase. For Chinese language, many phrases whose

meanings are similar always contain the same words (Xia, 2007). Based on these facts, the
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similarity between potential parent nodes and the nodes of basic product structure can be
calculated through the status of words appearing at these nodes (product features) namely
literal similarity which is influenced by two factors: quantitative and position (Wang, Zhou &
Sun, 2012).

Let pf, and pfp are two product features that the similarity between them need to be
calculated. The literal similarity LitSim(pfa, pfs) between pf, and pfy is generalized as
follows (Xia, 2007; Wang et al., 2012):

LitSim(pfy pfy) = a x (SSmeHZ@LapIp| | |SameHZ B/ apI D))y /-
[pfal lpfal

pfal,,, . . lofBl,, ; ;
+B X dp y (ZLZIA Weight(pfai) =~ Yj=; Weight(®fp.))

)/2 (12)

and 0 < LitSim(pf,,pfg) <1 .

where a and [ are the weights that describe the importance of quantitative factor at the
literal similarity calculation and the importance of position factor at the literal similarity
calculation respectively, and o + f = 1. In addition, d,, defines the ratio of the number of

words at these two product features.

. clpfal IpfBl
d, = min ,—
p {IprI IpfAI}

Weight(pf,,i) denotes the weight of the ith word of the product feature pf,.

L, if pfa(i) at SameHZ(pfa, pfp)

Weight(pfa, i) = {o others

where |pfa| and |pfp| denote the number of words at product feature pf, and product
feature pfp , respectively. pfy(i) denotes the ith word of product feature pfj .
SameHZ(pf4, pfg) denotes the set of the words that are contained in both product feature
pfa and product feature pfyp at the same time. |SameHZ(pfy, pfg)| is the number of the set

SameHZ(pfa, pfs)-

6.2.2 Context Similarity

In addition, some Chinese phrases are similar at sematic but they don’t contain any the same
words such as “4fi(appearance)” and “f¥-F-(shape)”. In order to calculate the similarity of
these kinds of product features, it should make full use of the context information around these
product features because the phrases which modify the same sematic phrases are always
similar (Tu, Zhang, Zhou & He, 2012). Thus, the similarity calculation between product
features based on context can be generalized as follows:
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Each product feature pf; is described as a n dimensional vector.

pfl = (Silisiz'”'rSij""'Sin) (13)
where S;; is the co-occurrence frequency between product feature pf; and the jth modified
phrase.

Thereupon, the similarity calculation among product features is transformed into the

similarity between two vectors. It is generalized as follows (Tu et al., 2012):

Stn(pf,pfy) = -iiie (14)
Zke=1 52k Zie=1 She

where S, denotes the co-occurrence frequency between product feature pf, and the kth

modification phrase. S, denotes the occurrence frequency of product feature pf;, and the

kth modification phrase. n is the total number of the modification phrases in an existing

group. And Sim(pf,, pf,) is the similarity between product feature pf, and product feature

Pfp-
| Start

N

5| Read a product feature

Reading the next
product feature

Locating it at ra at the results of word
segmentation

N
Finding potential PCP based on
Algorithm 1.

Next ra

4 v
Comparing potential parent node with the
nodes of basic product structure

\
Adding the current attributed features to
the basic product structure

Figure 13. Process of constructing product feature structure tree
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Based on potential parent node searching and similarity calculating, the process of
constructing product feature structure tree is presented in Figure 13. First, picking out a
product feature from product feature database, and locating it at the results of word
segmentation e.g. the 7,th consumer reviews. Second, searching the potential parent-child
pairs (PCP) by calling Algorithm 1, and then comparing the parent nodes of potential PCP
with the nodes of basic product structure based on similarity analysis. If exists, adding the
product features (namely attributed product feature) into the corresponding nodes of basic
product structure as its children. Repeating this process, until all the attributed product
features are added into basic product structure. This process connects not only the attributed
product features but also their quantitative descriptions such as frequency and sentiment score

with their parent nodes.

7. Experimental Analysis

Product feature extraction from Chinese consumer reviews is a complicated task and is also a
crucial task because its results influence the efficiency of similarity analysis and

comprehensive applications directly.

Many factors influence the results of product feature extraction. In order to insight into
these factors and provide evidences to control the process of product feature extraction
effectively, we design extended experiments from different perspectives based on 5,806
Chinese consumer reviews retrieved from e-commerce platforms Taobao.com, Suning.com,
and Zhongguancun.com.

7.1 Results of Word Segmentation

The results of word segmentation provide the data resources for product feature extraction and
product feature structure tree constructing. Therefore, a valid word segmentation should keep
enough correctness. In this work, a two-stage optimizing word segmentation process is
proposed which is presented in Figure 3. In order to show the effectiveness and necessity of
two-stage optimizing word segmentation process, we designed two experiments: the word
segmentation based on tool ictcals only and the word segmentation based on our proposed
two-stage optimizing word segmentation method. And then the correct rate, which is defined
as the ratio between the number of correct word segmentation and the number of total word
segmentation result, is used as index to evaluate the effectiveness of different word
segmentation methods and different data sources such as taobao.com, suning.com, and
zhongguancun.com, respectively. These results are presented in Figure 14. Black rectangles
describe the correct rates of product features that are extracted based on ictcals system only
from taobao.com, suning.com, and zhongguancun.com respectively (taobao:90.16%,
suning:90.5%, and zhongguancun:95.29%.). Red rectangles describe that correct rates of
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product features that are extracted based on our two-stage optimizing word segmentation from
taobao.com, suning.com, and zhongguancun.com respectively (taoba0:98.39%,
suning:95.97%, and zhongguancun:97.65%.). Obviously, the correct ratios of red rectangle are
all higher than those of black rectangle.

Furthermore, we also calculate the average correct rate of word segmentation based on
the total data from taobao.com, suning.com, and zhongguancun.com which is illustrated in
Figure 15. The correct rate is also increased by 6.16%. Therefore, it is very necessary to
implement two-stages optimizing word segmentation in order to increase the correctness of
Chinese consumer reviews and provide valid data sources for product feature extraction.

I 1 1 I = 100
100 -
180
2 460
©
3
0
3 140
420
0

taobao suning zhongguancun
E-commerce platforms

Il \Word segmentation based on tool icfcals only
[ Word segmentation based on two-stage optimizng process |

Figure 14. Correct rates of two word segmentation methods for three data sources

7.2 Contents of Rule Template

The elements of rule template and its organization form determine the solution of extracting
product features. Different rule templates will lead to different effectiveness of product feature
extraction. In order to explore a valid rule template including elements and its organization
form for our work, 10 rule templates that are developed based on different elements which are
presented at Table 2 and Figure 7 and organization forms are designed. The efficiency of
product feature extraction based on these 10 rule templates are evaluated respectively based
on existing popular index such as precision, recall, and F-score which is illustrated in Figure
16.
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Figure 16. Precisions, recall, and F-score of product feature extraction based on
different rule templates
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We found that the precision, recall, and F-score corresponding to the 7" rule template are
90.86%, 93.8%, and 92.31%, respectively. These are comprehensive optimal comparing with
those of product feature extraction processes based on the other 9 rule templates. Thus, the

rule template for CRF in this work will be established according to the 7™ rule template.

7.3 Widths of Searching Window

Consumer reviews are always irregular expression because the purpose of consumer
commenting on products at network platform is to exchange and share information. Especially
for Chinese language, its complex syntax, grammar and diversified expressions make it more
serious. Therefore, a proper search range is very important in order to find the valid phrases

which are correlated with the current object.

With these considerations, three widths of searching window which had been described
in Figure 11 are designed such as 3, 5, and 7 respectively to extract the potential parent nodes
for current product features. We also employ precision, recall and F-score to measure the
effectiveness of finding potential parent node at different widths of searching window, and the
results of them are presented in Figure 17. It can be seen that the comprehensive result is the
optimal when the width of searching window is 5 although the recall of it increases
continuously along with the increasing of width. The precision and F-score will be decreased
once expanding the width of searching window when the potential parent node cannot be
found at given range. The reason is that the phrases that are found at expanding range maybe
satisfy with the constraint conditions defined at our searching algorithms such as POS or rules,
it may not correlate with the current product feature at all. Thus, it decreases the precision and

the F-score in the end.

Considering the expression habits of Chinese language and the irregularity of consumer
review, the potential parent nodes of the current product features are always omitted or
implicated. Therefore, they cannot be found directly under these conditions. In order to deal
with this issue, a workflow of identifying the potential parent nodes for this kind of product
features is presented in Figure 18. It is to infer the potential parent node for the current
product feature according to the existing searching results namely the potential parent nodes
for the same product feature at the front of consumer reviews. If the infer results are null, then
the design manual for the target product which records the correlations between
components/parts and their attributes is used as evidences to identify its parent node. It avoids

to searching at wider range aimlessly and keep the effectiveness of searching process as well.
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Figure 17. Precision, recall, and F-score under different widths of searching
window
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Moreover, the exact coverage regions of searching window may also be different even
for the same width of searching window. Using the width 5 of searching window as example,
three forms of coverage regions are presented in Figure 19. Accordingly, the efficiencies of
searching potential parent nodes are evaluated through precision, recall, and F-score which are
presented in Figure 20. The form of coverage region in Figure (19-2) corresponds to a better
result. Therefore, the practical searching range and its coverage region are set based on this
result in the case study.
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Figure 19. Different coverage forms of searching window

These experiments and their results provide the evidences for our research works at word
segmentation, product feature extraction, and product feature structure tree constructing. They

are very significant for keeping the validity of our proposed methods.



82 Xinsheng Xu et al.

100 T T T T T T T T T 100

Index value (%)

[-2,2] [-3,1] [-1,3]
Form of window

(-] [ 1
Recall (%) Precision(%) F-score (%)

Figure 20. Efficiency of searching potential parent nodes under different forms of
coverage regions

8. Case Study

Consumer reviews contain rich information regarding consumer requirements and preferences.
Mining valuable information effectively from consumer reviews can provide evidences for
designers, manufacturers, or retailers to implement product improvement or make market
strategy. With the rapid expansion of e-commerce businesses based on network platforms and
clients, more and more companies have realized the importance of this kinds of utilities.
Aiming at Chinese consumer reviews, this section, using intelligent mobile phone xx-F2 as
example, is to elaborate the implementations of the principles and methods mentioned above,
and the applications based on product features.

By using web crawler tools Goseeker and Train collector, we retrieved 5,806 Chinese
consumer reviews from e-commerce platform taobao.com (2,591), suning.com (1,243), and
zhongguancun.com (1,972) which are used as analysis corpuses. According to the technique
framework presented in Figure 1, we employ software ictclas, which is developed by Chinese
Science Academic, as word segmentation tool to divide consumer reviews into discrete
phrases and label their POS. At the same time, we employ software Itp, which is developed by
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Harbin Institute of Technology of China to achieve syntactic parsing. And 82,724 raw phrases
are obtained. After preprocessing for these raw phrases such as stop words, typos, and
meaningless phrases, a two-stages optimization word segmentation process is performed
presented at Section 3.2 to make the results of word segmentation more suitable for our
research tasks, and the key parameters of these optimization phases are set presented in Table
3. Finally, 50,785 valid phrases are obtained. These phrases are used as the data resources

(corpus) for product feature extraction.

Table 3. Parameter setting of two-stages optimizing word segmentation

No | Parameters | Explains Setting
1 n The length of reconstructed string n=>5
2 f The parameter of frequency filtering >2
3 C The parameter of cohesive filtering c>0.2
4 r The parameter of left and right entropy filtering r>0.8
5 q The number of relation Fi-sematic-Fj occurring at the reviews | g>3

In order to extract product features from these results of word segmentation effectively
based on CRF, 9,081 phrases obtained from 1,000 consumer reviews are used as train set. We
invited 2 engineers from mobile phone development department and 1 linguist from the
literature of our school to annotate these phrases manually including feature, type, and opinion.
It took two days, 8 hours per day to implement this task. At the same time, rule template is

developed according to the analysis results of experiment at Section 7.2.

Based on train set and rule template, the model of CRF is trained through a machine
learning process. And then, product features for xx-F2 product are extracted from 50,785 valid
phrases of 5,806 consumer reviews based on CRF. Finally, 80 product features are obtained

after merging synonym, homoionym, and alternative names.

Product feature extraction is a very crucial step for ensuring the effectiveness of the next
comprehensive analysis and application based on product features. In order to verify the
validity of our proposed methods, we design a five-fold intersection experiments by using
5,000 phrases from the results of word segmentation. These 5,000 phrases are divided into 5
subsets which are labeled 1, 2, 3, 4, and 5 respectively, and each subset contains 1,000 phrases.
The effectiveness of product feature extraction based on five-fold intersection experiments are
measured through indexes precision, recall, F-score. At the same time, we calculated the
precision, recall, and F-score of product feature extraction based on the methods proposed by
Jakob’s work, which is the closest with our works at the aspect of product feature extraction,

by using the same phrase set. Finally, we compare the results obtained based on our methods
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with those obtained based on the methods of Jakob’s work (Jakob & Gurevych, 2010) which
are presented in Table 4. Obviously, the precision, recall, and F-score of our methods are all
better than those of Jakon’s work. It denotes that our methods of extracting product features

from consumer reviews are valid, especially for Chinese consumer reviews.

Table 4. Experiment result comparision between our methods and Jakob’s work

Precision(%)

Recall(%)

F-score(%)

Our methods

Jakob’s work

Our methods

Jakob’s work

Our methods

Jakob’s work

93.80

86.47

90.86

78.70

92.31

79.63

Based on the product features extracted above and the results of word segmentation, the
frequency of each product feature is calculated, so does the sentiment score of it. And the
potential parent nodes of the attributed product features are identified based on the Algorithm
1 presented in Figure 12 and the workflow presented in Figure 18. As a result, the attributed
product features are added into the basic product structure of product xx-F2. Thus, product
feature structure tree for xx-F2 is established which is illustrated in Figure 21. The unit of
product feature structure tree is a four tuple: < Fj, frequency, score, F; > where F; is parent
node and F; is child node. Frequency denotes the times of product feature F; appearing at
consumer reviews. Score denotes the sentiment evaluation of consumer to product feature F;.
Based on the product feature structure tree and the data on it including frequency and
sentiment score, the influence or interaction relations between the parent nodes of product

feature structure tree and its child nodes can be inferred conveniently.

In this work, a Bayes theory based application is investigated based on product feature
structure tree that is to infer the factors (namely child nodes) of leading to the negative
valuations or low sentiment scores of their parent nodes. The mathematic description of this

inferring process is as following:

For a Bayes network which is concerned on a set of variables X = {X{,X,,-, X,,}, it
contains two aspects: (1) network structure S in which variables X are conditional
independency, and () local probability distribution P which connects with each variable.
Let variable X; corresponds to a node of Bayes network, and X; is the parent node of
variable X;, then the probability of child node leading to the low sentiment score of its parent
node can be generalized as following.

P(X;=N|X;=L)P(X;=L)

P(Xj=N)

P(X;=L|X;=N) = (15)

Where P(X; = L) is the ratio of unsatisfied consumer reviews (L) for product feature

X; relative to all consumer reviews. It is calculated as following.
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_ z:s—l m(s, X L)
PX;=L)= 55 nesx (16)
Where n(s, X;) denotes the times of product feature X; appearing on the sth consumer

review. m(s, X;, L) denotes the times of product feature X; appearing on the sth consumer
review that has negative evaluating on the product feature X;.
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Figure 21. Product feature structure tree for product xx-F2

And, P(Xj = N|X; = L) denotes the probability that a child node (product feature) X;
being evaluated as negative (described as L) leads to its parent node (product feature) X;

being evaluated as a poor feature (described as N) by consumers. Thus, P(X; = N|X; = L)
can be generalized as following.

P(X;=N|X; =L) =X P(X; =N|X;, -, Xe)P(X; = Drepmp - PXx = Dropmn (17)

Where P(Xj = N|X;, -, X, )P(X; =T) denotes the probability that the child nodes
(product features) {X; ---,Xy} being evaluated as positive (described as H), negative
(described as L), and neutral (described as M) lead to its parent node (product feature) X;

being evaluated as a poor feature (described as N) by consumers. The probability sum of these
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child nodes being evaluated as positive (H), negative (L), and neutral (M) respectively denotes
the probability of parent node (product feature) X; being evaluated as a poor feature
(described as N) when the child node (product feature) X; is evaluated as negative (described
as L) namely P(X]- = N|X,- = L).

Using substructure 3% i 22 (transmitter), which has a relative low sentiment score
according to our statistical results and consists of three child nodes such as 5% X|
(microphone), 53 #s(pickup) and 1 {& (mike), as example, the correlation matrix between
the child node evaluations and the parent node evaluations from consumers is established by
experts based on their observations on 3,000 consumer reviews which is presented Table 5.
On the basis of this, the influences between parent nodes and their child nodes can be
calculated based on formulas (15)-(17). The results shown that the probabilities of a relative
low sentiment scores of %1% g% (transmitter) causing by its child nodes such as % 5E/X|
(microphone), 53 #s(pickup) and i {& (mike) are 0.415, 0.327, and 0.258, respectively. It
can be seen that this relative low sentiment score of %1 25 (transmitter) is the most likely
caused by Z 7 Xl (microphone). Thus, designers or manufacturers should improve the 2 5% X{
(microphone) for the future in order to increase the satisfactions of consumers for their

products, and gain profit margins under fierce market competition in the end.

Table 5. Observation results of influence among product features

Child nodes (product features) Parent nodes (product features)

2 A SERE R i 15 %15 # (Transmitter)
(microphone) (pickup) (mike) Y N

L L L 0.083 0.917

L M 0.143 0.857

L L H 0.417 0.583

L M L 0.354 0.646

| L M M .. 0703 ... .o ... 0297 ._____]J

Similarly, the influences among other nodes on the product feature structure tree can also
be analyzed in this way. It will provide valuable evidences for the designers, manufacturers, or

retailers.

9. Discussions

The main goal of Online reviews from consumers is to exchange or share information among
them. The languages from consumers are characterized as oral, haphazard, and irregular
syntax. And some new words or terms are also created or introduced continuously, specifically

for young people. Therefore, it is necessary to adopt two-stages optimization method for word
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segmentation. This process can deal with the error results of direct word segmentation first,
and find some new words or terms. For example, “/3##3%(pixel)”, in fact, is a kind of
attribute descriptions of intelligent electronic products. So “43”, “/3¥¥”, and “¥¥E" are all
error results of word segmentation but these results exactly exist in practice. Obviously, it is
necessary to delete these error phrases from the results of original word segmentation process
in order to keep the accuracy of our research and analysis works. Based on the results of
original word segmentation, the correct form namely “43##%(pixel)” can only be generated
through word reorganization. However, new error forms can also be generated such as “*43”,
“4rH¥°, and “32*”, etc. Through three filter algorithms such as frequency filtering, cohesive
filtering, and left & right entropy filtering, most of these error results can be deleted from the
results of original word segmentation. In addition, some new terms or phrases can also be
found such as “Z{Ffif(cloud storage)” and “iEZiHHl(speech recognition)”, etc. All these
new words and terms, along with the correct results of word segmentation, are input into user
dictionary again which is used to guide word segmentation at practice. And then, the process
of word segmentation will be restarted based on this extended user dictionary. As a result, the
correct rate of word segmentation is increased remarkably. For example, we used 1,000
consumer reviews as experiment corpus, and invited two development engineers of intelligent
mobile phone and one linguist to divide reviews into phrases and annotate their POSs
manually. The results are used as reference to evaluate the efficiency of word segmentation
methods. And then, two kinds of word segmentation processes such as word segmentation
based on ictclas tool directly and our proposed two-stages optimizing methods. Comparing
with the reference results obtained from experts, the results generated from our two-stages
optimizing method are more accuracy than those of ictclas tool directly which had been
explained in Figure 14 and Figure 15. Therefore, two-stages optimizing word segmentation
method for Chinese consumer reviews is valid and necessary. It ensures to provide high
quality data for the next product feature extraction analysis and application.

Product feature extraction is a complex task especially for Chinese consumer reviews,
and also a crucial stage that will influence the effectiveness of applications based on product
features directly. Therefore, product feature extraction in this work adopted supervised
product feature extraction strategy due to its high precision. Thus, the core work is to design a
reasonable rule template. Besides the elements of existing traditional rule templates, the rule
template developed in this work added two kinds of elements such as governing word and
opinion word to support product feature extraction and sentiment identification. By doing
these, some implicit product features or sentiment expresses can be detected by combining
these new adding elements with the existing elements of existing rule templates which were
presented in Figure 8. For example, “fLF[HY(ganggangde means very good)” is a recent
popular express which describes a kind of positive evaluation. It is an opinion word but it isn’t
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contained at user dictionary exactly. Thereupon, we added it into extended user dictionary,
and annotated it as opinion word manually at train set. And then, the implicit product features
concerned with it can be extracted conveniently, and their sentiment score can be calculated
accurately. In addition, “L%=}1/l(fighter)” is another popular express recently. In essence, it is
a noun phrase. But it is always used as an adjective phrase to modify a product feature around
it and express a positive sentiment. Likeness, this phrase is also not contained at user
dictionary. Therefore, it is high significant for product feature extraction from Chinese
consumer reviews to find new words especially for opinion words to extend existing user
dictionary through two-stages optimizing word segmentation process, and annotate the
opinion attributes of phrases at train set and rule template. After doing this, the implicit
product features and their sentiment evaluation can be processed accurately. These were
verified in Figure 16 which presents the efficiency of product feature extraction based on 10
different rule templates, and the 7™ rule template which was proposed in this work has better

results than those of rule templates.

In addition, product features are always internal correlated with each other. For example,
“H{5=k(camera)” and “{§ 2 (pixel)” are two product features, and may appear at different
consumer reviews discretely. However, product feature “{5§ 2% (pixel)” is one of the attributes
of product feature “#f%k(camera)” in essence. Therefore, the internal correlation among
them is an inevitable existence. Unfortunately, the existing researches don’t explore this fact.
This paper discussed this issue. Product feature structure tree is the representation form of the
internal correlations among product features. It integrates product features which distributes at
consumer reviews concretely into a whole object, and makes the comprehensive applications
based on product features feasible. However, the numbers between parent nodes (product
features) and its child nodes (product features), according to our observations, don’t satisfy
with cumulative calculation law both frequency and sentiment score e.g. between “i£ifgs
(transmitter)” and {“Z ¥g X (microphone)”, “5 % 2% (pickup)”, and “if & (mike)”}. The
reason is that many consumers provide a snippet text description for products only for the goal
of completing evaluation task required by platform or system. As a result, many product
features at consumer reviews are not evaluated by consumers at all. Therefore, the influences
among product features cannot be reflected by the numbers on product feature structure tree
directly. For this reason, a method of inferring the influences among product features based on
product feature structure tree is proposed by using Bayes theory. This method uses the
sentiment scores of product features as evidences to identify the product features that need to
be analyzed in depth because of its low or negative evaluations from consumers. At the same
time, it makes full use of the practical evaluation results of each review from consumers.
Therefore, the inferring results are more convince. For example, product feature “i%i%25

(transmitter)” is determined as the object that need to be inferred the elements leading to its
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low or negative sentiment score. According to the data on product feature structure tree, child

¥ 25 (pickup)” may be the potential element because of its lowest

node (product feature)
sentiment score. However, the inferring result from our proposed method based on Bayes
theory is that child node “Z 7¢X|(microphone)” has the maximal possible of leading to low
sentiment score of its parent node or negative evaluation. It is in accordance with fact. Even if
the sentiment scores of “Z 3 X\ (microphone)” are not the lowest while the frequency of
product feature received negative evaluation are very high which means a large amount of
consumers pay attention on this product feature and give negative evaluation on this product
feature. Therefore, this leads to a lower sentiment score of its parent nodes. From the
perspective of probability theory and mathematical statistics, a minority events always have
no statistic means in general. Therefore, product feature structure tree makes the research and
analysis on the internal relations among product features feasible, and the inferring method
based on Bayes theory is a valid method to keep the applications more reasonable.

10. Conclusions

A large amount of product reviews provide valuable consumer feedback. In the past decade,
many researchers in computer science and information management have paid much attention
to extract product features from consumer reviews, and analyze the opinion direction of
consumer for product features. This paper, aiming at Chinese consumer reviews, investigates
the issues of product feature extraction and the applications at product feature level. It is high
significant because of emerging a huge e-commerce market in China.

In this work, a technique overview of extracting product features from Chinese consumer
reviews is proposed in which two-stages optimizing word segmentation, product feature
extraction based on CRF, and product feature structure tree establishing are investigated.
Two-stages optimizing word segmentation process mainly consists of phrase reconstructing,
frequency filtering, cohesiveness filtering, and left & right entropy filtering. It increases the
correct rate of word segmentation through new phrase finding to expand user dictionary and
the second word segmentation process. Likeness, an expanded rule template is proposed in
which governing word and opinion word annotating are added to detect the implicit product
features and infrequent opinion words. It increases both the efficiency of product feature
extraction from Chinese consumer reviews and the accurateness of sentiment evaluation for
product features. At the same time, two quantitative characters are defined to describe the
preference extent of consumers for a product feature. Furthermore, product feature structure
tree is established based on the inevitable internal correlations among product features. An
algorithm is proposed to find the potential parent nodes for current product features from the
results of word segmentation and different similarity functions are employed to evaluate the

similarity between the potential parent nodes and the nodes of basic product structure in order
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to add the attribute product features into basic product structure. On the basis of these, an
inferring application based on product feature structure tree is explored to identify the
potential factors that lead to the low sentiment score of its parent node by using Bayes theory.
This is high significant for designers, manufacturers, or retailers to implement product update,
quality improvement, and market strategy, etc. Moreover, categories of comparative
experiments and profound analysis are conducted on 5,806 real consumer reviews. The results
generated from them provide the evidences for our research works. Finally, the case study

verified the effectiveness of our proposed methods and applications.

Potential research work can be extended in many directions such as product quality and
risk management and the dynamic evolution characteristics of the influences among product

features, etc. These are also our future research directions.
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