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Forewords

The 27th Conference on Computational Linguistics and Speech Processing (ROCLING 2017)
was held at National Chiao Tung University, Hsinchu, Taiwan on Oct. 1-2, 2015. ROCLING,
which sponsored by the Association for Computational Linguistics and Chinese Language
Processing (ACLCLP), is the leading and most comprehensive conference on computational
linguistics and speech processing in Taiwan, bringing together researchers, scientists and
industry participants from fields of computational linguistics, information understanding, and
speech processing, to present their work and discuss recent trends in the field. This special issue
presents extended and reviewed versions of six papers meticulously selected from ROCLING

2015, including 3 natural language processing papers and 3 speech processing papers.

The first two papers from Academia Sinica focused the math word problem solver. The fist
one paper proposes a tag-based statistical framework to solve math word problems with
understanding and reasoning. It analyzes the body and question texts into their associated
tag-based logic forms, and then performs inference on them. The proposed statistical approach
alleviates rules coverage and ambiguity resolution problems, and their tag-based approach also
provides the flexibility of handling various kinds of related questions with the same body logic
form. This paper is also awarded as the best paper of ROCLING 2015. The second paper
proposes a math operation oriented approach to explain how the answers are obtained for math
word problems. They adopt a specific template to generate the text for each kind of math
operator. This is also the first explanation generation that is specifically tailored to the math
word problems. The third paper from National Cheng Kung University focused the problem of
the frequent bi-term in BTM. This paper proposed an improvement of word co-occurrence
method to enhance the topic models. They apply the word co-occurrence information to the
BTM. The experimental result that show the enhanced PMI-B-BTM gets better results in the
both of regular short news title text and the noisy tweet text.

The last three papers are spoken language processing papers. The first two of them are
co-works from National Taiwan Normal University and Academia Sinica. The first one explores
a novel use of both word and sentence representation techniques for extractive spoken document
summarization. In this paper, three variants of sentence ranking models building on top of such
representation techniques are also proposed. The second one attempts to obtain noise-robust
speech features through modulation spectrum processing of the original speech features. They
explore the use of nonnegative matrix factorization (NMF) and its extensions on the magnitude
modulation spectra of speech features so as to distill the most important and noise-resistant
information cues that can benefit the ASR performance. The last paper from Nation Tsing Hua
University aims at using machine learning approach to automate the observations of human

behaviors, and by using signal processing technique. This paper proposes to use stacked sparse



autoencoder (SSAE) to reduce the dimensionality of the acoustic-prosodic features used in order
to identify the key higher-level features.

The Guest Editors of this special issue would like to thank all of the authors and reviewers
for sharing their knowledge and experience at the conference. We hope this issue provide for
directing and inspiring new pathways of NLP and spoken language research within the research
field.

Guest Editors
Hung-Yu Kao

Department of Computer Science and Information Engineering, National Cheng Kung

University, Taiwan

Yih-Ru Wang

Department of Electrical and Computer Engineering, National Chiao Tung University, Taiwan
Jen-Tzung Chien

Department of Electrical and Computer Engineering, National Chiao Tung University, Taiwan
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Designing a Tag-Based Statistical Math Word Problem

Solver with Reasoning and Explanation

Yi-Chung Lin*, Chao-Chun Liang*, Kuang-Yi Hsu",
Chien-Tsung Huang®, Shen-Yun Miao*, Wei-Yun Ma’,

Lun-Wei Ku*, Churn-Jung Liau*, and Keh-Yih Su*

Abstract

This paper proposes a tag-based statistical framework to solve math word problems
with understanding and reasoning. It analyzes the body and question texts into their
associated tag-based logic forms, and then performs inference on them. Comparing
to those rule-based approaches, the proposed statistical approach alleviates rules
coverage and ambiguity resolution problems, and our tag-based approach also
provides the flexibility of handling various kinds of related questions with the same
body logic form. On the other hand, comparing to those purely statistical
approaches, the proposed approach is more robust to the irrelevant information and
could more accurately provide the answer. The major contributions of our work are:
(1) proposing a tag-based logic representation such that the system is less sensitive
to the irrelevant information and could provide answer more precisely; (2)
proposing a unified statistical framework for performing reasoning from the given

text.

Keywords: Math Word Problem Solver, Machine Reading, Natural Language
Understanding.

1. Introduction

Since Big Data mainly aims to explore the correlation between surface features but not their

underlying causality relationship, the Big Mechanism® program was initiated by DARPA

* Institute of Information Science, Academia Sinica, 128 Academia Road, Section 2, Nankang, Taipei
11529, Taiwan
E-mail: {lyc; ccliang; ianhsu; joecth; jackymiu; ma; lwku; liaucj; kysu} @iis.sinica.edu.tw

' http://www.darpa.mil/Our_Work/I20/Programs/Big_Mechanism.aspx
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(from July 2014) to find out “why” behind the “Big Data”. However, the pre-requisite for it is
that the machine can read each document and learn its associated knowledge, which is the task
of Machine Reading (MR) (Strassel et al., 2010). Therefore, the Natural Language and
Knowledge Processing Group, under the Institute of Information Science of Academia Sinica,

formally launched a 3-year MR project (from January 2015) to attack this problem.

As a domain-independent MR system is complicated and difficult to build, the math
word problem (MWP) (Mukherjee & Garain, 2008) is chosen as the first task to study MR for
the following reasons: (1) Since the answer for the MWP cannot be extracted by simply
performing keyword matching (as Q&A usually does), MWP thus can act as a test-bed for
understanding the text and then drawing the answer via inference. (2) MWP usually possesses
less complicated syntax and requires less amount of domain knowledge. It can let the
researcher focus on the task of understanding and reasoning, not on how to build a
wide-coverage grammar and acquire domain knowledge. (3) The body part of MWP (which
mentions the given information for solving the problem) usually consists of only a few
sentences. Therefore, the understanding and reasoning procedure could be checked more
efficiently. (4) The MWP solver could have its own standalone applications, such as computer

tutor, etc. It is not just a toy test case.

According to the framework of making the decision while there are several candidates,
previous MWP algebra solvers can be classified into: (1) Rule-based approaches with logic
inference (Bobrow, 1964; Slagle, 1965; Charniak, 1968, 1969; Dellarosa, 1986; Bakman,
2007), which apply rules to get the answer (via identifying entities, quantities, operations, etc.)
with a logic inference engine. (2) Rule-based approaches without logic inference (Gelb, 1971;
Ballard & Biermann, 1979; Biermann & Ballard, 1980; Biermann et al., 1982; Fletcher, 1985;
Hosseini et al., 2014), which apply rules to get the answer without a logic inference engine. (3)
Purely statistics-based approaches (Kushman et al., 2014; Roy et al., 2015), which use
statistical models to identify entities, quantities, operations, and get the answer without

conducting language analysis or inference.

The main problem of the rule-based approaches mentioned above is that the coverage
rate problem is serious, as rules with wide coverage are difficult and expensive to construct.
Also, it is awkward in resolving ambiguity problems. Besides, since they adopt Go/No-Go
approach (unlike statistical approaches which can adopt a large Top-N to have high including
rates), the error accumulation problem would be severe. On the other hand, the main problem
of those approaches not adopting logic inference is that they usually need to implement a new
handling procedure for each new type of problems (as the general logic inference mechanism
is not adopted). Also, as there is no inference engine to generate the reasoning chain,
additional effort would be required for generating the explanation. In contrast, the main

problem of those purely statistical approaches is that they are sensitive to irrelevant
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information (Hosseini et al., 2014) (as the problem is solved without first understanding the
text). Also, the performance deteriorates significantly when they encounter complicated
problems due to the same reason.

To avoid the problems mentioned above, a tag-based statistical framework which is able
to perform understanding and reasoning is proposed in this paper. For each body statement
(which specifies the given information), the text will be first analyzed into its corresponding
semantic tree (with its anaphora/ellipses resolved and semantic roles labeled), and then
converted into its associated logic form (via a few mapping rules). The obtained logic form is
then mapped into its corresponding domain dependent generic concepts (also expressed in
logic form). The same process also goes for the question text (which specifies the desired
answer). Finally, the inference (based on the question logic form) is performed on the logic
statements derived from the body text. Please note that a statistical model will be applied each
time when we have choices.

Furthermore, to reply any kind of questions associated with the given information, we
keep all related semantic roles (such as agent, patient, etc.) and associated specifiers (which
restrict the given quantity, and is freely exchangeable with the term tag) in the logic form
(such as verb(ql,## %), agent(ql,~ H.JK), head(nl,,Z&), color(nl,,4L), etc.), which are
regarded as various tags (or conditions) for selecting the appropriate information related to the
given question. Therefore, the proposed approach can be regarded as a tag-based statistical
approach with logic inference. Since extra-linguistic knowledge would be required for
bridging the gap between the linguistic semantic form and the desired logic form, we will
extract the desired background knowledge (ontology) from E-HowNet (Chen et al., 2005) for

verb-entailment.

In comparison with those rule-based approaches, the proposed approach alleviates the
ambiguity resolution problem (i.e., selecting the appropriate semantic tree,
anaphora/co-reference, domain-dependent concepts, inference rules) via a statistical
framework. Furthermore, our tag-based approach provides the flexibility of handling various
kinds of possible questions with the same body logic form. On the other hand, in comparison
with those purely statistical approaches, the proposed approach is more robust to the irrelevant
information (Hosseini et al., 2014) and could provide the answer more precisely (as the
semantic analysis and the tag-based logic inference are adopted). In addition, with the given
reasoning chain, the explanation could be more easily generated. Last, since logic inference is
a general problem solving mechanism, the proposed approach can solve various types of
problems that the inference engine could handle (i.e., not only arithmetic or algebra as most
approaches aim to).

The contributions of our work are: (1) Proposing a semantic composition form for

abstracting the text meaning to perform semantic reasoning; (2) Proposing verb entailment via
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E-HowNet for bridging the lexical gap (Moldovan & Rus, 2001); (3) Proposing a tag-based

logic representation to adopt one body logic form for handling various possible questions; (4)

Proposing a set of domain dependent (for math algebra) generic concepts for solving MWP; (5)
Proposing a statistical solution type classifier to indicate the way for solving MWP; (6)

Proposing a semantic matching method for performing unification; (7) Proposing a statistical

framework for performing reasoning from the given text.

2. Design Principles

Since we will have various design options in implementing a math word problem solver, we
need some guidelines to judge which option is better when there is a choice. Some principles
are thus proposed as follows for this purpose:

(1) Solutions should be given via understanding and inference (versus the template matching
approach proposed in (Kushman et al., 2014), as the math word problem is just the first
case for our text understanding project and we should be able to explain how the answer
is obtained.

(2) The expressiveness of the adopted body logical form should be powerful enough for
handling various kinds of possible questions related to the body, which implies that logic
form transformation should be information lossless. In other words, all the information
carried by the semantic representation should be kept in the corresponding logical form. It
also implies that the associated body logical form should be independent on the given
question (as we don’t know which question will be asked later).

(3) The dynamically constructed knowledge should not favor any specific kind of
problem/question. This principle suggests that the Inference Engine (IE) should regard
logic statements as a flat list, instead of adopting a pre-specified hierarchical structure
(e.g., the container adopted in (Hosseini et al., 2014), which is tailored to some kinds of
problems/questions). Any desired information will be located from the list via the same
mechanism according to the specified conditions.

(4) The Logic Form Converter (LFC) should be compositional (Moldovan & Rus, 2001) after
giving co-reference and solution type?, which implies that each sub-tree (or nonterminal
node) should be independently transformed regardless of other nodes not under it, and the
logic form of a given nonterminal node is formed by concatenating the corresponding
logic forms of its associated child-nodes.

(5) The IE should only deal with domain dependent generic concepts (instead of complicated

2 Solution Type specifies the desired mathematic utility/operation that LFC should adopt (see Section
3.3 for details).
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problem dependent concepts); otherwise, it would be too tedious. Take the problem “100
FEEEL Y 5 S, | SopEst AeiEkE? (If 100 candies are packed into 5 boxes, how many
candies are there in a box?)” as an example. Instead of using a problem-dependent First
Order Logic (FOL) predicate like “ZE% (100,58 #,5, 5, F#)”, the problem-independent
FOL functions/predicates like “quan(ql,f&,##) = 1007, “quan(q2, &,1%) = 57,
“gqmap(ml,q1,q2)”, and “verb(ml,2L%)” are adopted to represent the facts provided by

problem description’.

(6) The LFC should know the global skeleton of the whole given text (which is implicitly
implied by the associated semantic segments linked via the given co-reference

information) to achieve a reasonable balance between it and the IE.

(7) The IE should separate the knowledge from the reasoning procedures to ease porting,
which denotes that those domain dependent concepts and inference rules should be kept
in a declarative form (and could be imported from some separated files); and the

inference rules should not be a part of the IE’s source code.

3. System Framework

Semantic ['solution Type Classifier
Math Word Problem Paragraph .
(body text and questions) ‘ Language Analysis ‘ Logic Form
Semantic Sequences Converter
|Prob|em Resolution| Inference
Question-Answer Pairs Engine

|

Explanation Texts -—{ Explanation Generation | Question-Answer Pairs

Figure 1.The block diagram of the proposed Math Word Problem Solver.

The block diagram of the proposed MWP solver is shown in Figure 1. First, every sentence in
the MWP, including both body text and the question text, is analyzed by the Language
Analysis module, which transforms each sentence into its corresponding Semantic
Representation (SR) tree. The sequence of SR trees is then sent to the Problem Resolution

module, which adopts logic inference approach to obtain the answer for each question. Finally,

3 “quan(---)” is an FOL function to describe quantity facts. “quan(ql,58,#%)=100" and “quan(q2,£,
H#)=5" describe two quantity facts about “100 JEkE” and “5 &>, respectively. “qgmap(ml,q1,q2)” is
an FOL predicate to describe that there is a relation (denoted by “m1”) between two quantity facts “ql”
and “q2”. “verb(ml1,2£/%)” indicates that the verb “#Ef%” is associated with the quantity relation

“ml”.
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the Explanation Generation module will explain how the answer is obtained (in natural

language text) according to the given reasoning chain.

As the figure depicted, the Problem Resolution module in our system consists of three
components: Solution Type Classifier (STC), LFC and IE. The STC suggests a scenario to
solve the problem for every question in an MWP. In order to perform logic inference, the LFC
first extracts the related facts from the given SR tree and then represents them as FOL
predicates/functions (Russell & Norvig, 2009). It also transforms each question into an
FOL-like utility function according to the assigned solution type. Finally, according to
inference rules, the IE derives new facts from the old ones provided by the LFC. Besides, it is

also responsible for providing utilities to perform math operations on related facts.

The entities (like noun phrases) or events (like verb phrases) described in the given
sentence may be associated with modifiers, which usually restrict the scope (or specify the
property) of the entities/events that they are associated. Since the system does not know which
kind of questions will be asked when it reads the body sentences, modifiers should be also
included in logic expressions (act as specifiers) and involved in binding. Therefore, the
reification technique (Jurafsky & Martin, 2000) is employed to map the nonterminals in the
given semantic tree, including verb phrases and noun phrases, into quantified objects which
can be related to other objects via specified relations. For example, the logic form of the noun
phrase “4[Z&(red pens)” would be “color(nl,4])&head(n1,Z&)”, where “nl” is an identified
object referring to the noun phrase. Usually, the specifiers in the Body Logic Form (BLF) are
optional in Question Logic Form (QLF), as the body might contain irrelevant text. On the
contrary, the specifiers in the QLF are NOT optional (at least in principle) in BLF (i.e., the
same (or corresponding) specifier must exist in BLF). This restriction is important as we want
to make sure that each argument (which will act as a filtering-condition) in the QLF will be

exactly matched to keep irrelevant facts away during the inference procedure.

Take the MWP “XC B JE#EE 2361 F541EEH1 1587 f7EEEE(A stationer bought 2361 red
pens and 1587 blue pens), 7 E 53 5444555 (How many pens did the stationer buy)?” as
an example. The STC will assign the operation type “Sum” to it. The LFC will extract the

following facts from the first sentence:

quan(ql,f7,n1,)=2361&verb(ql,
quan(q2,£%7,n2,)=1587&verb(q2,

i £9)&agent(q1 3L ELJE)&head(n1,, 5)&color(n1 ,4T)
3 £5)&agent(q2, ST ELJE)&head(n2,,55)&color(n2,, )
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The quantity-fact “2361 £74155(2361 red pens)” is represented by “quan(ql,f%,nl,)=2361",
where the argument “nlp”4 denotes “4[ZE(red pens)” due to the facts “head(nl,,Z&)” and
“color(nl,, 4T )”. Also, those specifiers “verb(ql, # & )&agent(ql, 3 B |5 )&head(nl,,
&)&color(nl,,41)” are regarded as various tags which will act as different conditions for
selecting the appropriate information related to the question specified later. Likewise, the
quantity-fact “1587 £ #5455 (1587 blue pens)” is represented by “quan(q2,f7,n2,)=1587". The
LFC also issues the utility call “ASK Sum(quan(?q,f%,2%),verb(?q,# &)&agent(?q, 32 B JB))”
(based on the assigned solution type) for the question. Finally, the IE will select out two
quantity-facts “quan(ql, £ ,n1,)=2361" and “quan(q2,t¥ ,n2,)=1587”, and then perform
“Sum” operation on them to obtain “3948”.

If the question in the above example is “37 ELJE 3 it 54445 4125 (How many red pens
did the stationer buy)?”, the LFC will generate the following facts and utility call for this new

question:

head(n3,,,2&)&color(n3,,41)
ASK Sum(quan(?q,f%,n3,),verb(?q, £ £5)&agent(?q, 3 E.JK))

As the result, the IE will only select the quantity-fact “quan(ql,f7,n1,)=2361”, because the
specifier in QLF (i.e., “color(n3,,41)”) cannot match the associated specifier “E%(blue)” (i.e.,
“color(n2,,#%)”) of “quan(q2,%,n2,)=1587". After performing “Sum” operation on it, we thus
obtain the answer “2361”. Each module will be described in detail as follows (We will skip
Explanation Generation due to space limitation. Please refer to (Huang et al., 2015) for the
details).

3.1 Language Analysis (Jurafsky & Martin, 2000)

Since the Chinese sentence is a string of characters with no delimiters to mark word
boundaries, the first step for analyzing the MWP text is to segment each given sentence string
into its corresponding word sequence. Our Chinese word segmentation system (Chen & Ma,
2002; Ma & Chen, 2003) adopts a modularized approach. Independent modules were designed
to solve the problems of segmentation ambiguities and identifying unknown words.
Segmentation ambiguities are resolved by a hybrid method of using heuristic and statistical

rules. Regular-type unknown words are identified by associated regular expressions, and

[T91}

* The subscript “p” in “nl,” indicates that “nl,” is a pseudo nonterminal derived from the nonterminal
“n1”, which has four terminals “23617, “f&”, “41” and “Z”. More details about pseudo nonterminal

will be given at Section 3.3.
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irregular types of unknown words are detected first by their occurrence and then extracted by
morphological rules with statistical and morphological constraints. Part-of-Speech tagging is
also included in the segmentation system for both known and unknown words by using HMM
models and morphological rules. Please refer to (Tseng & Chen, 2002; Tsai & Chen, 2004) for
the details.

In order to design a high precision and broad coverage Chinese parser, we had
constructed a Chinese grammar via generalizing and specializing the grammar extracted from
Sinica Treebank (Hsieh et al., 2013; Hsieh et al., 2014) to achieve this goal. The designed
F-PCFG (Feature-embedded Probabilistic Context-free Grammar) parser was based on the
probabilities of the grammar rules. It evaluates the plausibility of each syntactic structure to
resolve parsing ambiguities. We refine the probability estimation of a syntactic tree (for
tree-structure disambiguation) by incorporating word-to-word association strengths. The
word-to-word association strengths were self-learned from parsing the CKIP corpus (Hsieh et

al., 2007). A semantic-role assignment capability is also incorporated into the system.

3.1.1 Semantic Composition

Once the syntactic structure (with semantic roles) for a sentence is obtained, its semantic
representation can be further derived through a process of semantic composition (from lexical
senses) and achieved near-canonical representations. To represent lexical senses, we had
implemented a universal concept-representation mechanism, called E-HowNet (Chen et al.,
2005; Huang et al., 2014). It is a frame-based entity-relation model where word senses are
expressed by both primitives (or well-defined senses) and their semantic relations. We utilize
E-HowNet to disambiguate word senses by referencing its ontology and the related synsets of

the target words.

To solve math word problems, it is crucial to know who or what entity is being talked
about in the descriptions of problems. This task is called reference resolution, and it can be
classified into two types — anaphora resolution and co-reference resolution. Anaphora
resolution is the task of finding the antecedent for a single pronoun while co-reference is the
task of finding referring expressions (within the problem description) that refer to the same
entity. We attack these two types of resolution mainly based on assessing whether a target
pronoun/entity coincides its referent candidate in E-HowNet definition. For example, the
definition of “#i(she)” is “{3rdPerson|ftf. A\ :gender={female|Z}}”. Therefore, it would
restrict that the valid referent candidates must be a female human, and result in a much fewer

number of candidates for further consideration.

In the following example, the semantic composition, anaphora resolution and

co-reference resolution are shown in the table.
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INEE A 62 5R BEAR

2HEF H & fsesk o /NEE BE A KR MR 7

(Xiaohao had 64 stickers, and his brother gave him 56 more. How many stickers does Xiahao

have now?)
/INEEF 62 SRIVGAR - e &A1 56 7R INEEBAE A SRR ?
HQ): {&0): {H@):

theme={[x1]/ N5 (1)},
range={ {54 (4):
quantifier={ 6 2 7E(3)}

/NEE(L): {human| \:name={"/]NZE"}}
A (2): {ownlH}

6 2 58(3): quantifier={7&.null|fi
F%:quantity={62}}

REE(4): {paper|4E3E: qualification
={sticky[Fh}}

agent={&F&H(1)},
time={F(2)},
goal={[x1]ftt(4)},
theme={E4%(5.1):
quantifier={ 5 6 5E(5)}

EFEF(1): {EFEF|ElderBrother}
H(2): frequency={again|F5}
45(3): {givelss}

fit(4): {3rdPerson|fz A}

5 6 7%(5): quantifier={5f.null|fE
#:quantity={56}}

RE4R(5.1): {paper[<
5 qualification={sticky[%h} }

theme={[x1]/NZz(1)},
time={IF£(2)},
quantity={3£(3)},
range={ 54K (6):
quantifier={£45E(5)}

/INEE(L): {human| A\ :name={"/\5%
"}

RAE(2): {present|FRAF}

$£(3): {all|}

EH(4): {own[H}

$%5R(5): quantifier={5& null|fE:
6 quantity={Ques/EEI} )

FE4R(6): {paper|4%
5E:qualification={sticky|%&h} }

We use numbers following words to represent words’positions in a sentence. For

instance, “75(2)” is the second word in the first sentence. The semantic representation uses a
near-canonical representation form, where semantic role labels, such as “agent”, “theme” and
“range”, are marked on each word, and each word is identified with its sense, such as “/5(2):

{own|F}”.

The co-referents of all sentences in a math problem are marked with the same “x[#]”. For
example, we mark the proper noun “/N5%(1)” with “[x1]” to co-refer with the pronoun “fif.(4)”
and the second occurrence of the proper noun “/NZ%(1)”. In the second sentence of the
example, the head of the quantifier “5 6 5E” is omitted in the text but it is recovered in the
semantic representation and annotated with a decimal point in its word position. The missing
head is recovered as “Hh&f%(5.1)”, which is an extra word with its constructed position based

on decimal point.
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3.2 Solution Type ldentification

However, even we know what the given math word problem means, we still might not know
how to solve it if we have not been taught for solving the same type of problems in a math
class before (i.e., without enough math training/background). Therefore, we need to collect
various types of math operations (e.g., addition, subtraction, multiplication, division, sum,
etc.), aggregative operations (e.g., Comparison, Set-Operation, etc.) and specific problem
types (e.g., Algebra, G.C.D., L.C.M., etc.) that have been taught in the math class. And the
LFC needs to know which math operation, aggregative operation or specific problem type
should be adopted to solve the given problem. Therefore, we need to map the given semantic
representation to a specific problem type. However, this mapping is frequently decided based
on the global information across various input sentences (even across body text and question
text). Without giving the corresponding mathematic utility/operation, the logic form
transformation would be very complicated. A Solution Type Classifier (STC) is thus proposed
to decide the desired utility/operation that LFC should adopt (i.e., to perform the mapping).

Currently, 16 different solution types are specified (in Table 1; most of them are
self-explained with their names) to cover a wide variety of questions found in our elementary
math word corpus. They are listed according to their frequencies found in 75 manually labeled
questions. The STC is similar to the Question Type Classifier commonly adopted at Q&A
(Loni, 2011). For mathematic operation type, it will judge which top-level math operation is
expected (based on the equation used to get the final answer). For example, if the associated
equation is “Answer = ql — (q2 x g3)”, then “Subtraction” will be the assigned math operation
type, which matches human reasoning closely.

Table 1. Various solution types for solving elementary school math word problems
with frequency in the training set (75 questions in total).

Multiply (24%) Utility (6%) Surplus (4%) L.CM (2%)

Sum (14%) Algebra (5%) Difference (4%) G.C.D 2%)
Subtraction (12%) Comparison (5%) | Ceil-Division (3%) Addition (1%)
Floor-Division (7%) | Ratio (5%) Common-Division (3%) | Set-Operation (1%)

Take the following math word problem as an example, “—f&##iG#fL 20 4358 0] LLFTER 25
N (A boat sails 25 kilometers in 20 minutes) > 2.5 /NIFH[ AT ERZ /DN B (How far can it
sail in 2.5 hours) ? 7. Its associated equation is “Answer = 150 x (25+20)”. Therefore, the
top-level operation is “Multiplication”, and it will be the assigned solution type for this
example. However, for the problem “F:EZELL 11(Multiply a number with 11) > F&ELL 4 7Y
& ZE 2 22(then divide it by 4. The answer is 22) » L8225 /)(What is the number) ? ”, its
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associated equation is “Answerx11+4 = 227; since there is no specific natural top-level

operation, the “Algebra” solution type will be assigned’.

The STC will check the SR trees from both the body and the question to make the
decision. Therefore, it provides a kind of global decision, and the LFC will perform logic
transformation based on it (i.e., the statistical model of the LFC is formulated to condition on
the solution type). Currently, a SVM classifier with linear kernel functions (Chang & Lin,
2011) is used, and it adopted four different kinds of feature-sets: (1) all word unigrams in the
text, (2) head word of each nonterminal (inspired by the analogous feature adopted in (Huang
et al.,, 2008) for question classification), (3) E-HowNet semantic features, and (4)

pattern-matching indicators (currently, patterns/rules are manually created).

3.3 Logic Form Transformation

A two-stage approach is adopted to transform the SR tree of an input sentence to its
corresponding logic forms. In the first stage, the syntactic/semantic relations between the
words are deterministically transformed into their domain-independent logic forms.
Afterwards, crucial generic math facts and the possible math operations are
non-deterministically generated (as domain-dependent logic forms) in the second stage.
Basically, logic forms are expressed with the first-order logic (FOL) formalism (Russell &
Norvig, 2009)

In the first stage, FOL predicates are generated by traversing the input SR tree which
mainly depicts the syntactic/semantic relations between its words (with associated
word-senses). For example, the SR tree of the sentence “100 FEf#ELEE 5 & (If 100 candies are

packed into 5 boxes)” is shown as follows:

(AR (t1); theme={}#(t2); quantity=100(t3); unit=S(t4)};
result={ff(t5); quantity=5(t6); unit=5:(t7)} }

Where “theme” and “result” are semantic roles, and information within brace are their
associated attributes. Also, the symbols within parentheses are the identities of the terminals in
the SR tree. Note that the terminal t5 is created via zero anaphora resolution in the language
analysis phase. The above SR tree is transformed into the following FOL predicates separated
by the logic AND operator &.

5> However, the “Algebra” solution type in this case is useless to LFC because the body text has already
mentioned how to solve it, and the LFC actually does not need STC to tell it how to solve the
problem.
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verb(vl,tl)&theme(vl,nl)&result(vl,n2)&
head(nl,t2)&quantity(nl,t3)&unit(nl,t4)&
head(n2,t5)&quantity(n2,t6)&unit(n2,t7)

All the first arguments of the above FOL predicates (i.e., vl, nl and n2) are the identities to
the nonterminals in the SR tree. To ease reading, the terminal identities in logic forms are
replaced with their corresponding terminal strings in the rest of this paper. After replacement,

the above logic forms become more readable as follows:

verb(v1 25 )&theme(v1,nl)&result(v1,n2)&head(nl f#)&quantity(nl,100)&
unit(nl,fH)&head(n2,{#)&quantity(n2,5)&unit(n2, &

The above FOL predicates are also called logic-form-1 (LF1) facts. The predicate names of
LF1 facts are just the domain-independent syntactic/semantic roles of the constituents in a

sub-tree. Therefore, the LF1 facts are also domain-independent.

The domain-dependent logic-form-2 (LF2) facts are generated in the second stage. The
LF2 facts are derived from some crucial generic math facts associated with quantities and
relations between quantities. The FOL function “quan(quan_id, unit_id, object_id) = number”
is used to describe the facts about quantities. The first argument is a unique identity to
represent this quantity-fact. The other arguments and the function value describe the meaning
of this fact. For example, “qaun(ql,f&,##) = 100” means “100 ¥5f#(100 candies)” and
“gqaun(q2, &, fE) = 5” means “5 &= (five boxes of candies)”. The FOL predicate
“gmap(map_id, quan_id,, quan_id,)” (denotes the mapping from quan_id;, to quan_id,) is
used to describe a relation between two quantity-facts, where the first argument is a unique
identity to represent this relation. For example, “qmap(ml, ql, q2)” indicates that there is a
relation between “100 $E#E” and “5 & H#”. Now, LF2 facts are transformed by rules with a
predefined set of lexico-semantic patterns as conditions. When more cases are exploited, a

nondeterministic approach would be required.

In additional to domain-dependent facts like “quan(...)” and “qmap(...)”, some auxiliary
domain-independent facts associated with quan_id and map_id are also created in this stage to
help the IE find the solution. The auxiliary facts of the quan_id are created by 4 steps: First,
locate the nonterminal (said ng) which quan_id is coming from. Second, traverse upward from
Ny to find the nearest nonterminal (said n,) which directly connects to a verb terminal. Third,
duplicate all LF1 facts whose first arguments are n,, except the one whose second argument is
ng. Finally, replace the first arguments of the duplicated facts with quan_id. In the above
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example, for the quantity-fact q1, ng is nl and n, is v1 in the first and second steps. “verb(v1,
#pk)” and “result(vl, n2)” will be copied at the third step. Finally, “verb(ql, #£fk)” and
“result(ql, n2)” are created. Likewise, “verb(q2, #Lp%)” and “theme(q2, nl)” are created for
q2. The auxiliary facts of “qmap(map_id, quan_id,, quan_id,)” are created by copying all
facts of the forms “verb(quan_id,, *)” and “verb(quan_id,, *)” (where “*” is a wildcard), and
then replace all the first arguments of the copied facts with map_id. So, “verb(ml, Z£pk)” is
created for ml.

Sometimes, the third argument of a quantity-fact (i.e., object_id) is a pseudo nonterminal
identity created in the second stage. For example, the LF1 facts of the phrase “2361 5 4[5
(2361 red pens)” are “quantity(nl, 2361)”, “unit(nl, £¥%)”, “color(nl, 4[)” and “head(nl,
££)”, where nl is the nonterminal identity of the phrase. A pseudo nonterminal identity, said
nl,, is created to carry the terminals “4[(red)” and “ZE(pen)” so that the quantity-fact “2361
F7414E(2361 red pens)” can be expressed as “quan(ql, f%, nl,)=2361". The subscript “p” in
nl, indicates that nl, is a pseudo nonterminal derived from the nl. To express that fact that
nl, carries the terminals “4[(red)” and “ZZ(pen)”, two auxiliary facts “color(nl,, 4I.)” and

“head(nl,, Z&)” are also generated.

The questions in an MWP are transformed into FOL-like utility functions provided by
the IE. One utility function is issued for each question to find the answer. For example, the
question “37 BJE L 526455 (How many pens did the stationer buy)” is converted into
“ASK Sum(quan(?q,f,58), verb(?q,#: &)&agent(?q, 3 EJE))”. This conversion is completed
by two steps. First, select an IE utility (e.g., “Sum(:-+)”) to be called. Since the solution type
of the question is “Sum”, the IE utility “Sum(function, condition) = value” is selected. Second,
instantiate the arguments of the selected IE utility. In this case, the first argument function is
set to “quan(?q, §¥, Z&)” because an unknown quantity fact is detected in the phrase “%24f% 25
(how many pens)”. Let the FOL variable “?q” play the role of quan_id in the steps of finding
the auxiliary facts. The auxiliary facts “verb(?q, #££)” and “agent(?q, X HJE)” are
obtained to compose the second argument condition.

To sum up, the LFC transforms the semantic representation obtained by language
analysis into domain dependent FOL expressions on which inference can be performed. In
contrast, most researches of semantic parsing (Jurcicek et al., 2009; Das et al., 2014; Berant et
al., 2013; Allen, 2014) seek to directly map the input text into the corresponding logic form.
Therefore, across sentences deep analysis of the input text (e.g., anaphora and co-reference
resolution) cannot be handled. The proposed two-stage approach (i.e., language analysis and
then logic form transformation) thus provides the freedom to enhance the system capability for

handling complicated problems which require deep semantic analysis.
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3.4 Logic Inference

3.4.1 Basic Operation

In our design, an IE is used to find the solution for an MWP. It is responsible for providing
utilities to select desired facts and then obtaining the answer by taking math operations on
those selected facts. In addition, it is also responsible for using inference rules to derive new
facts from the facts directly provided from the description of the MWP. Facts and inference
rules are represented in first-order logic (FOL) (Russell & Norvig, 2009).

In some simple cases, the desired answer can be calculated from the facts directly
derived from the MWP. For those cases, the IE only needs to provide a utility function to
calculate the answer. In the example of Figure 2, quantities 300, 600, 186 and 234 are
mentioned in the MWP. The LFC transforms the question into “ASK Sum(quan(?q,%%, 5 &),
verb(?q, & H)&agent(?q,{C:)5)” to ask the IE to find the answer, where “Sum(---)” is a utility
function provided by the IE. The first argument of “Sum(:-+)” is an FOL function to indicate
which facts should be selected. In this case, the unification procedure of the IE will
successfully unify the first argument “quan(?q, 2%, H&)” with three facts “quan(q2, 4%, &
&), “quan(q3, 4%, B&)” and “quan(q4, 4%, HE)”. When unifying “quan(?q, 4%, BHE)”
with “quan(q2, 2%, EH#)”, the FOL variable “?q” will be bound/substituted with q2. The
second argument of “Sum(---)” (i.e., “verb(?q, = H))&agent(?q,{5)E)”) is the condition to be
satisfied. Since “quan(q2, 4%, EH&)” is rejected by the given condition, “Sum(:-+)” will sum
the values of the remaining facts (i.e., q3 and q4) to obtain the desired answer “420”.

TCIEHEE 300 Z5E AT 600 Z-H & (A flower store bought 300 roses and 600 lilies ),
EAEEH 186 45 H &(It sold 186 lilies in the morning)> 42 H 234 Z4(It sold 234 lilies in
the afternoon) » [H{EJEILE H 2425 5 & (How many lilies did the flower store sell)?
quan(ql,4%,EB)=300&verb(ql,# &) &agent(q1,{E/E)&. ..
quan(q2,2&, B &)=600&verb(q2,# £)&agent(q2,{C)5)&. ..
quan(q3,2%, F &)=186&verb(q3, & H)&agent(q3,{C)5)&. ..
quan(q4,45, F &)=234&verb(q4, & 1) &agent(q4,{0)5) & . ..

ASK Sum(quan(?q,4%, &), verb(?q, = H))&agent(?q,{L/5))
Figure 2. A simple problem and its essential corresponding logic forms.

Table 2 lists the utilities provided by the IE. The first one, as we have just described, returns
the sum of the values of FOL function instances which can be unified with the function
argument and satisfy the condition argument. The Addition utility simply returns the value of
“value;tvalue,”, where value; is either a constant number, or an FOL function value, or a
value returned by a utility. Likewise, Subtraction and Multiplication utilities return
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1) bl

“value;—value,” and “value;xvalue,’

Subtraction. CommonDiv returns the value of “value;~value,”. FloorDiv returns the largest

respectively. Difference returns the absolute value of

integer value not greater than “value,;+value,” and CeilDiv returns the smallest integer value

not less than “value;+value,”. Surplus returns the remainder after division of value, by value,.

Table 2. The utilities provided by the IE.

Sum(function, condition)=value CommonDiv(value;, value,)=value
Addition(value,, value,)=value FloorDiv(value,, value,)=value
Subtraction(value;, value;)=value CeilDiv(value,, value;)=value
Difference(value,, value,)=value Surplus(value,, value,)=value
Multiplication(value,, value,)=value

Solving MWPs may require deriving new facts according to common sense or domain
knowledge. In Figure 3, the MWP provides the facts that “&5 %5 (Papa)” bought something but
it does not provide any facts associated to the money that “& %5 (Papa)” must pay. As a result,
we are not able to obtain the answer from the question logic form “Sum(quan(?q,7T,#),
verb(?q,{)&agent(?q,72E5))”. However, it is common sense that people must pay some
money to buy something. The following inference rule implements this common-sense

implication.

quan(?q,?u,?0)&verb(?q, & )&agent(?q,?a)&price(?0,?p)
—quan($q,7T,#)=quan(?q,?u,?0)x?p&verb($q,{) &agent($q,?a)

In the above implication inference rule, “quan(?q,?u,?0)&---&price(?0,?p)” is the premise of
the rule and “quan($q,7T,#)="--&agent($q,?a)” is the consequence of the rule. Please note that
“$q” indicates a unique ID generated by the IE.

BEHE T 3K 329 JTTHYHEEE A 2 £ 465 TTAYSHEE(Papa bought three $329 books and two
$465 pens) » EEILE(]2471(How much money did Papa pay)?

quan(ql,4,n1,)=3&verb(ql, = )&agent(ql,# & )&head(n,, I ZEE)&price(n1,,329)
quan(q2,f%,n2,)=2&verb(q2, = )&agent(q2,& &5 )&head(n2,, 5 ) &price(n2,,465)
ASK Sum(quan(?q,7T.,#),verb(2q,{-) )&agent(?q, & E))

Figure 3. An example for deriving new facts.
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After unifying this inference rule with the facts in Figure 3, we can get two possible bindings
(for g1 and g2, respectively). The following shows the binding of q1.

quan(ql,4,n1)&verb(ql, 5 ))&agent(ql,E5 75 ) &price(n1,329)
—quan(q3,7T,#)=quan(ql,A,n1)x329&verb(q3,{)&agent(q3,E &)

Since “quan(ql,7%,n1)x329 = 3x329 = 987", the consequence of the above inference will
generate three new facts “quan(q3, 7T, #) = 987, “verb(q3, {)” and “agent(q3, #&)”. The
semantics of the consequence is “&E{] 987 Jr(Papa pays 987 dollars)”. Likewise, the
consequence of another binding of this inference rule will also generate three new facts
“quan(q4, JT, #) = 9307, “verb(q4, {i})” and “agent(q4, TEE2)”. By taking these new facts
into account, the utility call “Sum(quan(?q,7G,#), verb(?q,{)&agent(?q,Z2¢%))” can thus
return the correct answer “1917”.

Furthermore, the unification process in a conventional IE is based on string-matching.
The expression “qaun(?q, %, £€)” can be unified with a fact “quan(ql, %, £&)”. However,
it cannot be unified with the fact “quan(q2, 4%, ft)”. String-matching guarantees that the IE
will not operate on undesired quantities. But, it sometimes prevents the IE from operating on
desired quantities. For instance, in Figure 4, two quantity-facts “quan(ql,f7,n1,) = 2361” and
“quan(q2,f%,n2,) = 1587 are converted from “2361 #74[4&(2361 red pens)” and “1587 7 &
££(1587 blue pens)”, respectively. The first argument of “Sum(:-+)” is “quan(?q, £, )’
because “44f% 2% (how many pens)” is concerned in the question. The conventional unification
is not able to unify “quan(?q, £, Z&)” to either “quan(ql, f¥, nl,)” or “quan(q2, f¥%, n2,)”
due to different strings of the third arguments. However, from the semantic point of view,
“quan(?q, £, Z&)” should be unified with both “quan(ql, £, nl,)” and “quan(q2, £%, n2,)”,
because nl, and n2, represent “4]%E(red pens)” and “E5%E(blue pens)” respectively (and
either one is a kind of “Z&(pen)”).

S ETE#EE 2361 KT 4LEERT 1587 157 BEEE (A stationer bought 2361 red pens and 1587 blue pens),
B R 5 4445 25 (How many pens did the stationer buy)?

quan(ql,f%,n1,)=2361&verb(ql,# &)&agent(ql, 3 HJE)&head(nl,, 5 )&color(n1,,4T)
quan(q2,f¥%,n2,)=1587&verb(q2, # &)&agent(q2, 3 H.JE)&head(n2,, 5 ) &color(n2,, )
ASK Sum(quan(?q,f,5E),verb(?q, # &) &agent(?q, 3L 2 Jf))

Figure 4. An example for requiring semantic-matching

Therefore, a semantic matching method is proposed to be incorporated into the

unification procedure. The idea is to match the semantic constituent sets of the two arguments
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involved in unification. For example, while matching the third arguments of two functions
during unifying the request’ “quan(?q, %, %%)” with the fact “quan(ql, %, nl,)”, IE will
construct and compare two semantic constituent sets, one is for “&x” and the other is for “nl,”.
Let SCS denote “semantic constituent set” and SCS(X) denote the semantic constituent set of X.
In our approach, “SCS(%) = {55} and “SCS(nl,) = {&E, color(4[)}"* . Since “SCS(ZE)” is
covered by the “SCS(nl,)”, “quan(?q, %, £&)” can be unified with “quan(ql, %, nl,)”.
Likewise, “quan(?q, £, £&)” can be unified with “quan(q2, %, n2,)” because “SCS(n2,) =
{£&, color(E5)}” covers “SCS(Z8)”. As the result, the utility call “Sum(quan(?q,f¥%,%8),
verb(?q,# &) &agent(?q,32 ELJE))” will obtain the correct answer “3948”. On the other hand,
if the question is “3CEJE i 54645 41 8 (How many red pens did the stationer buy)?”, the
request will become “quan(?q, £, n3,)”, where n3, is a pseudo nonterminal consisting of the
terminals “4[ (red)” and “Z%(pen)” under the noun phrase “24+% 4[58 (how many red pens)”.
Since “SCS(n3,) = {Z&, color(4)}”, “quan(?q, 1%, n3,)” can be unified only with “quan(ql,
%, nl,)”. It cannot be unified with “quan(q2, £%, n2,)” because SCS(n3,) cannot be covered
by SCS(n2,). Therefore, the quantity of “E5ZZ&(blue pens)” will not be taken into account for
the question “37 ELJE it &5 2445 4T %8 (How many red pens did the stationer buy)?”.

3.4.2 Verb Entailment (Jurafsky & Martin, 2000)

Since we might adopt the verb “E(buy)” in the body text “BEEH T 3 4 329 JLHYIEE
(Papa bought three $329 books)”, but adopt the verb “{s](pay)” in the question text “E& & 5
{5744 5T.(How much money did Papa pay) ? > (as illustrated in the previous section), we need
the knowledge that “buy” implies “pay” to perform logic binding (Moldovan & Rus, 2001).
Verb entailment is thus required to identify whether there is an entailment relation between
these two verbs (Hashimoto et al., 2009). Verb entailment detection is an important function
for the IE (de Salvo Braz et al., 2006), as it can indicate the event progress and the status
changing. In the math problem “Bill had no money. Mom gave Bill two dollars, and Dad gave
Bill three dollars. How much money Bill had then?”, the entailment between “give (45)” and

“have (F5)” can update the status of Bill from “no money”, then “two dollars”, and to the final

 An FOL predicate/function in an IE utility or in the premise of an inference rule is called a request. A
request usually consists of FOL variables.

" The SCS of a terminal consists of the terminal string only (e.g., “SCS(&E) = {££}").

8 SCS(nl,) is constructed by two steps. First, enumerate all facts whose first arguments are nl,,. Second,
for each enumerated fact, denote the predicate name as Child-Role and the SCS of the second
argument as Child-SCS. If Child-Role is “head”, put the elements of Child-SCS into SCS(nl,).
Otherwise, for each string s in Child-SCS, put the string “Child-Role(s)” into SCS(nl,). In the first
step, the facts “head(nl,, £&)” and “color(nl,, &I)” are picked out. In the second step, the strings “Z&”
and “color(4L)” are put into SCS(nl,).
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answer “five dollars”.

We define the verb entailment problem as follows: given an ordered verb pair “(v1, v2)”
as input, we want to detect whether the entailment relation ‘vl — v2’ holds for this pair.
E-HowNet (Chen et al., 2009; Huang et al., 2014) is adopted as the knowledge base for
solving this problem. For the previous example verb “give (45)”, we can find its conflation of
events, which has been described as the phenomenon involved in predicates where the verb
expresses a co-event or accompanying event, rather than the main event (Talmy, 1972;
Haugen, 2009; Mateu, 2012), from E-HowNet as shown in Figure 5. The conflations of events
are defined by predicates and their arguments (Huang et al., 2015), as shown in Figure 5.

lose—agent({give|45})=theme({lose|%=F}); lose—theme({give|
451 )=possession({lose|4:F=}); obtain—theme({give|
Conflation of 45 })=possession( {obtain|{FZI[}); obtain—target({give|
events: 451 )=theme({obtain|{5:5I|}); receive—target({give|
45 )=agent({receive|liL5Z}); receive—theme({give]
451 )=possession({receive|l{5Z})
Figure 5. The conflation events of the verb “give (£%)”.

Verb entailment is vital for solving the elementary school math problem. Consider the

following math problem as a simple example:

ERNFA 9 B, B4/ NI 5 K%, ERTEH %EEE ? (The teacher has 9 pencils.

After giving his students 5 pencils, how many pencils he has?)

The verbs are “7/(have)” and “3%45(give as a gift)” in this problem. If we want to derive the
concept of “F(have)” from “i%%5(give as a gift)”, we can follow the direction of their
definitions in E-HowNet: “3£%5(give as a gift)” is a hyponym of “45(give)”, and one of its
implication from the conflation of events is “f5:%(obtain)”, which is a hyponym of “&
(have)”.

However, for the four verbs in this derivation, implications are defined only in the verb
“45(give)”. As we can see, given all those definitions of words in E-HowNet, we need to find
a valid path (which may involve word sense disambiguation) to determine whether there is an
entailment between two verbs. Therefore, we need a model to automatically build the relations
of these verbs by finding paths from E-HowNet or other resources, and then rank or validate
these paths to find the verb entailment. The conflation of events also indicates that when the

entailed verb pair is detected, we may further map semantic roles of these two verbs to
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proceed the inference and find the solution (Wang & Zhang, 2009).

4. Proposed Statistical Framework

Since the accuracy rate of the Top-1 SR tree cannot be 100%, and the decisions made in the
following phases (i.e., STC, LFC and IE) are also uncertain, we need a statistical framework
to handle those non-deterministic phenomena. Under this framework, the problem of getting

the desired answer for a given WMP can be formulated as follows:

Ans = argmax P( Ans| Body,Qus ) )
Ans
Where ANS is the obtained answer, Ans denotes a specific possible answer, Body denotes
the given body text of the problem, and Qus denotes the question text of the problem.

The probability factor in the above equation can be further derived as follows via

introducing some related intermediate/latent random variables:
P(Ans| Body,Qus )
= ZP(Ans, IR,LFg,LFy,SM,SMq, ST | Body,Qus )
zmaxP(Ans, IR, LFg.LFq.SMg,SMq,ST|Body,Qus ) Q)
zmaxP(Ans|IR,LFB,LFQ)xP(IR|LFB,LFQ,ST)xP(LFB |SMg.ST)
xP(LFq| SMq,ST)xP(ST| SMg,SMq ) x P(SMg [Body)x P(SMq Qus)

IR : Inference Rules Applied.

LFg : Logic Form of Body text.

LFq : Logic Form of Question text.

SMg : Semantic Representation of Body text.

SMg : Semantic Representation of Question text.

ST : Solution Type.
In the above equation, we will further assume that P(Ans|IR,LFg,LFq)~P(Rm), where Rm is the
remaining logic factors in LFq after the IE has bound it with LFg (with referring to the
knowledge-base adopted). Last, Viterbi decoding (Seshadri & Sundberg, 1994) could be used

to search the most likely answer with the above statistical model.

To obtain the associated parameters of the model, we will first get the initial
parameter-set from a small seed corpus annotated with various intermediate/latent variables
involved in the model. Afterwards, we perform weakly supervised learning (Artzi &
Zettlemoyer, 2013) on a partially annotated training-set (in which only the answer is annotated
with each question). That is, we iteratively conduct beam-search (with the parameter-set

obtained from the last iteration) on this partially annotated training-set starting from the given
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body text (and question text) to the final obtained answer. If the annotated answer match some
of the obtained answers (within the search-beam), simply pick up the matched path with the
maximal likelihood value. We then re-estimate the parameter-set (of the current iteration)
from those picked up paths. If the annotated answer cannot match any of the obtained answers
(within the search-beam), we simply drop that case, and then repeat the above re-estimation

procedure.

5. Current Status and Future Work

Currently, we have completed all the associated modules (including Word Segmenter,
Syntactic Parser, Semantic Composer, STC, LFC, IE, and Explanation Generation), and have
manually annotated 75 samples (from our elementary school math corpus) as the seed corpus
(with syntactic tree, semantic tree, logic form, and reasoning chain annotated). Besides, we
have cleaned the original elementary school math corpus and encoded it into the appropriate
XML format. There are total 23,493 problems from six different grades; and the average
number of words of the body text is 18.2 per problem. Table 3 shows the statistics of the

converted corpus.

Table 3. MWP corpus statistics and Average length per problem.

Corpus Num. of problems
c Avg. Chinese | Avg. Chinese
Training Set 20,093 orpus
faming >¢ ’ Chars. Words
Develop Set 1,700
eveop 5¢ : Body 27 18.2
Test Set 1,700
o8t 5¢ . Question 9.4 6.8
Total 23,493

MWP corpus statistics Average length per problem

We have completed a prototype system which is able to solve 11 different solution types
(including Multiplication, Summation, Subtraction, Floor-Division, Algebra, Comparison,
Surplus, Difference, Ceil-Division, Common-Division and Addition), and have tested it on the
seed corpus. The success of our pilot run has demonstrated the feasibility of the proposed
approach. We plan to use the next few months to perform weakly supervised learning, as

mentioned above, and fine tune the system.

6. Related Work

To the best of our knowledge, all those MWP solvers proposed before year 2014 adopted the
rule-based approach (Mukherjee & Garain, 2008). For example, Bobrow’s STUDENT
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(Bobrow, 1964; Slagle, 1965) used format matching to map the input English sentence into the
corresponding logic statement (all start with predicate “EQUAL”). Another system,
WORDPRO, was developed by Fletcher (1985) to understand and solve simple one-step
addition and subtraction arithmetic word problems designed for third-grade children. It did not
accept the surface representation of text as input. Instead it begins with a set of propositions
(manually created) that represent the text's meaning. Afterwards, the problem was solved with
a set of rules (also called schemas), which matched the given proposition and then took the

corresponding actions. Besides, it adopted key word match to obtain the answer.

Solving the problem with schemata was then adopted in almost every later system
(Mukherjee & Garain, 2008). In 1986, ARITHPRO was designed with an inheritance
network in which word classes inherit attributes from those classes above them on a verb
hierarchy (Dellarosa, 1986). The late development of ROBUST (Bakman, 2007) demonstrated
how it could solve free format word problems with multi-step arithmetic through splitting one
single sentence into two formula propositions. In this way, transpositions of problem
sentences or additional irrelevant data to the problem text do not affect the problem solution.
However, it only handles state change scenario. In 2010, Ma et al. (Ma et al., 2010) proposed
a MSWPAS system to simulate people’s arithmetic multi-step addition and subtraction word
problems behavior. It uses frame-based calculus and means-end analysis (Al planning) to
solve the problem with pre-specified rules. In 2012, Liguda and Pfeiffer (Liguda & Pfeiffer,
2012) proposed a model based on augmented semantic networks to represent the mathematical
structure behind word problems. It read and solved mathematical text problems from German
primary school books. With more attributes associated with the semantic network, it claimed
that the system was able to solve multi-step word problems and complex equation systems and
was more robust to irrelevant information. Also, it was declared that it was able to solve all
classes of problems that could be solved by the schema-based systems, and could solve around
20 other classes of word problems from a school book which were in most cases not solvable

by other systems.
Recently, Hosseini et al. (2014) proposed a Container-Entity based approach, which

solved the math word problem with a state transition sequence. Each state consists of a set of
containers, and each container specifies a set of entities identified by a few heuristic rules.
How the quantity of each entity type changes depends on the associated verb category. Each
time a verb is encountered, it will be classified (via a SVM, which is the only statistical
module adopted) into one of the seven categories which pre-specify how to change the states
of associated entities. Therefore, logic inference is not adopted. Furthermore, the anaphora and

co-reference are left un-resolved, and it only handles addition and subtraction.

Kushman et al. (2014) proposed the first statistical approach, which used a few heuristic

rules to extract the algebra equation templates (consists of variable slots and number slots)
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from a set of problems annotated with equations. For a given problem, all possible
variable/number slots are identified first. Afterwards, they are aligned with those templates.
The best combination of the template and alignment (scored with a statistical model) is then
picked up. Finally, the answer is obtained from those equations instantiated from the selected
template. However, without really understanding the problem (i.e., no semantic analysis is
performed), the performance that this approach can reach is limited; also, it is sensitive to
those irrelevant statements (Hosseini et al., 2014). Furthermore, it can only solve algebra

related problems. Last, it cannot explain how the answer is obtained.

The most recent statistical approach was proposed by Roy et al. (2015), which used 4
cascade statistical classifiers to solve the elementary school math word problems: quantity
identifier (used to find out the related quantities), quantity pair classifier (used to find out the
operands), operation classifier (used to pick an arithmetic operation), and order classifier
(used to order operands for subtraction and division cases). It not only shares all the
drawbacks associated with Kushman et al. (2014), but also limits itself for allowing only one
basic arithmetic operation (i.e., among addition, subtraction, multiplication, division) with

merely 2 or 3 operand candidates.

Our proposed approach differs from those previous approaches by combining the
statistical framework with logic inference. Besides, the tag-based approach adopted for

selecting the appropriate information also distinguishes our approach from that of others.

7. Conclusion

A tag-based statistical framework is proposed in this paper to perform understanding and
reasoning for solving MWP. It first analyzes the body and question texts into their
corresponding semantic trees (with anaphora/ellipse resolved and semantic role labeled), and
then converted them into their associated tag-based logic forms. Afterwards, the inference
(based on the question logic form) is performed on the logic facts derived from the body text.
The combination of the statistical frame and logic inference distinguishes the proposed
approach from other approaches. Comparing to those rule-based approaches, the proposed
statistical approach alleviates the ambiguity resolution problem; also, our tag-based approach
provides the flexibility of handling various kinds of related questions with the same body logic
form. On the other hand, comparing to those purely statistical approaches, the proposed
approach is more robust to the irrelevant information and could more accurately provide the

answer.

The contributions of our work mainly lie in: (1) proposing a tag-based logic
representation which makes the system less sensitive to the irrelevant information and could
provide answer more precisely; (2) proposing a statistical framework for performing reasoning

from the given text.
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Abstract

This paper proposes a math operation (e.g., Summation, Addition, Subtraction,
Multiplication, Division, etc.) oriented approach to explain how the answers are
obtained for math word problems. Based on the reasoning chain given by the
inference engine, we search each math operator involved. For each math operator,
we generate one sentence. Since explaining math operation does not require
complicated syntax, we adopt a specific template to generate the text for each kind
of math operator. To the best of our knowledge, this is the first explanation
generation that is specifically tailored to solving the math word problem.

Keywords: Explanation Generation, Math Word Problem Explanation, Machine
Reading

1. Introduction

Since Big Data mainly aims to explore the correlation between surface features but not their
underlying causality relationship (Mayer-Schénberger & Cukier, 2013), the “Big Mechanism”
program® has been proposed by DARPA to find out “why” behind the big data. However, the
pre-requisite for it is that the machine can read each document and learn its associated
knowledge, which is the task of Machine Reading (MR) (Strassel et al., 2010). Therefore, the
Natural Language and Knowledge Processing Group (under the Institute of Information
Science) of Academia Sinica formally launched a 3-year MR project (from January 2015) to
attack this problem.

Since a domain-independent MR system is difficult to build, the Math Word Problem
(MWP) (Mukherjee & Garain, 2008) is chosen as our first test case to study MR. The main
reason for that is that it not only adopts less complicated syntax but also requires less amount
of domain knowledge; therefore, the researcher can focus more on text understanding and
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! http://www.darpa.mil/Our_Work/120/Programs/Big_Mechanism.aspx
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reasoning (instead of looking for a wide coverage parser and acquiring considerable amount of
domain knowledge). We thus also choose it as the goal of the first year for studying the MR
problem, and propose a tag-based statistical approach (Lin et al., 2015) to find out the answer.

The architecture of this proposed approach is shown in Figure 1. First, every sentence in
the MWP, including both body text and the question text, is analyzed by the Language
Analysis module, which transforms each sentence into its corresponding semantic
representation tree. The sequence of semantic representation trees is then sent to the Problem
Resolution module, which adopts logic inference approach, to obtain the answer of each
question in the MWP. Finally, the Explanation Generation module will explain how the
answer is found (in natural language text) according to the given reasoning chain (Russell &
Norvig, 2009) (which includes all related logic statements and inference steps to reach the
answer).

Semantic

<
=eq

-| Solution Type Classifierl

Math Word Problem Paragraph

(body text and questions) ‘ Language Analysis ‘

Logic Form

Semantic Sequences Converter
|Problem Resolution| Inference
Question-Answer Pairs Engine

|

Question-Answer Pairs

Explanation Texts ‘—{ Explanation Generation |

(a) Math Word Problem Solver Diagram (b) Problem Resolution Diagram
Figure 1. The block diagram of the proposed Math Word Problem Solver.

As depicted in Figure 1(b), the Problem Resolution module in the proposed system
consists of three components: Solution Type Classifier (TC), Logic Form Converter (LFC) and
Inference Engine (IE). The TC is responsible to assign a math operation type for every
question of the MWP. In order to perform logic inference, the LFC first extracts the related
facts from the given semantic representation tree and then represents them in First Order
Logic (FOL) predicates/functions form (Russell & Norvig, 2009). In addition, it is also
responsible for transforming every question into an FOL-like utility function according to the
assigned solution type. Finally, according to inference rules, the IE derives new facts from the
old ones provided by the LFC. Besides, it is also responsible for providing utilities to perform
math operations on related facts.

In addition to understanding the given text and then performing inference on it, a very
desirable characteristic of an MWP solver (also an MR system) is being able to explain how
the answer is obtained in a human comprehensible way. This task is done by the Explanation
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Generator (EG) module, which is responsible to explaining the associated reasoning steps in
fluent natural language from the given reasoning chain (Russell & Norvig, 2009). In other
words, explanation generation is the process of constructing natural language outputs from a
non-linguistic input, and is a task of Natural Language Generation (NLG).

Various applications of NLG (such as weather report) have been proposed before
(Halliday, 1985; Goldberg et al., 1994; Paris & Vander Linden, 1996; Milosavljevic, 1997;
Paris et al., 1998; Coch, 1998; Reiter et al., 1999). However, to the best of our knowledge,
none of them discusses how to generate the explanation for WMP, which possesses some
special characteristics (e.g., math operation oriented description) that are not shared with other
tasks.

A typical architecture for NLG is shown at Figure 2, which is re-drawn from Jurafsky
and Martin (Jurafsky & Martin, 2000). Under this architecture, Communicative Goal, which
specifies the purpose for communication, and Knowledge Base, which specifies the content to
be generated, are fed as the inputs to Discourse Planner. The Discourse Planner will then
output a hierarchy form to the Surface Realizer, which further solves the issues of selecting
lexicons, functional words, lexicon order in the sentence, syntactic form, subject-verb
agreement (mainly required for English), tense (mainly required for English), and so on for the

texts to be generated.
Communicative
Goal Knowledge Base

Discourse
Planner

Discourse

Specification

Surface Realizer

Natural Language
Output

Figure 2. A typical architecture for NLG systems (Jurafsky & Martin, 2000)

To implement the Discourse Planner, D. Jurafsky (Jurafsky & Martin, 2000) proposed to
adopt text schemata and rhetorical structure planning to implement the Discourse Planner. On
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the other hand, Kay proposed to implement the Surface Realizer with both Systemic Grammar,
which is a part of Systemic Functional Linguistic proposed by Halliday (Halliday, 1985), and
Functional Unification Grammar (Kay, 1979).

Since the description for math operation centering on an operator is in a relatively fixed
textual format, which is disparate from other kinds of NLG tasks, those approaches mentioned
above might be over-killed for the task of MWP explanation generation (and thus introduce
unnecessary complexity). Therefore, we propose an operator oriented approach to search each
math operator involved in the reasoning chain. For each math operator, we generate one
sentence. Since explaining math operation does not require complicated syntax, a specific
template is adopted to generate the text for each kind of math operator. To the best of our
knowledge, this is the first approach that is specifically tailored to the MWP task.

Our main contributions are listed as following,

1.  We proposed a math operation oriented Explanation Tree for facilitating the
discourse work on MWP.

2. We propose an operator oriented algorithm to segment the Explanation Tree into
various sentences, which makes our Discourse Planner universal for MWP and
independent to the language adopted.

3. We propose using operator-based templates to generate the natural language text for
explaining the associated math operation.

The remainder of this paper is organized as follows: Section 2 introduces the framework
of our Explanation Generator. Afterwards, various templates of more operators (other than
SUM used in Section 2) are introduced in Section 3. Section 4 discusses the future work of our
explanation system. Section 5 then reviews the related works. Finally, the conclusions are
drawn in Section 6.

2. Proposed Framework for MWP Explanation Generator (EG)

Figure 3 shows the block diagram of our proposed EG. First, the Inference Engine generates
the answer and its associated reasoning chain for the given MWP. First, to ease the operation
of the EG, we convert the given reasoning chain into its corresponding Explanation Tree
(shown at Figure 5) to center on each operator appearing in the reasoning chain (such that it is
convenient to perform sentence segmentation later). Next, the Explanation Tree will be fed as
input to the Discourse Planner, which divides the given Explanation Tree into various
subtrees such that each subtree will generate one explanation sentence later. Finally, the
Function Word Insertion & Ordering Module will insert the necessary functional words and
order them with those extracted content words (from the segmented Explanation Subtee) to
generate the Explanation Texts.
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Inference Engine

Reasoning Chain

Explanation Tree Builder

Explanation Tree

|
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Gengmtor ‘ Sentence Segmenter - Discourse Planner
| |
E I
l .
I
! . |
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Funectional Word Insertion & e 1
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L — (Text Generator) |

Explanation Texts
Figure 3. Block Diagram of the proposed MWP Explanation Generator

Following example demonstrates how the framework works. And Figure 4 (a) reveals
more details for each part illustrated in Figure 3.

[Sample-1] (o E —Z /KRR —Z B G - 1 2 BT - 6 sRTIT#hEM 13 R ETT
PR PSS T 20T ?
(A-Zhi bought a refrigerator and a TV. He paid 2 stacks of ten-thousand-dollar bill,
six thousand-dollar bills and 13 hundred-dollar bills. How many dollars did A-Zhi
pay in total?)

Facts Generation in Figure 4(a) shows how the body text is transformed into meaningful
logic facts to perform inference. In math problems, the facts are mostly related to quantities.
The generated facts are either the quantities explicitly appearing in the sentence of the
problem or the implicit quantities deduced by the IE. Those generated facts are linked together
within the reasoning chain constructed by the IE as shown in Figure 4(b). Within this
framework, the discourse planner is responsible for selecting the associated content for each
sentence to be generated.
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Figure 4(c). Function Word Insertion & Ordering Module, serving as the Surface Realizer. It
shows how surface realization is done with pre-specified function words (circled by ellipses)
and extracted slot-fillers (enclosed by diamond for operator, and rectangle for quantities).
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Figure 4. (a) Facts Generated from the Body Text. (b) The associated Reasoning
Chain, where “G#” shows the facts grouped within the same sentence.
(c) Explanation texts generated by the TG for this example (labeled as
G1~G4). Except those ellipses which symbolize pre-specified function
words, other shapes denote extracted slot-fillers. Furthermore,
Diamond symbolizes OP_node while Rectangle symbolizes Quan_node.

A typical reasoning chain, represented with an Explanation Tree structure, is shown at
Figure 4(b). The operator-node (OP_node) layers and quantity-node (Quan_node) layers are
interleaved within the Explanation Tree, and serving as the input data structure to OP
Oriented Algorithm in Discourse Planner, which will be further presented as pseudo code in
Section 2.2 (Algorithm 1). As shown at Figure 4(b), the (#a, #b) pair denotes facts derived
from the body sentences. The OP means the operator used to deduce implicit facts and
represented as non-leaf circle nodes. Each “G?” expresses a sentence to be generated. Given
the reasoning chain, the first step is to decide how many sentences will be generated, which
corresponds to the Discourse Planning phase (Jurafsky & Martin, 2000) of the traditional
NLG task. Currently, we will generate one sentence for each operator shown in the reasoning
chain. For the above example, since there are four operators (three IE-Multiplications® and
one LFC-Sum), we will have four corresponding sentences; and the associated nodes (i.e.,
content) are circled by “G?” for each sentence in the figure.

Furthermore, Figure 5 shows that three sets of facts are originated from the 2" body
sentence (indicated by three S2 nodes). Each set contains a corresponding quantity-fact (i.e.,
gl(), q2(5&), and q3(5&)) and its associated object (i.e., n1, n2, and n3). For example, the
first set (the left most one) contains q1(&) (for “2 £”) and nl (for “—&CHPE"). This
figure also shows that the outputs of three IE-Multiplication operators (i.e., “20,000 jz.”,
“6,000 77, and “1,300 y¢”) will be fed into the last LFC-Sum to get the final desired result
“27,300 Jjt.” (denoted by the “Ans(SUM)” node in the figure).

After having given the corresponding content (associated with those nodes within the big
circle), we need to generate the corresponding sentence with appropriate function words added.
This step corresponds to the Surface Realization phase (Jurafsky & Martin, 2000) in NLG.
Currently, since the syntax of the explanation text of our task is not complicated, we use
various templates to take into account the pre-specified fillers (“ ) and the slots to be
filled (“-— " and ) and their order for generating the desired explanation sentence.
Figure 4(c) shows how a sentence is generated from a selected template based on the given
Explanation Tree.

2 prefixes “IE-“ and “LFC-“ denote that those operators are issued by IE and LFC, respectively.
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Figure 5. Explanation Tree for Discourse Planning, where S2 means that those
facts are from the 2" body sentence.

2.1 Explanation Tree Builder

The original reasoning chain resulted from the IE is actually a stream of chunks (as shown in
Figure 4(a)), in which the causal chain is implicitly embedded. Therefore, it is not suitable for
explaining inference steps. The Explanation Tree Builder is thus adopted to build up the
Explanation Tree, which centers on the math operations involved in the inference process, to
explicitly express the causal chain implied.

The Explanation Tree Builder first receives various facts, as a stream of chunks, from the
IE. It then creates the nodes of the Explanation Tree according to the content of those chunks.
After the Explanation Tree is created, it serves as the corresponding reasoning chain for the
following process since then.

With the root node serving as the Answer, which is a Quan_node, the Explanation Tree is
interleaved with Quan_node layers and OP_node layers, as shown in Figure 4(b). Each
OP_node has one Quan_node as its parent node, and has at least one Quan_node as it’s child
node. On the other hand, each Quan_node (except the root node) serves as the input to an
OP_node. With the Explanation Tree, the work of discourse planning can be simply done via
traversing those OP_nodes, which will be described in the following section.

2.2 Sentence Segmenter (Discourse Planner)

In NLG, the discourse planner selects the content from the knowledge base according to what
should be presented in the output text, and then structures them coherently. To facilitate the
explanation process, we first convert the given reasoning chain to its corresponding
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Explanation Tree, as shown at Figure 4(b) to ease the following operations. The Explanation
Tree is adopted because its structure allows us to regard the OP as a basis to do sentence
segmentation for the deductive steps adopted in MWP. Within the Explanation Tree, the layers
of OP nodes are interleaved with the layers of quantity nodes, and the root-node is the quantity
node which denotes the desired Answer.

Algorithm 1: OP_Oriented_ExplanationGenerator

Input : (i) Directed Tree g = (V, E); where V are either OP_node or Quan_node
(ii) source node root;
Every node records node_number & depth as it's functional data member
Besides,
OP_node records operators as its content data member
Quan_node records values as its content data member
Output : Sequence of Explanation Sentences

Initialize L to an empty List;
Initialize ExpSet to an empty List.

1

2

3

4 foreach vertexj €V do

5 if j €OP_node

6 L.EnList(j) /* Add j into L list */
7 else /*j eValue node */

8 pass

9

10  while L is not empty do

11 | = DeList(L) /* pop-out the node with largest depth;*/

12 /* if more than one, the one with smallest number is selected */
13 s = FunctionWordInsertionAndOrderingModule(l)  /* Algorithm 2*/

14 ExpSet.EnList(s) /* Add s into ExpSet list */

15

16  Output(ExpSet)

After having constructed the Explanation Tree, we need to know how to group the nodes
within the tree to make a sentence. As one can imagine, there are various ways to combine
different quantities and operators (within the Explanation Tree) into a sentence: you can either
explain several operations within one complicated sentence, or explain those operations with
several simple sentences. Discourse planner therefore controls the process for generating the
discourse structure, which mainly decides how to group various Explanation Tree nodes into
different discourse segments. The proposed OP Oriented Algorithm, as shown above, is
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introduced to organize various Explanation Tree nodes into different groups (each of them will
correspond to a sentence to be generated). Basically, it first locates the lowest operation node,
and then traverses each operation node from left to right (with the same parent node) and
bottom to top. For each operation node found, it will group the related nodes around that
operation node into one discourse segment (i.e., one sentence). For each group, it will call the
Surface Realizer module to generate the final sentence. It is named “OP oriented” because
every generated sentence in the explanation text is based on one operator, which serves as a
central hub to associate all quantities directly linked with it. Also, the template for building up
a sentence is selected based on the associated operator, which will be further introduced in
Section 2.3.

Figure 6 shows three grouped explanation subtrees within the original explanation tree.
The arrows between SUM node and its children show the sequence of those subtrees to be
presented, and the numbers imposed on tree nodes indicate the indexes of the corresponding
sentence to be generated.

2.3 Function Word Insertion and Ordering Module (Surface Realizer)

The sentence segmenter module discussed previously only partitions the explanation tree into
various Explanation Subtrees. It has no control over how the components within an
explanation subtree should be positioned. Also, we frequently need to insert extra functional
words (sometimes even verbs) such as “EiE” ~ "2 ~ "EEF” (“are”, “equal”, “mean”)
and the like to have a fluent sentence. For example, in Sample-1, to explain what “2 #&—& 1"
(2 stacks of 10-thousand-dollar bill) means, we need an extra functional word “§t/&" (“are™)
(or "2~ "ZEREF” (“equal”, “mean”) and the like) to make the sentence readable.
Furthermore, people prefer to add “FrL” (“Thus”), to explicitly hint that the following text is
closely related to the answer.

Since the syntax for explaining math operation is not complicated, we adopt the template
approach to accomplish both tasks mentioned above in the same time. Currently, for each
math operator, a corresponding template is manually created, which contains various slots that
will be filled with contents from the nodes in Explanation Tree.

Figure 6 shows the connection between a template and its associated Explanation Tree
for Sample-1. It comprises three kinds of nodes: the answer-node (shown by the rectangle

) which depotes the final answer and is basically a Quan_node; the OP_nodes (shown by
the diamond ) which denote associated operators; and the quantity-nodes (shown by the
rounded-corner rectangle ) which represent the values extracted by the LFC or inferred
by the IE.
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Take the last explanation sentence of the above sample 1 as an example,

BT - FF T 20000 + 6000 + 1300 = 27300 77

Since its associated operator is “SUM?”, the template of “SUM” is first fetched and there
are four slots to be filled. The arrow then directs the flow to (1) for “20,000” to be printed out
and then SUM for the “+”. Next on, the flow is directed to the middle child node, @), and
“6,000” is therefore outputted as the subsequent component in this sentence, and then it directs
back to SUM again to print “+”. Finally, the flow directs to the most right-hand-side node, (3),
then goes back to SUM; the “1,300” is then popped out accordingly. We don’t print out the “+”
for the SUM this time since we know there’s no more child node below the SUM node that
hasn’t been traversed. After all the child nodes are traversed and their contents are copied into
the associated slots, the parent node, @), is traversed and the text “=27,300 j©” is printed
out to complete the explanation sentence.

e ven ) (@OQC@O@) - ) (@]

& ts

DEOEEE

Figure 6(a). Surface Realizer — OP_SUM template

Benchmark:

6;}?\“*' 1,000z#752 Gl 6x 1,000 =6,00077
134 1007c#022 FfE 13x 100 =1,3007¢

, Fff @[ 6,000 & (7,300) (=27,30077)

Figure 6(b). Benchmark for the output of Surface Realizer

Figure 6. The template for OP_SUM (“SUM” in Figure 6 (a), and the
explanation sentences for Sample-1)
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Algorithm 2 shows the Function Word Insertion and Ordering algorithm, which
illustrates how the surface realizer is implemented. After the list S is initiated at Line 4, the
operation type of the OP_node is checked at Line 7 to select a corresponding template, which
is assigned to OPtemplate at Line 8 (each kind of operator has its own template). Take
Sample-1 for example, the template shown in Figure 6 (a) is selected for the “SUM” operator.
Following the “Arrow” notation mentioned above, contents of the OP_node and its connecting
nodes are put into List S at Line 9. Later on, the nodes in List S are filled into the template
described above at Line 10, which corresponds to the Benchmark shown in Figure 6(b).
Finally, at Line 12, the slots of OPtemplate are all filled with appropriate contents. It then
returns them as an explanation sentence string.

Algorithm 2: FunctionWordInsertionAndOrderingModule

© 00 N O O B W DN B

=
N R O

Input: (i) Directed Tree g=(V,E); where V are either OP_node or Quan_node
(ii) one specific node v €V
Output: One sentence string instantiated with components of neighboring nodes of an OP_node

if v.type I= OP_node  /* Quan_node is returned here */
return NULL

Initial S to an empty list for a generated sentence

[* Select the template for Surface Realizer according to the type of operator */
switch(v.content)  /* for OP_node, v.content shows what kind of operator the OP_node is */
OPtemplate = the specified template for the OP_node
S.EnList(the contents of “v”, its children, and its parent)
Fill contents of nodes in S into the OPtemplate

return OPtemplate as a String to represent this sentence

Since each question will be processed separately and a reasoning chain will be associated
with only one question, there is no restriction for the number of allowable question sentences
(as the proposed algorithm only handles one reasoning chain each time).

3. Some Other Associated Templates

As described in the previous section, the template adopted is closely related to the associated
math operation. However, various templates share a meta-form with some common
characteristics:
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Each operator generates a sentence.
Each sentence is generated from the operator and the quantities connected to it.
The operators and the quantities are inserted into the slots specified in the template.

The instantiated template serves as the corresponding explanation sentence string.

Apart from the OP_SUM, this section introduces a few other templates associated with
OP_MUL, OP_COMMON_DIVISION, and OP_UNIT_TRANS as follows. OP_MUL is
related to Sample-1 mentioned above (Figure 7). OP_COMMON_DIV is associated with
Sample-2 (Figure 8). Also, Figure 9 shows the template associated with “OP_UNIT_TRANS”
adopted in Sample-3.

C @ ) ze (@IO@) & : .

Figure 7(a)

T

) (2)¢)(10.000)

/8
6 x 1,000 =6,0007¢
13x 100 =1,3007;

i

#(f 20,000 + 6,000 + 1,300 = 27,3007

Figure 7(b)

Figure 7. The template for OP_MUL (“MUL” in Figure 7 (a)) and the

explanation sentences for Sample-1.
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[Sample-2] 1 {E 44 365 K » 3 {E-PAHIAEL ?
(One common-year (non-leap year) has 365 days. How many days do 3
common-year have?)

e (@) 22 ) [@O0@) -8 )

1095%

=
Figure 8 (a)
( —m7A # (3654 Gt (= 365(/ 77 )
31 365(K/ M6 FF) #E 3 x 365 = 1095 %
Figure 8 (b)

Figure 8. The template for OP_COMMON_DIV (“CMN_DIV” in Figure 8 (a))
and the explanation sentences for Sample-2.
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[Sample-3] —ffdimfits 20 7388 7] DATTHE 25 N > 2.5 /NP AT DAFTER 2 /DA B 2
(A ship can travel 25 km in 20 minutes. How many kilometers can it travel for 2.5
hours?)

Figure 9 (a)

2054 778 2525 FHiE 25+20 = 1.25(25/540)
(1.25¢2821508m) | C 3t 75(2551/)9))

» 28/NIFTS(2NENE) BEE  2.5x75 =187.52\4H

pr—y
I

Figure 9 (b)

Figure 9. The template for OP_UNIT_TRANS (“U_TRAN” in Figure 9 (a)),
which performs unit conversions, and the explanation sentences for
Sample-3.

4. Current Status

Currently, 11 types of operators are supported. They are shown at Figure 10. After having
manually checked 37 MWP problems with their associated operations specified in Figure 10,

Operation Utilities
Sum(function[,condition])=value
Add(valuel,value2)=value
Subtract(valuel,value?)=value
Diff(valuel,value2)=value
Multiply(valuel,value2)=value
FloorDiv(valuel,value2)=value
CeilDiv(valuel,value2)=value
Surplus(valuel,value?)=value
ArgMin(arg,function,condition)=value
ArgMax(arg,function,condition)=value
UnitTrans(Old-Fact, New-Fact)=value

Figure 10. Supported Operators by EG
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it is observed that the proposed approach could generate fluent explanation for all of them.

5. Related Work

Earlier reported NLG applications include generating weather reports (Goldberg et al., 1994;
Coch, 1998), instructions (Paris et al., 1998; Wahister et al., 1993), encyclopedia-like
descriptions (Milosavljevic, 1997; Dale et al., 1998), letters (Reiter et al., 1999), and an
alternative to machine translation (Hartley & Paris, 1997) which adopts the techniques of
connectionist (Ward, 1994) and statistical techniques (Langkilde & Knight, 1998). However,
none of them touched the problem of generating explanation for MWPs.

Previous approaches of natural language generation typically consist of a discourse
planner that plans the structure of the discourse, and a surface realizer that generates the real
sentences (Jurafsky & Martin, 2000). D. Jurafsky adopted the model of text schemata and
rhetorical relation planning for discourse planning. Approaches for surface realizer include
Systemic Grammar, which is a part of Systemic Functional Linguistic proposed by Halliday
(Halliday, 1985), and Functional Unification Grammar (FUG) by Kay (Kay, 1979).

Different from those previous approaches for Discourse Planner (Reiter et al., 1999), we
solved the EG for MWP problem through first buildings the Explanation Tree, which is
particularly suitable for representing math based problems. The OP oriented algorithm is then
proposed for solving the discourse planning work in MWP. Furthermore, different from the
FUG proposed by Kay (Kay, 1979), the Function Word Insertion and Ordering Module adopts
the OP based template for our Surface Realizer.

6. Conclusion

Since the EG for MWP differs from that of other NLG applications in that the inference
process centers on the mathematical operation, an operator oriented algorithm is required. In
the proposed framework, we first introduce the Explanation Tree to explicitly show how the
answer of a math problem is acquired. Afterwards, an OP Oriented Algorithm performs
sentence segmentation (act as Discourse Planner) for MWP. Lastly, for each operator, a
corresponding template is adopted to achieve surface string realization.

Our Explanation Generator of MWP solver is able to explain how the answer is obtained
in a human comprehensible way, where the related reasoning steps can be systematically
explained with fluent natural language. The main contributions of this paper are:

1.  Proposing the Explanation Tree for facilitating the discourse planning on MWP.
2. Proposing an Operator oriented algorithm for structuring output sentence sequence.

3. Proposing the OP oriented templates for generating final explanation strings.
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Word Co-occurrence Augmented Topic Model in

Short Text

Guan-Bin Chen* and Hung-Yu Kao*

Abstract

The large amount of text on the Internet cause people hard to understand the
meaning in a short limit time. Topic models (e.g. LDA and PLSA) has been
proposed to summarize the long text into several topic terms. In the recent years,
the short text media such as tweet is very popular. However, directly applies the
transitional topic model on the short text corpus usually gating non-coherent topics.
Because there is no enough words to discover the word co-occurrence pattern in a
short document. The Bi-term topic model (BTM) has been proposed to improve
this problem. However, BTM just consider simple bi-term frequency which cause
the generated topics are dominated by common words. In this paper, we solve the
problem of the frequent bi-term in BTM. Thus, we proposed an improvement of
word co-occurrence method to enhance the topic models. We apply the word
co-occurrence information to the BTM. The experimental result that show our
PMI-B-BTM gets well result in the both of regular short news title text and the
noisy tweet text. Moreover, there are two advantages in our method. We do not
need any external data and our proposed methods are based on the original topic
model that we did not modify the model itself, thus our methods can easily apply to

some other existing BTM based models.

Keywords: Short Text, Topic Model, Document Clustering, Document
Classification

1. Introduction

With the advancement of information and communication technology, the information we
obtained is very abundant and multivariate. Especially, in the recent 15 years, many type of
the Internet media grow up so that people can get large amount of the information in a short

time. These internet media include Wikipedia, blogs and the recently popular social medial

* Department of Computer Science and Information Engineering, National Cheng Kung University
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such as Twitter, Facebook et.al. Generally, the articles/documents in the Wikipedia, and blogs
are usually the long text and have the complete content. While the short text social media,
such as Twitter, become very popular in the recent years. The reason is that these short text

social media provide a very convenient way to share the people feeling and thinking.

Generally, these Internet media deliver the people thinking by using the text. However,
the large amount of text on the Internet cause people hard to understand the meaning in a short
limit time. To solve the problem, many document summarization technologies have been
proposed. Among them, topic models summarize the context in large amount of documents
into several topic terms. By reading these topic terms, people will understand the content in a
short time. Topic model can be performed by the vector space model or the probability model.
In the recent years, the probability models such as Probabilistic Latent Semantic Analysis
(pLSA) (Hofmann, 1999) and Latent Dirichlet Allocation (LDA) (Blei et al., 2003) are very
popular because the probability models base on the document generation process. The
inspirations of the document generation process come from the human written articles. When
a person writes an article, he or she will inspire some thinking in mind, then extend these
thinking into some related words. Finally, they write down these words to complete an article.
Probability topic models simulate the behavior of above document generating process. In the
view of the vectorization of the probability topic models, when we have a text corpus, we have
known the documents and its words distribution by statistic the word vector. Then, the
probability topic models split the document-word matrix into the document-topic and
topic-word matrices. The distribution of the document-topic matrix describes that the degree
of each document belongs each topic while the topic-word matrix describes the degree of each
word belongs each topic. The “topic” in these two matrices is the latent factor as the human
thinking.

In essence, the topic models capture the word co-occurrence information and these
highly co-occurrence words are put together to compose a topic (Divya et al., 2013; Mimno et
al., 2011). So, the key to find out high quality topics is that the corpus must contain a large
amount of word co-occurrence information and the topic model has the ability to correctly
capture the amount of the word co-occurrence. However, the traditional topic models work
well in the long text corpus but work poorly in short text corpus. The reason is that the
original intention of LDA is designed to model the long text corpus. Exactly, LDA capture the
word co-occurrence in document-level (Divya et al., 2013; Yan et al., 2013), but there are no
enough words to well judge the word co-occurrence in document-level in a short text
document. Figure 1 is an example which shows the difference of the topic model in between
the long text and short text corpus. In the long text corpus, each document provides a lot of
word co-occurrence information, so that LDA can well capture these information to discover

the high quality topics. While in the short text document, there are no enough words in a
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single document to discover the word co-occurrence information.

Topics
General Documents -

stream  0.15
channel 0.45
video 0.40

Twitch Plays Pokémon is a social
experiment and channel on the wvideo
streaming website Twitch, consisting of
a crowdsourced attempt to play Game .
Freak's and Nintendo's Pokémon video D E
games by parsing commands sent by Topic
users through the channel's chat room. distribution
The concept was developed by ...

social 0.12
experiment 0.15
crowdsource 0.53

twitch  0.12

» dig

game 0.35
video 0.53

Short Text Documents (Tweets)

apple 045
banana 0.25
fruit 0.15

David

This is an apple. HAAA '

food 0.13
chicken 0.36

Topic
distribution

No enough words

haaa 0.12
hi 0.35
noooo 0.53

Figure 1. An example of LDA in the long text and short text corpus

To overcome above problems in short text, many researchers consider a simpler topic
model, mixture of unigrams model. Mixture of unigrams model samples topics in global
corpus level (Nigam et al., 2000; Zhao et al., 2011). More specifically, the word
co-occurrence in document-level means that the amount of the word co-occurrence relation
comes from a single document. On the contrary, the word co-occurrence in corpus-level
means that the amount of the word co-occurrence relation comes from a full corpus which
contains many documents. Mixture of unigrams overcomes the lack of words in the short text
documents. Further, Xiaohui Yan ef al. proposed the Bi-term Topic Model (BTM) (Yan et al.,
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2013; Cheng et al., 2014) which directly model the word co-occurrence and use the
corpus-level bi-term to overcome the lack of the text information problem. A bi-term is an
unordered word pair co-occurring in a short text document. The major advantage of BTM is
that 1) BTM model the word co-occurrence by using the explicit bi-term, and 2) BTM
aggregate these word co-occurrence patterns in the corpus for topic discovering (Yan et al.,
2013; Cheng et al., 2014). BTM abandons the document-level directly. A topic in BTM
contains several bi-term and a bi-term crosses many documents. BTM emphasizes that the
co-occurrence information comes from all bi-terms in whole corpus. However, BTM will
make the common words be performed excessively because the frequency of bi-term comes
from the whole corpus instead of a short document.

/’

4
-
N G

Figure 2. The graphical representation of the PMI-f-BTM

In this paper, we solve the frequent bi-term problem in BTM. We propose an approach
base on BTM. For the problem in BTM, a simple and intuitive solution is to use pointwise
mutual information (PMI) (Church & Hanks, 1990) to decrease the statistical amount of the
frequent words in whole corpus. With respect to the frequency of bi-term, the PMI can
normalize the score by each single word frequency in the bi-term. Otherwise, the priors in the
topic models usually set symmetric. This symmetric priors mean that there is not any
preference of words in any specific topic (Wallach et al., 2009). An intuitive idea is that why
not adopt some word co-occurrence information in priors to restrict the generated topics. Base
on above two ideas, we propose a novel prior adjustment method, PMI-§ priors, which first
use the PMI to mine the word co-occurrence from the whole corpus. Then, we transform such
PMI scores to the priors of BTM. Figure 2 shows the graphical representation of the
PMI-B-BTM.

In summary, the proposed approach enhance the amount of the word co-occurrence and
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also based on the original topic model. Basing on the original topic model means we did not
modify the model itself, thus our methods can easily apply to some other existing BTM based
models, to overcome the short text problem without any modification. To test the performance
of our two methods completely, we prepare two different types of short text corpus for the
experiments. One is the tweet text and another is the news title. The context of news title
dataset is regular and formal while the text in tweet usually contain many noise. Experimental
results show our PMI-P priors method is better than the BTM in both tweet and news title

datasets.

The remaining of this paper shows below. In Section 2, we show the survey of some
traditional topic models and the previous works of topic model to overcome the short text.
Section 3 shows our proposed PMI-f priors and the re-organized document methods. The

experiment results show in Section 4. Finally, we conclude this research in Section 5.

2. Related Work

2.1 The Survey of the Traditional Topic Models for Normal Text

Topic Model is a method to find out the hidden semantic topics from the observed documents
in the text corpus. Topic Models have been researched several years. Generally, topic model
can be performed by the vector space model or the probability model. The early one of the
vector space topic model, Latent Semantic Analysis (LSA) (Landauer ef al., 1998), uses the
singular value decomposition (SVD) to find out the latent topic. However, LSA does not
model the polysemy well and the cost of SVD is very high (Hofmann, 1999; Blei et al., 2003).
Afterward, Thomas Hofmann proposed the one-document-multi-topics model, probabilistic
Latent Semantic Analysis (pLSA) (Hofmann, 1999). pLSA bases on the document generation
process which like the human writing. However, the numerous parameters of pLSA cause the
overfitting problem and pLSA does not define the generation of the unknown documents. In
2003, Blei et al. proposed a well-known Latent Dirichlet Allocation (LDA) (Blei et al., 2003),
LDA use the prior probability in Bayes theory to extents pLSA and simplify the parameters
estimate process in pLSA. Also, the non-zero priors let LDA have the ability to infer the new

documents.

However, there are some drawbacks in LDA. First, LDA works under the bag-of-word
model hypothesis. In the bag-of-word model, each word of the document is no order and
independent of others (Wallach, 2006). The hypothesis compared with the human writing
behavior is unreasonable (Divya et al., 2013). Second, LDA emphasizes the relations between
topics are week, but actually, the topics may have hierarchical structure. Third, LDA requires
the large number of articles and well-structured long articles to get the high quality topics.
Apply LDA on the short text or uncompleted sentences corpus usually get poor results. The
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fourth drawback is that in spite of the LDA has the concept of the prior probabilities but LDA
priors generally set the symmetric values in each prior vector, like <0.1> or <0.01>. The
symmetric prior means no bias of each words in the specific topic (Wallach et al., 2009). In
this situation, the priors only provide the smooth technology to avoid the zero probability and

the model only use the statistical information from the data to discover the hidden topics.

To overcome above four drawbacks, many researchers propose new modify models.
Such as N-gram Topic Model (Wang et al., 2007) and HMM-LDA (Griffiths et al., 2004)
provide the context modeling. Wei Li et al. proposed the Pachinko Allocation Model (PAM)
(Li & McCallum, 2006) which adds the super topic concept and make the topic have the
hierarchical structure. Otherwise, Zhiyuan Chen et al. apply the must-link and cannot-link
information to guide the document generation process which words must or not to be put into
a topic (Chen & Liu, 2014).

2.2 Topic Models for Short Text

With the rise of social media in recent years, topic models have been utilized for social media
analysis. For example, some researches apply topic models in social media for event tracking
(Lin et al., 2010), content characterizing (Zhao ef al., 2011; Ramage ef al., 2010), and content
recommendation (Chen et al., 2010; Phelan et al., 2009). However, to share people thinking
conveniently, the context is usually short. These short text contexts make topic models hard to
discover the amount of word co-occurrence. For the short text corpus, there are three
directions to overcome the insufficient of the word co-occurrence problem. One is using the
external resources to guide the model generation, another is aggregating several short texts
into a long text, and the other is improving the model to satisfy the short text properties. For
the first direction, Phan et al. (Phan et al., 2008) proposed a framework that adopt the large
external resources (such as Wiki and blog) to deal with the data sparsity problem. R.Z. Michal
et al. proposed an author topic model (Rosen-Zvi et al., 2004) which adopt the user
information and make the model suitable for specific users. Jin et al. proposed the Dual-LDA
model (Jin et al., 2011), it use not only the short text corpus but also the related long text
corpus to generate topics, respectively. The generation process use the long text to help the
short text modeling. If the quality of the external long text or knowledge base is high, the
generated topic quality will be improve. However, we cannot always obtain the related long
text to guide short text and the related long text is very domain specific. So, using external
resources is not suitable for the general short text dataset. In addition to adopt the long text,
Hong et al. aggregate the tweets which shared the same words and get better results than the

original tweet text (Hong & Davison, 2010).

For the model improvement, Wayne et al. use the mixture of unigrams model to model
the tweets topics from whole corpus text (Zhao et al., 2011). Their experimental results verify



Word Co-occurrence Augmented Topic Model in Short Text 51

that the mixture of unigram model can discover more coherent topics than LDA in the short
text corpus. Further, Xiaohui Yan et al. proposed the Bi-term Topic Model (BTM) (Yan et al.,
2013; Cheng et al., 2014) which directly model the word co-occurrence and use the corpus
level bi-term to overcome the lack of the text information problem. A bi-term is a word pair
containing a co-occur relation in this two words. The advantage is that BTM can model the
general text without any domain specific external data. Comparing with the mixture of
unigram, BTM is a special case of the mixture of unigram. They both model the corpus level
topic but BTM generates two words (bi-term) every time the generation process. However,
BTM discovers the word co-occurrence just by considering the bi-term frequency. The bi-term
frequency will be failed to judge the word co-occurrence when the bi-term frequency is high
but one of the frequency of two words in a bi-term is high and another is low.

3. The Word Co-occurrence Augmented Methods

Topic models learn topics base on the amount of the word co-occurrence in the documents.
The word co-occurrence is a degree which describes how often the two words appear together.
BTM, discovers topics from bi-terms in the whole corpus to overcome the lack of local word
co-occurrence information. However, BTM will make the common words be performed
excessively because BTM identifies the word co-occurrence information by the bi-term
frequency in corpus-level. Thus, we propose a PMI-B priors methods on BTM. Our PMI-B
priors method can adjust the co-occurrence score to prevent the common words problem. Next,
we will describe the detail of our method of PMI-f priors.

We first describe the detail of BTM. First, we introduce the notation of “bi-term”.
Bi-term is the word pair co-occurring in the short text. Any two distinct words in a document

construct a bi-term. For example, a document with three terms will generate three bi-term
(Yan et al., 2013):

(tl’t25t3):>{(tl’12)’ (2:83), (t15t3)}~ (1)

Note that each bi-term is unordered. For a real case example, we have a document and

the context is “I visit apple store”. Because “I” is a stop-word, we remove it. The remaining

3 3

three terms “visit”, “apple” and “store” will generate three bi-terms “visit apple”, “apple
store”, and “visit store”. We generate all possible bi-terms for each document and put all

bi-terms in the bi-term set B.

Second, we describe the parameter estimation of the BTM. The aim of the parameter
estimation of BTM is to estimate the topic assignment z, the corpus-topic posteriori
distribution @ and the topic-word posteriori distribution ¢. But the Gibbs sampling can

integrate 6§ and ¢ due to use the conjugate priors. Thus, the only one parameter z should be
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estimate. Clearly, we should assign a suitable topic for each bi-term. The Gibbs sampling
equation shows below:

P(z=k|z_pB,0.B)x0-0, @)

where z is the topic assignment, & means the kth topic, B is the bi-term set, o is the
corpus-topic prior distribution and S is the topic-word prior distribution. The € and ¢ in Eq.
(2) show following:

ng _p+a
0 = —[<( k’_‘b k) > (3)
kzl(nk,—\b +ay)
(" BT (" 4B
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where V is the number of unique words in the corpus, n;_, is the statistical count for the
document-topic distribution, and ey is the statistical count for the document-topic
distribution. When the frequency of bi-term is high the two terms in this bi-term tend to be put
into the same topic. Otherwise, to overcome the lack of words in a single document BTM
abandons the document-level directly. A topic in BTM contains several bi-term and a bi-term
crosses many documents. BTM emphasizes that the co-occurrence information comes from all

bi-terms in whole corpus.

However, just consider the frequency of bi-term in corpus-level will generate the topics
which contain too many common words. To solve this problem, we consider the Pointwise
Mutual Information (PMI) (Church & Hanks, 1990). Since the PMI score not only considers
the co-occurrence frequency of the two words, but also normalizes by the single word
frequency. Thus, we want to apply PMI score in the original BTM. A suitable way to apply
PMI scores is modifying the priors in the BTM. The reason is that the priors modifying will
not increase the complexity in the generation model and very intuitive. Clearly, there are two
kinds of priors in BTM which are B-prior and B-priors. The B-prior is a corpus-topic bias
without the data. While the B-priors are topic-word biases without the data. Applying the PMI
score to the B-priors is the only one choice because we can adjust the degree of the word
co-occurrence by modifying the distributions in the B-priors. For example, we assume that a
topic contains three words “pen”, “apple” and “banana”. In the symmetric priors, we set <0.1,
0.1, 0.1> which means no bias of these three words, while we can apply <0.1, 0.5, 0.5> to
enhance the word co-occurrence of “apple” and “banana”. Thus the topic will prefer to put the
“apple” and “banana” together in the topic sampling step.
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Figure 3. The PMI-f priors approach

Figure 3 shows our PMI-B-priors approach. After pre-procession, we first calculate the
PMI score of each bi-term <w,, w,> as

pP(Wy,w,)

, (5)
r(w)p(wy)

PMI(w,,w,) = log
Because the priors can view as an additional statistics count of the target probability, the
value ordinarily should be greater than or equal to zero. Thus, we adjust the value of NPMI to
[0, 2] by adding one as:
PMI(w,,w y)

NPMI(WX’Wy) B —lOg p(Wxawy)

+1. (6)
After getting the NPMI scores, we transform these scores to meet the S-priors. Let fsym

is the original symmetric S-priors and the PMI S-priors, denote fpyy, define as
ww,
Portt = Psym +0.1 xNPMI(wx,wy) . @)

There is a constant value 0.1 in Eq. (7). This constant value 0.1 prevent the target
probability being dominated by the priors. The partial of the word co-occurrence information
should still be captured by the original model and the priors provide the additional information
to enhance the word co-occurrence in the model. The following shows how we apply PMI- 3
-priors into the BTM. We apply the [ pyp of wl and w2 in Eq. (6) and the new equation of
shows below:
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Finally, we sample topic assignments by Gibbs sampling (Liu, 1994) approach.

4. Experiments

How to justly evaluate the quality of the topic model is still a problem. The reason is that the
topic model is an unsupervised method. There are no prominent words or labels can directly
assign to each topic. Thus, many researchers apply topic model in other applications, such as
clustering, classification and information retrieval (Blei et al., 2003; Yan et al., 2013). In
classification task, instead of using the original word vectors to identify the document
categories, it use the reduced vectors which generating from the topic model. The topic model
plays as a dimensional reduction role and the classification result shows how well the model to
represent the original features. Topic model can also look as the document clustering approach
by just considering a document assign to which topic(s). In this paper, we evaluate topic
models by clustering and classification tasks. Otherwise, to make our experiment more robust,
we adopt two different types of short text dataset - Twitter2011 and ETtoday Chinese news
title. The properties of these two corpus are different. The text of ETtoday Chinese news title
is very regular, while the text of Twitter2011 usually contains emotional words, simplified
texts and some unformed words. For example, “haha” is the emotional word, and “agreeeee”

is the unformed word.

Table 1 shows the statistics of short text datasets. The number of average words per
document is not more than ten words. The number of documents in each class are shown in
Figure 4. The property of both two dataset is skew. The skew dataset may cause the results
that the fewer documents are dominated by the larger one. In summary, the challenges of these
two datasets are not only the short text problem but also the unbalance category. The top-3
classes in the Twitter2011 dataset are “#jan25”, “#superbowl” and “#sotu”. And the top-3

LEINTS

classes in the ETtoday News Title dataset are “entertainment”, “physical” and “political”.

Table 1. The Statistics of Two Short Text Datasets

Property Twitter2011 ETtoday News title
The number of documents 49,461 17,814
The number of domains 50 25
The number of distinct words 30,421 31,217

Avg. words per document 5.92 9.25
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Figure 4. The number of documents in each class

4.1 Experimental Setup

All of the experiments were done on the Intel i7 3.4 GHz CPU and 16G memory PC. All of
the pre-process and topic models were written by JAVA code. The parameters a priors and
the base S priors of topic models are all set <0.1>. The number of iterations in Gibbs
sampling is set 1,000. To make our results more reliable, we run each experiments 10 times

and average these scores.

For the clustering experiment, we first get the document-topic posteriori probability
distribution ¢ and we use the highest probability topic P(z|d) as the cluster assignment for
each document in ¢. For the classification experiment, we divide our dataset into five parts in
which four parts for training and one for testing. After training the topic model, we fix the

topic-word distribution ¢ and then we re-infer document-topic posteriori probability
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distribution & of all original short text documents. Instead of using the original word vectors
to do the classification task, we take this re-inferred posteriori probability distribution & as the
reduced feature matrix. Finally we use this reduced feature matrix to classify the documents
by LIBLINEAR'.

We compare our methods with the previous topic models: 1) LDA, 2) Mixture of
unigrams, and 3) BTM. In addition to the above three topic models, we also compare with our
PCA-B priors methods. We use the principal component analysis (PCA) to discover the whole
corpus principal component. Then, we transform the principal component to the topic-word

prior distribution.

4.2 Evaluation Criteria

In this part, we list three criteria for the clustering experiment and one for classification. In the
clustering experiment, let Q = {@;, @,, ... , g} is the output cluster labels, and C = {c;, ¢, ...,
¢y} is the gold standard labels of the documents. We first describe the three criteria for the

clustering.

e Purity

Purity is a simple and transparent measure which perform the accuracy of all cluster

assignments as the following equation:

Zmz_ix“wk ﬁcj”

Purity(Q,C) = &L ——— )
N
where N is the total number of documents. Note that the high purity is easy to achieve when

the number of clusters is large. In particular, purity is 1 if each document gets its own cluster.

e Normalized Mutual Information (NMI)

NMI score is based on the information theory. Let I(QQ, C) denotes the mutual information
between the output cluster 2 and the gold standard cluster C. The mutual information of NMI
is normalized by each entropy denoted H(QQ) and H(C). This normalization can avoid the

influence of the number of clusters. The equation of NMI shows following:

1(Q,C)
NMI(Q,C)=——>— 10
(0 [H(Q)+H(C)]/2 1o

where 1(Q2, C), H(Q?) and H(QQ) denote:

! http://www.csie.ntu.edu.tw/~cjlin/liblinear/
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e Rand Index

Rand Index (RI) (Rand, 1971) consider the clustering result as a pair-wise decision. More
clearly, RI penalizes both true positive and true negative decisions during clustering. If two
documents are both in the same class and the same cluster, or both in different classes and
different clusters, this decision is correct. For other cases, the decision is false. The equation
of RI shows following:

I TP+TN
TP+FP+FN+TN’

(13)

where TP, FP, FN, and TN are the true positive count, false positive count, false negative
count and true negative count respectively. For the classification experiment, we adopt the
accuracy as the measure. The definition of the accuracy is the same as the R/ score in Eq. (13),

but just change the cluster label to the classification label.

4.3 Experimental Results for the Twitter2011 Dataset

The Twitter2011 dataset was published in TREC 2011 microblog track®. It contains
approximately 16 million tweets sampled between January 23rd and February 8th, 2011. It is
worth mentioning that there are some semantics tags, called hashtag, in some tweets. The
hashtags had been given when the author wrote a tweet. Because these hashtags can identify
the semantics of tweets, we use the hashtags as our ground truth for both clustering and
classification experiments. However, there are about 10 percentages of all tweets contain
hashtags and some hashtags are very rare. Also, there are contains multilingual tweets. To
reduce the effect of noise in this dataset, we just extract the English tweets with top-50
frequent hashtags. After tweet extraction, we totally get the 49,461 tweets. Then, we remove
the hashtags and stop-words from the context. Finally, we stem all the words in all tweets by
the English stemming in the Snowball library.

Table 2 shows the clustering results on the Twitter2011 dataset, when we set the number
of topic to 50. As expected, BTM is better than Mixture of unigram and LDA got the worst
result when we adopt the symmetric priors <0.1>. When apply the PMI- priors, we get the

% http://trec.nist.gov/data/tweets/
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better result than BTM with symmetric priors. Otherwise, our baseline method, PCA-B, is
better than the original LDA because the PCA-f prior can make up the lack of the global word

co-occurrence information in the original LDA.

Table 2. The Clustering Results on Twitter2011 dataset

Model B priors Purity NMI RI
<0.100> 0.4174 0.3217 0.9127
LDA
PCA-B 0.4348 0.3325 0.9266
<0.100> 0.4217 0.3358 0.8687
Mix
PCA-B 0.3748 0.3305 0.7550
<0.100> 0.4318 0.3429 0.9092
BTM PCA-B 0.4367 0.4000 0.8665
PMI- 0.4427 0.3927 0.9284
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Figure 5. The Classification Results on Twitter2011 dataset

Figure 5 shows the classification results on the Twitter2011 dataset by using
LIBLINEAR classifier. When apply the PMI-f priors, we get the better result than BTM with
symmetric priors. Table 3 presents the top-10 topic words of the “job” topic in the
Twitter2011 dataset for LDA, mixture of unigram, BTM and PMI-B-BTM respectively, when
the number of topic is 70. The top-10 words are the 10 highest probability words of the topics.
The bold words in this table are the words which highly correlated with the topic by the
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human judgment. The topic words in the LDA and mixture of unigram models are almost
non-correlated or low-correlated with the topic “job”, such as “jay” and “emote”. In BTM and
PMI-B-BTM, the model capture the more high-correlated words, such as “engineer” and
“management”.

Table 3. The top-10 topic words of the “job” topic in Twitter2011 dataset

Top-10 Topic words

LDA job, house, jay, steal, material, burglary, construct, park, pick, ur

Mix job, robbery, material, construct, steal, warehouse, emote, feel, woman, does

BTM job, management, engineer, media, social, open, sale, analyst, develop, senior

PMI-B-BTM |job, real, open, estate, management, market, company, sale, develop, engineer

4.4 Experimental Results for ETtoday News Title Dataset
The ETtoday News Title dataset is collected from the overview list of the ETtoday News

website’ between January 1st and January 31, 2015. There are totally 25 predefined news
labels in the dataset. These labels include some classical news category such as “society news”,
“international news” and “political news”, and some special news category such as “animal
and pets”, “3C” and “games”. In both the clustering and the classification experiments, we use
these labels as the ground-truth. Because the Chinese text does not contain the break word, we
must adopt the additional word breaker in the pre-process step. We adopt the jieba®, the
Python Chinese word segmentation module, to segment all news title into several words.

Figure 6 shows the classification results on the ETtoday News Title dataset. The three
original topic model LDA, mixture of unigram, and BTM perform the same order as the
results of the Tweet2011 dataset. The PMI-f BTM is outperform all other methods. Our
PMI-B-BTM is also suitable to model the regular short text. The top-10 topic words of the
“baseball” topic of ETtoday news title dataset lists in the Table 4. Because these words are
almost Chinese, we also attach the simple explanation in English. There are many non-related
words in the LDA and mixture of unigram, such as “F:4%” (Year-end bonuses) and ““~” (no).
Especially, we compare the topic words in BTM with in PMI-B-BTM, the topic words in BTM
contain some frequent but low-correlated words with the topic, such as “4#£” (means year) and
“E” (means ten thousand). While in the PMI-B-BTM, this noisy words do not appear. The
reason is that the original BTM just consider the simple bi-term frequency and this bi-term

frequency make some frequent words be extracted together with other words from the

* http://www.ettoday.net/news/news-list.htm
* https://github.com/fxsjy/jieba
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document. Our PMI- priors can decrease the probability of the common words by the word

normalization effect in the PMI.
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Figure 6. The Classification Results on ETtoday dataset

Table 4. The top-10 topic words of the “baseball” topic in ETtoday News Title dataset

Top-10 Topic words

Hiligk (baseball game in Taiwan), H (month), & (ten thousand), & (year),

LDA K (big), JC (dollars), H:EH; (a politician), Z1L (Taipei), Z& (Taiwan),
F4% (Year-end bonuses)
Mix Bk, H (day), 28, K, Jff (hero), B (league baseball), 57
(world), #EEK (baseball), & (no), HkEE (challenge)
BEE, F]|WA (a baseball team), 5L 58 (a baseball team), MLB, 4i— (a
BTM baseball team), 4=, BkJE (a baseball team), &, % (a baseball team), A
(human)
F i, MLB, 535, HE& (baseball game in Japan), #ER, BKIR, So#
PMI-B-BTM [(Starting Pitcher), #85EE (champion), BR{&E& (a Taiwanese professional

baseball pitcher), &i— (a baseball team)

5. Conclusions

In this paper,

we propose a solution for topic model to enhance the amount of the word

co-occurrence relation in the short text corpus. First, we find the BTM identifies the word

co-occurrence by considering the bi-term frequency in the corpus-level. BTM will make the
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common words be performed excessively because the frequency of bi-term comes from the
whole corpus instead of a short document. We propose a PMI-P priors method to overcome
this problem. The experimental results show our PMI-B-BTM get the best results in the regular
short news title text.

Moreover, there are two advantages in our methods. We do not need any external data
and the proposed two improvement of the word co-occurrence methods are both based on the
original topic model and easy to extend. Bases on the original topic model means we did not
modify the model itself, thus our methods can easily apply to some other existing BTM based
models to overcome the short text problem without any modification. In the future, we can
extend some other steps in PMI-priors to deal the further improvement, such as removing the

redundant documents by clustering.
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Abstract

The rapidly increasing availability of multimedia associated with spoken
documents on the Internet has prompted automatic spoken document
summarization to be an important research subject. Thus far, the majority of
existing work has focused on extractive spoken document summarization, which
selects salient sentences from an original spoken document according to a target
summarization ratio and concatenates them to form a summary concisely, in order
to convey the most important theme of the document. On the other hand, there has
been a surge of interest in developing representation learning techniques for a wide
variety of natural language processing (NLP)-related tasks. However, to our
knowledge, they are largely unexplored in the context of extractive spoken
document summarization. With the above background, this study explores a novel
use of both word and sentence representation techniques for extractive spoken
document summarization. In addition, three variants of sentence ranking models
building on top of such representation techniques are proposed. Furthermore, extra
information cues like the prosodic features extracted from spoken documents, apart
from the lexical features, are also employed for boosting the summarization
performance. A series of experiments conducted on the MATBN broadcast news
corpus indeed reveal the performance merits of our proposed summarization
methods in relation to several state-of-the-art baselines.

Keywords: Spoken Document, Extractive Summarization, Word Representation,
Sentence Representation, Prosodic Feature

1. &m

EEERTEFER S f£ 2 K& (World Wide Web) h EfFEA BT ERMEHE
i B SIS B R E - Bt AR RS E R A E TR

LU 4% & & & (Information Overload) # i & - 75 L0 U R FR SR (e 6 17 H 8 i =
(Automatic Summarization)f;fiiryiEZy¢fEE(Luhn, 1958) - E S ZHE il nl 1873 Ry gkt
(Extractive)ffij 22 L Kz i 525 (Abstractive)fif 2 - Fii& EEUE (RIERHEITEZRELA] > eI 4A
AL o SR H B B2 RE B 55 (Sentence Subset) » B4R B R ER MR R FAASC IR
REAE © MERERAETE B FNE 2% > B E AR AR IFIE I
% o MR AR EE R BT AMHESEEMENEA - BHPRRENE SR
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e 1 (Mitra et al., 1997) » 8 SREEFZ 5 H AT Z BR324 PR EI 8 U 22y
H &z 4= (Jones, 1999) « Fi TEEEHYSCF LIS - ZEEAE SR TR Rt AT T 5 £ 3t {845
BlAIEE S A ~ sk s - BN E D GRS - HIL > 555 S5 Z (Spoken
Document Summarization) 5 2R B3 AR I —IEAZ B R IR 22 e i o Aamoc BT
EiPRCRE S SO > H B AR A E 2R Z L] (Summarization Ratio) - £ 25138 A
EATHTEMNRE S S PR RE S TR N A F AN 5EA) - 5B & o] DR P R
BRI LR

KRESOEE A F R EHNEES - RN ER > STEEESE UM R R R i —
AR AW EE B S 7 AR B A - A HH B BheE SR R e O
{5 H B Z A4S R A Vs R E B SN A R R - e SR H W E E IR R
B - (DR FRREE T (Representation Learning) £ i » Aam SCHe H =EHEFF B (R4t
ST ~ MR UAY DU Bl 5w = U AY) » Bl A58 Foflo i A E & SO B S
ZH e QBR T M SR SCFE I - Aaw s M AE SR S S I SRR AR
{80 > PRSI RS S R SR R -

RS REZHET © 55 ZETE i E i EEN ST A - BE=EEIN AR
s SCPTER RN R A G Ry o SEPUER M8 A sm IR Y = EHE PR N oA
Bl - EHERGNEEE UL TER L - ARG M A ERERN R ES S 2 7% - FE
EERHE RS R R H T - B\ G AR 2 4hmil KB Y -

2. HBEHEE I AT

2.1 DIST4EE R 2mie 2 07 7%

SR T (a0 5] e BaE A A S o Y iz B & s (Positional - Information) ®] BUFE & =4
HIRE TR BN HIET R - — RIS > (R EREFEENREE R TR RSN E
TR AR - AL > ATE(LEAD)E 2 5 A IS R 2 EE GRS AFAT M %HTER 3 1F Ky
f%(Hajime & Manabu, 2000) - iEfE 2y i U5 H B2 - (E1EE R ENEERERN
&M BRI TR o WIN AR E SRR S - BUR R S
SRR PN E ARG NE -

2.2 PEstERERZHEITA

A. [E&Z=2[EIREREI (Vector Space Model, VSM)

e 552 5075 5 4 7 e O T B S o+ I B £ 0 5 D 25 a8 (Queery) B S
(Document) B2 (Salton & Lesk, 1968) « g3 & ST (E B AT AL s
B (AR - T A S DL ) T BB TS A A SRR T 52 5
BT PR 5 R A S AR R AR m 13 = PRI - T LU SRR & B+ 52
PRrREY G — B AT R B S, EMBARILHA(IE(Cosine Similarity)it i + ko (i HIRT 2
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Z R AR RE  BEPREREA IS0 PR SO B E MRS A ERT 2 B 408 = e B HY
AH B [ o AT DUSE1G — B B R - IS BEAY U5 A R TR R S P YRR R E AN
(Semantic Information) - 7y 70 Hl S B R E G - BRI 2001 SFRHan A A TR T
VB RGE E HRE R TE TR SO 2 J774(Gong & Liu, 2001)

B. X AEERE: A (Maximum Margin Relevance, MMR)

i NIRRT EE Y 1998 SR tHAY B Bhifg 2 4l (Carbonell & Goldstein, 1998) - 5% 4
AIE DR AR 5 20— R — Ayt P8 mT pE R 55 5 > 5 ERVE B (&R S T AU
PCH T SRR A B SRR M B e o DB T (B A B E A R
e ) Z IRV E AR MR B A0t —2K > T A AU AUH AYEE A 8 AT LR SR Y
TR A IS Y E S P RS E [ - BEESH o s KRR A R %
A E AR EAEEEN . Bt E R L ZAVERE R4 - SRR T A SR ey
SRE ELE B Y AR

2.3 DARRER Ry BB 2 T U575

A. BEEZESEAI(Unigram Language Model, ULM)

E SRR BT M TR 55 Mk (Speech Recognition) B 5% 5# (Machine Translation)
55771 > £255 Ponte 5 AT 1998 4R 15 L8 FH 1A & s R A [ RE o (Ponte & Croft, 1998) -
FE A FRAPT AT DA 8k 2 UaE & SO s B — (B e R R - BB ST — R
D » AP HYEE D) S (REQHR(E P(SID)EETTHER  #EH HAUEEHYHES - WF5
(Chen et al., 2009) :

P(D|S)P(S)
P(D)

Hrf PO)H B B HE > SR - ik MEREE 55 S HYERTHR P(S) f—
{[E34 2] 73 ffii (Uniform Distribution) » [NEE P(S)/R P20 « [EfS—TefvzE - FHH SR vEE
)3 R R > A 7 5 AT — (B AE W AR R 2 S B R i AL — B R R N TR it
AT T B A e AR S FUe B o (2 1R Y 5E = R AN - I 40 B i 55 &Y (Relevance
Model)(Lavrenko & Croft, 2001)% » HISE o] LA Z It — R/ - BRI ALAY (BB E T mlARE
RSy E AR o FEIL S S A A (S B e R R A Y BRI > DRI Y

P(S|D) = o« P(D|S) (1)

B. Okapi Best Match 25 (BM25)

Okapi BM25 /27> 1994 4 HHE27% Robertson S5 A Frf2 VB EH B AR » BHS &R
I o i AR AR A > — - R E A A T EEF s R EEE
UL AR RE S R (8] T 2 4 i kg 22 25 22 (Robertson & Jones, 1976; Robertson &
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Walker, 1994; Robertson et al., 1996) - & Fl| 5% J77AF SCAHME AR - JAFIE S St
HIEEFHID = (wawy ... wigDET B R w, BLEE ) S 2 FRIAVAH (B0 80 P2 alwy
BN EE ) S AR UM BOET T IIRESK A - HEMIS215CF D BdaEa) S AU 8> A
wrr e

N
BM25(D,S) = M;F(W,D) - Sim(w, S) - log 1T df, 2
_cw,D)-(ky +1)
Fw,D) = c(w,D) + k, ®
Sim(w, S) = cw,S) - (k;+1) 5 @
c(wg5)+-kl-(1-b-+b-|av950

Horftky ke DUR b3 B 5 280 IRIZEEEREE  —fikk, € [1.2,2.01°b = 0.75 5 c(w, S)/E:
wiEsEA] S HIEREYIEL ¢ c(w, D)EEAWAE S D s HERARE © MISIEForaial S #Y
RIEZ > lavgSIBAESLIF P RTAEAIFERE © N BIEEG T HSFEE : df, RIEES
TR EEwRE -

2.4 DlIElGm RERERE 2 775

A. FEIfEEE -3 [ S A-E®R (Term Weight-Inverse Document Frequency, TW-1DF)

] 1 B2 -3 (e SO AR AL R 22 Rousseau B Vazirgiannis i~ 2013 AEFfi$2 H (Rousseau
& Vazirgiannis, 2013). - E4 » LA BEST B XA @17 —{E A =& (Directed Graph) »
R —{E TS (Vertex) {32 S o iy —{E e 555 (Unique Word) « 4015 R {[E] 58 77 S {4 H
B S AD R+ Rk R {(E TE RG] DA & — {82 (Edge) H 2 - 2B Y 5 14 o i3 W el HI 3R
BENSCIRT - Bk > et A E S E—(ETEENI AN 75 2 (In-degree) (E %L > 181 BM25
BEARIFESS & » BIASRAS SR BARE A R BRI IE o AR R 26 B3 A Y 1 S A 2R ()4
TF-IDF 81 BM25) » {5 =% & 5 — {50 R AUFEER - Gl B -2 [m) SO R BL R N 9 <2
FEAEE BRI T B — (S5 — (SR P B E T S e e ] TR -

B. E T kfE%E L (Markov Random Walk, MRW)

55 o] REEH S D RIS R S Ry — (AR - SO P iy E B AR L
iy —{E RS (Node) - [fiaE ). FEIYHH BERE LRI Ry Bl BAMH] 22 57 (Edge) HIREE (Wan & Yang,
2008) - F& A KBRS PRI TR H —E IR A EEUE - F A BRI B S A REE R (R A
[T 3t E5 1R RORT B RA A ER EM:  E R RE AV E R B - IR > RE RIS HYER
By EiSenScore(S;) & FIAHAAYEE 7] S; 73 BAV SR MESH S TS - FRAPT AT LU 55 B TR SR A
HESE R (A DL —(EAE M = (7)) FonZ > SRS PR AT DIRoR By

[DIx|D|
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' |D|
Slm(sl‘,Sj) £ Z m(S,,S,) % 0 (5)
g ) sim(S;, Sy
M, LD=|1 sim(S;, Sg) k=1 L
0 ,otherwise
_ 1-
SenScore(S;) = u- ZSenScore(Sj) My + ( |V|IJ) ©)

J#i

HA DR D B a B8 - sim( ) BRI kg - A DT R (e ) 2 R AR (L
A

3. FTNAEEE (Representation Learning)

3.1 FHF~E(Word Representation)

B —TEEAGES A A E L AR 2 E AR - BRI AR E R
SERREERAL o HAR B A SR R BB )T =028 One-hot £IR7% » Blg—(E
28 B DA— {1 K 4Gl E K R say A/ NNEER R MtmEREAEE —EEE A1
HerRHZE - BHEM - HAERE PE R R M s A A1 - BRI AR TR N
R {ERE < RV PRRE o By TRt FAlRRE - 2255 Hinton E5eih 1986 42 T —7&#
4yErtF T £ (Distributed Representation)f&i7E! (Hinton, 1986) » £ H 3| 46 45— (58 S 37 DA
—(EEEREENEE R ER R - FEilE RN AR RE - 58 2 AR (& T
DARS i i pE A S (A BR 5% ~ BREUEERE) SRET R » A I ) B e B 5] = T RE YA 2
T2 - B3 Bengio 2 A A 2003 42 H DLFT & = JE 1 28 48 1% (Feed-Forward Neural Network,
FENN)ZRIETZEE S AL - (ERESHEAREREE T - F—(EEi s —EREENE
#a &3~ A(Bengio et al., 2003) - Google 7 2013 #Bd &% H —F& a7 F v A T E word2vec »
& i a S g R EE LS A (Continuous  Bag-of-Words, CBOW)(Mikolov et al., 2013a)Ei Rk
B =AY (Skip-Gram, SG)(Mikolov et al., 2013b) « #EFFIFTARI - 2 28 7R RE R T AL I 2K
T2 A 2AGE S AERNVRTRE - BAlEE DI IR RE & SR IS 2 o

A. HERIZE LRI (Continuous Bag-of-Words, CBOW)

ARSI R (CBOW) 2 Mikolov FTHg Y R (ESS #2848 2 — » B B30 A H
HESEEFENEEFRTT - A EFREE —E4fiES 58 (Mikolov et al., 2013a) -
CBOW ZEHERA A Al aE U 1 &8 49t (Feed-Forward  Neural Network) » “R[EZ FEER
(1)CBOW 34 M4 el & (Non-Linear Hidden Layer) « 4111t — 2K » ACKHYFER T HIAE
MR B G SREF R R T - EEREREUY - B LIBAEF 2 IER T > IRARAE
FHTMERE - (2)E S L =552 g (Projection Layer) - Rl P A Y 58] B & st 2 MH B iz
B (B EAR) - SRS IR g B 045 R - HIAME - CBOW [Y3|
G H R4S E —E5EEHY BT 3 (Context) 1% - HASE ] DUAEREMN FEORIRZ Sa A HI3R > HEI
ForAE L) FroR o RN E R EAR Y S SR B R B A o BRI E
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(Continuous Distributed Representation) - J&={_F » 457 —:@ 25wy w, ...wy » CBOW B H
TR #7 (Objective Function) & 2 i A b ¥ #0f#% K (Log-Probability) :

T
t t—c t-1 t+1 t+c
ZlogP(w wt=e, .., wt= L wttl o wlto) 7
t=1
Tnput Layer Projection Layer Outpur Layer Input Layer Projection Layer Output Layer

wi-1

:.‘.‘
o | ]

@) )
[E1 (a). 2B FTLRERE T (b). BREEZCEZE o
Hrp ¢ B w Ay B R SC2 B LA/N(Window Size) - T RFEINGEERIVERE » B
P(thwt—c’ Wttt Wt+C) — exp(th ’ th) ©

2y exp(vge - vw,)

Hrv, S8 tHEwWIVEEFR L » VIZSERITAUN - vo e RBRWHY B SGRFRRIEZ Nk
(Qiuetal., 2014) - CBOW Hyft& 22 i — 7y fi =X e (Miller & Charles, 1991) - fhiRE5% TS
HEABRLEEENESKE BN EOI BTz g > R EER T DR E R -
IR wW R R RE -

B. BkEE=IERI(SKip-Gram, SG)

PR (SG) /2 HHE2 3 Mikolov 25 A4 2013 4ERF iz 1 55— &8 #1225 (Mikolov et al.,
2013b) - s 5 [E]E DA LAY AT B v A AR SR B2 B o o T A RENMD - kB =0
il L S R S SRS R R R ok H ARG A I BB U B A A 4e & —(EEEwig - 1]
DAERERNFEORIEL R - SR ERAVATREME < Sllsiny e » SR 2 HE —E Rl
i Py 8 7 #5128 (Log-Linear Classifier)riigy A » i FEOHI L & AilsE— & # R N AT RTZHY
& HEF R RAE 1)K o E4EE s [F5waw, .. wrik > SG 1Y B EIE BiK
(BB
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o
~t
I

ZT: ZC: logP(wt+|w?) 9)

t=1 j=—c,j#0

Hep oo SRy E w0 RS2 % 0K/ (Window: Size) o i {5 {4 1 3% (Conditional
Probability)4% f =015

exp (th+j : th)

P(Wt+j Wt) —
| Z‘i/zl exp(vwi ' th)

(10)

Hrpw WSy B B + R AR - (£ CBOW B SG HYEH{F &3 | A RS IEik
i A B ZE(Mikolov et al., 2013b; Morin & Bengio, 2005) Kz & #l#¢45£(Mikolov et al.,
2013b; Mnih & Kavukcuoglu, 2013) » DI #EG| SRS 1 S EUE IR REE

3.2 FEAJFRAE(Sentence Representation)

HEZRGAIFR AT Z R (HEF 2 B A eE S R AR P R A S rE iR
TEE R TR A IR A A ZERE SIS 223 Le B Mikolov £ HY W B B EE 1) R A
R 3 AlE B T A B B (R L5158 (Le & Mikolov, 2014) -
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Classifier Classifier

1 SN
N “ITE

T T

Average Concatenate

Paragraph Paragraph Matnx ~ -———-dp D
—— D w w w
Matrix I _[_ .._I =l __T_ ]
Paragraph the cat sat Parigiaph
id id
(@) (b)
72 (8). FHAFFREZTE (b). FHAFTLREZTE

A. B EEFEERI(Distributed Memory Model of Paragraph Vector, PV-DM)

T E RS (PV-DM) B DU 1H 48 RY S LS - PV-DM [E]4% DA A b H A o R sl
HUtER R ER R ESEREL © (DIISEE T 5 AJZ (Input Layer)5 [ A—{E B % 4Rt
(Paragraph ID) » JREIFIISREE K o—sE 5 B A —EE—IESERIE - BOERmITE—RM
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s > TRE SRR & - HIES% [ & (Paragraph Vector) o 241 % ] & B3] )
BN - EERIETES - R R B EESE F 8 P IE R H R m K EA
(Soft-max)Ayf A o £ — {5 A GRS AFRTEI SRR T - BOR Ryt E riF A2 > =AM
B &R E > MHE RN TAE TR —(EEE HIReRE - BF A TR EFE A HIREE - QETH
PEERHY - &a TAFTEUMIAYEE B 0 BC— BT HY B R ARt » Ordran] [m) 2 B Lh g s U e R B Y
Sl SRPE B P 2 28 BT I REASAE R A SRR TR &) Rrusse 1% - BISEIRF
HHEEHRES g AR - REPRRAE 2QF7 -

B. srEisasfi Al (Distributed Bag-of-Words of Paragraph Vector, PV-DBOW)
T3 AL (PV-DM) 2 B8 5 [m) B BB () B 0PI E0E Bl - 21T A —(E5 -
73 A EE LR A (PV-DBOW) RIE LAES & [mI B 1F Rl A - 1E3% (o) 2 ¥ HE R B o Bt BRIk
s FPHIE Rt 520575 T A B2 EE - BN Bk =AY - BEPRRAL
2(0)FfT7r - ZAHBL RIS B HAE TR /) & e 2 ] (Bl 1) By HH S ok = R A B E R Al
SIS TS Z 280 -

4. BRAFONEREREE AR

4.1 gR7ZAH{IE (Cosine Similarity)
FHFA (A B 25 R ALRG B - I B AR LW R T HE A A & 20 8 2h5E = iR E A A RR b
7 o FEBNIAEAFREAL (B4 CBOW B SG)F (M o] DA ST (4 5iaE A) o A/ sal B B FERY
SRFTOE SR EIEY - (F ResZ R S EEE ARk -
_ ZWED Vw _ ZWES Vw

=T pr 0 YT
Hrhv, BEEwiEEFRIRE » vp ~ vs IR0 D B15B4A) S IFIRIA o D]~ |S|AS0F D &
A S RIE - R HBEMEAE N EEEDRE X EREAN B FRE

vp = PV,, vs =PV (12)
Wt —72K » X fF D RHEzEA S BE —BEE RN R EFoR - HATR M o] #E HeRZ a1
FEETEE -

(11)

US'UD

Sim(§,D) = ————
lwsl - llvoll

(13)

4.2 FEm[kREM#E 5 (Markov Random Walk, MRW)

&S A B A RO A B v RS BRI RS FRPTE SRR ERE AR
A EE R ER S o B B A ERZAR L R B e B W e 58 A fE Y
MR FE B v RS DR Frid (R VIR S L - Bl DURIS 384
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AVEE ST 8 - Jef% - KB AL 8RRy 7 = BEY 1% - ARIB S S0 e AR ZELL 12k
R PREEE AL Ry e (R AV L -

4.3 EFLUE E{E (Document Likelihood Measure, DLM)
FAI7rm] DUE A B S A (LM) R ESRE A 75 A A B sk =GB B S 2 HE iy 7 UEs
T —(EsE AR A Ay AT RE M P(DIS) » MRS TRE A EE M 2 FEFe - A5
Fork  BITESCE S B LG RERNES A - R4 E —E5Ew (% o 5w, B IR
=

exp (ij . vwl.)
Ywier exp(vwk ) vWi)
P AR 4 & (Linear Combination)fy 5 =X » AT DUP R — B #E & X AVEE msE S 154
i SRR AR B BE v DA T =GR -

P(wj|w;) =

(14)

c(wj.D)

P(DIS) = n A- Z P(wlS) - P(w;|w;) + (1 =) - P(w|C) (15)

W]'ED W;ES

o P (wi|S) By— (BREER (5 » (R sw, HIRAE B0 T BRAT AT AR - A6 FL » By T Ak
EOR BRI S TABE 55E  BLP (wy | C) $HB BN (T OB Lo B — T
BB AR TR BT (5 S BRI —ELE IR TR BTG
B P TR — (5w, S A TR I -
exp (ij : vs)

ZwkEV exp(vwk ! Vs)
HoefiugfE Ll PV-DBOW 5 PV-DM FrsR{SHEEF % « FIBEH - SO 4 et o]
DK FEE

POIS) = | [[h- P(wyls) + (1 =0 - P(w[C)]

W]'ED

5. g Xz BRI

CFIE PR TR T A B BEE RIS S o B A A
(Grammar) 5% Ef (Semantic) b1 &5 f#(Structure) % 63 » &5 5 51 ETATRER - FEIR L
TN FEE LIPS IR PR R E R I (B S0E R
RS Z » (A S A1 &7 S R B Prosodic Features) » 40134
HEIERFER RS ATRANNG « FRAIS L R R SRS « RIS S E S -
AR DL R RS S RETAILA A » A BRI 802t 3 S SRR -

P(w)s) =

(16)

c(w;.D)

17)



BlI#R i B X 1 BT 2T 252 Bl 75

5.1 EEEEFE(Prosodic Features)

A. &8 (Pitch)

—EEETERURE — (- E B - FLEREEIV SRR - HIES TR AR s R R S 0T N A AR 5 |
PEEOERT » EE RO SR B2 SRR RIS A s
HHEEEN -

B. gE=(Energy)

REE ] HARF BT REE 2R/ » LEWEA A —E N EZEEHN - —KEEEE
Frnlsae — B E s RUIE R - F2IEHIR S S BT a7 e R aEan N
BUAHE S EFEENER -

C. ZtERE (Duration)
BUNREARE » GBHEEFEENERNRS - MBS EREAREERZED
FFfERE - IR sl R R EE M e S E IR -

D. #EzEE (Peak) Bl 3RI& (Formant)

MRl ER s B TPAVRERE" o ZRAENRES (Vowel)H HARIERVEERE - fEREE %
HR R RN EEI(Syllable) » MRl EERE o Rl M A 208 B2 AR G2y — T
& BRERERENEERR - FASUREGE T EFYAEIRE - REHARES
BRRARFPHRY Ry s — eiRi (F) ~ 85 "R (F2) - B =4LiRIE(F3) ~ 550 LR (F4)
DU AR (FS) - 8 & LA FL~ F2~ F3 d5g R B R ERIIG ia i DLIE = (8 i Ry (0% -
o AT R E AR R T IR » 7 R ] ARSI A8 - 54 ah ) Ml pE R EEEE )
HIREFREC AR G HEsb & T e B rsE f Al A R R FEE AR ) HAL RIS
G AR S -

5.2 zHE45FE(Lexical Features)

A. EEEZE SRS 8 (Bigram Language Model Score)

N A =15 8U(N-gram Language Model)/g B 2458 S i B FHEIRY 7% - HAREES N {Elw
Ay R BRI N -1 (EEE AR - PR S B R e R B U I (MLE) ARORAS: -
B —(ERE Y E R E E BT AR A R R AR R PR iR 2 SR il E B
—iH(Bigram)Ed = #(Trigram)5 = 24 -

B. IEH EEEEEE SR8 (Normalized Bigram Language Model Score)
Ry T et B R RENREE » BB T RIER B i S A B T I
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B ABORy 55— TR ©

C. BEH %z (Named Entities){EE

MR B 45 5a] H (Lexicon) st RiEEA) R AV GH BAE G Ml BBV EE » HEZHEAR
IR E A AR EE A R RE BB EEES] - MHEALEMEE A SN - R - A%
VYRR IE

D. {&Fi5A(Stop Words){E

SHREEAYTE S EHENEE PSRN T - "Ry S DURIESGEm (a”
“the”25A - BIEHIRAVERR S - (HEENEARZEN » NILERRIEE T AEHE

TR > NI ATE =R e

5.3 BEEEFE(Relevance Features)

I Ry BN B S A A AR B SRR B W DA THE Ry BB [ 2 25 [
El(Vector Space Model, VSM) ~ DA[E| & A RLmEmY B a] kg% & (Markov Random Walk,
MRW) DL k2 DU A= R i R B BLBRE A EE = 1578 (Language Model, LM)% -

6. BEEEER R EHE A
6.1 TR}

AREm S E BEE R B o\ R B EE R (Mandarin Chinese Broadcast News Corpus, MATBN) »
th i sE b AT B AN LB A A E R R > HERBINA R R — 8/ NI A 1R
397128 FEE 428 (Wang et al., 2005) « $FISEH L 1 2001 4% 11 F 5 2002 45 8 [ 3£ 205 1
BT 2 - W& oy By 3% R 52 (185 1= BUHIEA SR (20 =) WA (BT 70 - 0 205 /et &
FE& Ry 7.5 {E/NEF o FFIFEE S U T ALY ERHE - (R RS A #ENEN S
5k P E BEE P A S T R FRPTRE 2 RSB S (Spoken Document, SD) -
EH R PR SE SR PR RN EERR o BEAh - FRAMIRKFIE 205 RRsEE S A N TEE
YT E A A PR R AV E S E N - B8 2 Fy S E S (Text Document,
TD) - B—R X F X EA MR B X TR N = (AR - MR E RsE =
B A A IR BB 28 - 258 PR E 5 SR RIS S SR IR 2 ARE > P4 mT DA
LB T YRS IR N SRR AR - AR E RRE S AN SREERHHUM B 2001
£ 2002 Ay T E S s (Central News Agency, CNA) » 3 H L SRI SES AL T
AR & B bRy B R SRR o HAh - Aum i 2002 4 deamEfl 1Y 101,268 7=
(G ST BT ST AR Ryl 220 DA GG A o AR SR EEAS IR R S BRIt S 1 = FRAFTR%
LB 10% » HiE R B M E 73 H BE BRG] » Herdinvaat &z 1
Ffrs
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KL BB &

BllECES HlEAEE
SCERIFER 2001/11/07-2002/08/22 2002/01/24-2002/08/20
SCAEEL 185 20
AR AR B 129.4 141.3
XA R E g 326.0 290.3
AR A E S 20.0 23.3
TR SRR 38.0% 39.4%

6.2 FHETTA

AEmSCERFH ROUGE By U ZHIR G 52K » 8% 07 A et B B 2 4s R B\ T %
2 [ EE A B i 7T (Overlap Units)# 5 5 A THZE-REHIELH] - BiRex )7 7A =R BT
EEEHI T > A gEAsEaESUE RS » HEE N0 N TRZERESL o FfIE
A T #5%#ErY ROUGE-1(Unigram) ~ ROUGE-2(Bigram) A 5z ROUGE-L(Longest Common
Subsequence, LCS)73# » Hrft ROUGE-1 /2 5 B YR E & - ROUGE-2 /27 H
B Y 1% © ROUGE-L & iRt [FF & - ROUGE-N & H #h#E 2 Lg% 2 ff N
iz (N-gram) iy A 015 N\ TR S E R A—8E S R it ROUGE-N R AL T (Lin,
2004) :

ZsumER ZgramNEsum Countmatch (gramN)
EsumER ZgramNesum Count(gramN)

Heprsum A5 N TigES R PAVE— 2 N ARGE RS ZEE R i Count (gramy)
& N [F e 3R Y B i B\ T Ay i K& - ROUGE-L AYEF 55 3 8l
ROUGE-N #H{ll » {HRETE & 8 B B EE S E AR R ILE 7

7. EEEGER
7.1 ABEHEE 2 BEREER

% 2 Ry ER S SR (TD) B S (SD) A ROUGE-1-ROUGE-2 [ fz ROUGE-L
SFE T HRE AR AR IR PIET S AR TV AAVEEEL - & RTEJ77A(LEAD) »
[ EZEfEIIEA R (VM) ~ i A2 BRRAIE A (MMR) ~ TBRGE & 54T (LSA) ~ A S AL (ULM) »
[FE e (RM) ~ Okapi Best Match 25(BM25) ~ Galf# &2 -4 [ S AHR (TW-IDF) DLUR G AT K%
FETS0(MRW) « 564 TD YEERT - RM A SRUR R FTA A iR R - For(E
FHEES MBS o] DU St i e 1 SN e » B2 s sl BRI IEE ST - H R BM25
AT BRI T - SERAVSHR(TF) « ROLHHER(1IDF) DU SR ERTIER
{(Normalized) g 5 % H A n] SGERAVRHEE R - ULM SR AE TD B0E SD _EAVE SRS &

ROUGE — N =

(18)



78 WX F

(B E UL TW-IDF B2 MRW- TW-IDF e SEEFH(TR)ES » 27558 1 _F 1 3 (Context)
FYEER > 0 MRW fEt RE ZEE AN - bR T HERB A8 TRE EEEE A
b I AE BRI FEE /E R REEE AR - AL R R oR B G 5 AT VSM e - MMR
FEHETTRE A BEHUIT 25 8 T TUER &R » LI Z8 R VSM £ -

7 2. BETBRI X F XS X EER

X (TD) a5 L (SD)

Jivk ROUGE-1 | ROUGE-2 | ROUGE-L | ROUGE-1 | ROUGE-2 | ROUGE-L
LEAD 0.312 0.196 0.278 0.254 0.117 0.220
VSM 0.347 0.228 0.290 0.343 0.189 0.288
MMR 0.365 0.242 0.316 0.360 0.206 0.309
LSA 0.362 0.233 0.316 0.345 0.201 0.301
ULMm 0.411 0.299 0.362 0.364 0.218 0.313
RM 0.458 0.345 0.408 0.384 0.236 0.330
BM25 0.422 0.317 0.380 0.394 0.251 0.341
TW-IDF 0.374 0.260 0.317 0.322 0.164 0.270
MRW 0.415 0.296 0.357 0.339 0.194 0.289

LSA T8 ket B 22 et B S LB A 1V BR %A DU - HAEIRIREURIZ VSM Fyf: -
il VSM {E EE Z i R [a) S 4 B R S 1T > PRI BE SRR A 0 HE S v sl 4 2 FeT Y R e
Mo ST S AR DU Y EE 30 O] RS SRR HIATF I

1£ SD WY&+ - BM25 Mk RM B R A A th (A 2 704 » IR
EOTREE R By RM R FR (i HAYEE A 2 B8 B et e iV 2 2 > (R RS HA N
J&E R S 14 (Pseudo Relevant Documents)fJ&E JJ L4 » TW-IDF Bl MRW FyHiE 254 B
Bz LSA &z MMR 7 » MR8 BTN g 2 BsE E Praskss Vs 2 » (H—(Ea =g —EsE A
MVE M B K B AT B ECERE ANV ER - T LEAD fgsmfE TD =/ SD k- 4
A HEHR S E R AR - THRIFRZE LEAD (&3 HNRA SO 451 » RIS
TR B SRR R NIGERS - M EREE g A A fER -

7.2 FAFRNEEB IR REN TSR T A HEZ ERER
EREFATA I H i e Ao e S0 2 ] oA — i A A A L3 R (CBOW) M R AU AU (SG)
Bl S ER I R oA — U R R AL (PV-DM)  Fil oy HiEa L35 4L (PV-DBOW)
M ARAE R BT AR - TRty AT - o BI4E & 18R 72 AH (U (Cosine
Similarity) ~ 5 5] KOS (MRW) LU SR (ELEE 2 B (DLM)EY T A R Pl i 2aE &
PAIREN
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R 3. FRT AR S BT TR
¥ 3LH(TD) ahE L(1(SD)
J7% | ROUGE-1 | ROUGE-2 | ROUGE-L | ROUGE-1 | ROUGE-2 | ROUGE-L
CBOW 0.402 0.280 0.349 0.377 0.228 0.327
SG 0.401 0.265 0.347 0.361 0.214 0.312

B PR RALS & eRZAH DU (Cosine Similarity) F fy BE N ZE5E H] 1Y 5
% HEERRNER 3 - RERGRFELT - HRNEWEFE R NESHERNEEEIIES
HELEE T R SCF S (TD) EE sE 5 S (SD) F » 3% W fd i 2 (i S R A 1
RS - 1R3% TD MV4EREUR - CBOW Ui ZEREER: SG {F » 1£ SD H{yfrFEAEERY
1B o GRS S WA R R OA B B 1A & 22 AR (VSM) BB e 5 2 0 AT (LSA) - AllE ZE T
] B - 200 ) SRR (TW-IDF) 22 2 97K » [T ELAE SD AYIE I THYZRER SG A F B
A (ULM)(EE 2) -
F 4. BTGP RTIEATEGTE

ST PE(TD) it i L {(SD)
J37% | ROUGE-1 | ROUGE-2 | ROUGE-L | ROUGE-1 | ROUGE-2 | ROUGE-L
PV-DM 0.429 0.313 0.382 0.387 0.236 0.335
PV-DBOW | 0.398 0.277 0.348 0.368 0.227 0.329

[FEIREH - TFIRRE RN ARG G R B E R BRI SRR AV 574 HEESUR
A% 4 o ££ TD HY&ER T > PV-DM B PV-DBOW 3% fi it &) o A HI I B8R o7 1
CBOW k. SG g ZniA R AU (% 3) - PV-DM i B RIS (4t HY 6 ] K Eie 2 (MRW)EE
{HiEE BM25 2 - [fi{E SD HY&ER T > WIS Ao AR E R b s R A A AR

VI > FRMTeE Reb AR A RSB eR o2 AR (DL BE R A) Y 5 =R A2 3 5 DR 2 -
5. FHPTAGE GG (X BB Z TSR

SCF3L(TD) At L (SD)
J37% | ROUGE-1 | ROUGE-2 | ROUGE-L | ROUGE-1 | ROUGE-2 | ROUGE-L
CBOW 0.436 0.310 0.384 0.393 0.246 0.346
SG 0.316 0.283 0.351 0.372 0.233 0.325
FEHHERT - BITREROAS S S TRBERE D (MRW) DU R ) #E 1 TR AT -

HEGEREHER S - &R T o] LIBZE] > SE5H1E TD 22 SD b - MHER FEfEEEERR

EMRTSS S ERZAR IR T - (3% 05 7APERE R B B s BB PABRSZ AR (U
73 3) - £ TD Ehg » CBOW fZRAEHE: BM25 7% - [ SG R MRW HY/KF -
£ SD Bt - {52RLL BM25 A8 B30 5 Fy fk -
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F 6. I EEE L IRG ARSI B R

WX F

SCFLA(TD) st & 3L (SD)
Ji7% | ROUGE-1 | ROUGE-2 | ROUGE-L | ROUGE-1 | ROUGE-2 | ROUGE-L
PV-DM 0.446 0.343 0.400 0.395 0.253 0.347
PV-DBOW | 0.451 0.336 0.398 0.387 0.243 0.337

[FEIREH! - IR AR NAGE & 6 RS D (MRW)SRE A)EfTBE L > HEER R

TN 6 o AR IR E] - MR AE TD 80U SD L » RA U7 AR E A » B R L
i~ B HFRINASS ST eRZ DU (R 3 1 4) Z BERUE BB 1) U705 TREBRLAGEFROASS
BRG] KBRS TT(FR 5) - £ TD ThaT - @E % RN AR RS
BM25 £ - {H B R EIHEAI(RM) - 2807 SD Ehg > PV-DM Hf E R BT A #Y
G AET -

K 1. PR ARG R EE (I FE R

Xy (TD) s gL (SD)

Jiik ROUGE-1 | ROUGE-2 | ROUGE-L | ROUGE-1 | ROUGE-2 | ROUGE-L
CBOW 0.444 0.329 0.386 0.372 0.221 0.314
SG 0.436 0.323 0.385 0.343 0.197 0.295

PR — ISR TS DRI R R4S A TSR DA B (8 (DLM)BHE (0 £
B FUSREETRIR 7 RIS R R DR A 4 S B B (R DRSS
P 0 )735(R SHETLLE - 16 TD BB PTLABIZEE] » ORI R 75y
HUE IR ST - SORIBAAEE - RIVIVERE S MRS FHT
CBOW © #Affi TD #2 SD HYE(BAT » 3 Il £ B 0 F J RM HIRZEARE -

K 8. I AR E X BB B TR

FAE(TD) st L H(SD)
Jik ROUGE-1 | ROUGE-2 | ROUGE-L | ROUGE-1 | ROUGE-2 | ROUGE-L
PV-DM 0.480 0.375 0.430 0.384 0.240 0.333
PV-DBOW |  0.433 0.323 0.384 0.364 0.236 0.321

[EfH - FATLARE Ao AR S DS B E SRR A TR SRR ER 8 -
& TD Ay B ER&E R o ] DA% - PV-DM HUIE S ARE B E BTN TR 2 T v S

A JREFTE RN AT B R e 2 A5 -
YRR E SG A E I HIHE R - 2R SD o

KA AH B3 ke BM25 -

HAFIEZEE] PV-DBOW ik 7
% PR RO AIE S RM (1Y
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7.3 M ABERBE S R RERN U REE

R X HEEERESHALYE » Ao AET BT EANME - EREEET
PR FE S SR 2 RIS S (TD) BB 2 S (SD) i E G A E 15 & &
FLo MU AR ERR EUR g2 — B - AR SR 12 R B AR SR U E Ry S
= #(Support Vector Machine, SVM)AYE A » RTRERS 77 pl = K05 » 43 7l Ry s g2 (Lexical
Features) - Z8{E ¢ {#(Prosodic Features) L 5z [#8 15 {2t (Relevance Features) - ¥4IV EE
s 9 s e

& BB ST

Fm(Pitch):fok ~ s ~ P8~ 2|
RER(Energy): ik ~ B/ ~ P~ EEH

EHE R (Duration): 52 K ~ £/ ~ 39~ Z{E
IfRIE(Formant): 52 K ~ 5/ ~ 39~ Z(E
ApEIE(E (Peak) i K ~ BN ~ ST ~ ZfE

B4 E % (Named Entity)

{5 I 55){[E % (Stop Word)

THEE S AT #(Bigram)

TEHY b EEE S R4 2 (Normalized Bigram)
[ B ZE [ T B (VSM)

R R FEOE A T EI(MRW)

it 5 12l ST (LM)

MR 10 FFE] > a2 ST 3 (TD) B RE & SLAH(SD) - #3HFF i (Prosodic
Features)AH > o & W flARr F20E 2R B R BEE R 2 8aE » IRl E BRI R A LA L i ey
B RESFI BT R AR EE AN - £ TD Bhah > 54y (Lexical Features){£is =7
MERF BTV R R Z - HIRR A REEZ R A E R E(Shallow)sB A1 H » BEH
AAFANEE -« (EHFENEE D GERERIGTE - RAEFERINEENE - HILEE
AR A B N L R R S 5E A) - JIEOD - BRIBRET f2i(Relevance Features)ELiEsa] gefF
AESFHREERSY - 1£ SD HRTSEIRvEER - B TD Aydsm B —2iE: - (HRAF R
BR AR AT 22 S TD RS 8 -

7 10. BEETFFE B4R

RS2 (Prosodic Features)

A2 4% 3 (Lexical Features)

RHIE 72 (Relevance Features)

FAF(TD) st SLH(SD)
ROUGE-1 | ROUGE-2 | ROUGE-L | ROUGE-1 | ROUGE-2 | ROUGE-L
BRI 0.452 0.349 0.409 0.363 0.219 0.322
SRR 0.362 0.237 0.311 0.298 0.176 0.266
Al R 0.389 0.254 0.332 0.355 0.200 0.300
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HAPTHET T A A i 25 (807 S i) B H%25 (Support Vector Machine, SVM) Z B8 -
HEFORIHER 11 - REREGER T LIS > MEmht TD 202 SD o - 448 &Rl ([ AT
B1% - TEE A] DB IS i BRI - B TR BRI (20h (8l L E R AL B i
SUMAEMIRZ R o LRI BRI P Ay R 2 ZE IR (VSM) ~ 5 RS20 (MRW)
DUR B S A (ULM)EY 0 8 > DAl S 2 7 B e Ryt - o IR N R
3~ 517 P EAVRERIA » (ESFR T A LI CBOW AR B RIAH f fE -

# 1\, EEITEFH TR

ST AH(TD) FEE S f4+(SD)
WAbZS ROUGE-1 | ROUGE-2 | ROUGE-L | ROUGE-1 | ROUGE-2 | ROUGE-L
FaRHE 0.484 0.384 0.440 0.387 0.247 0.348

[FEIREHN &S & AR BHEUR SR R SRR A - R ERRE0R 12 fors - (8 F
SpaS R rpaE IR E| - fiEmAE TD 202 SD H » DAGHRIAIEIUIE R R - B a2
RS E B LHAE TD AR - AR RO -

212, IR AR B BRI R BA R

XFH(TD) SEE SL{H(SD)
7334 | ROUGE-1 | ROUGE-2 | ROUGE-L | ROUGE-1 | ROUGE-2 | ROUGE-L
FaRHE 0.497 0.406 0.451 0.396 0.254 0.353

HATIRE FERE A TR R Sy SO T B RE TR & - R R BRI (T AU AL 0 B
B Ry A FRONER AT Z 538 sy BIRRIRIN R 4 ~ 6 1 8 PR (EAVERIR > E8R
VG R AT 22 ] PV-DM B ZS RIS R+ HAR RS 13 iR - 1 TD IVE
Baed R n DU R > (S AR AR BUE R R 8 B B8 (5 Al s oA zR
972k 12) - ZAMAE SD 1 - & DB Ao AR S E BRI R T DUE R R
EESTE S
13, LIZF 7 AR B B B IR T Z B R

XFLAE(TD) FBE S E(SD)
Wby ROUGE-1 | ROUGE-2 | ROUGE-L | ROUGE-1 | ROUGE-2 | ROUGE-L
FAaRHE 0.487 0.393 0.446 0.385 0.255 0.350

8. SiEmERIKIEE

B EAE BB SRR £ R RSO AR HE 1990 I it S %
BRAST A HERD BARER - A BRBH A S SCAHM AR » SO RS a] o3 R Bk
TR A - G B T B el SRR SR Tk - B e A
FonA—EER LSRR (CBOW) Ik AR RL(SG) » DU RifdsE ) oniA— o ala i
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A (PV-DM)F173 1 =G A5 4 (PV-DBOW) A SR IV IE ] © BB RIRASE I
i ARF e 2 ] ~ 5 ) 2 RETR R W 1 R 3R R T DA B BE B S B Y i
EH—E RN E RIS G - SBIHRTER 2 U7 7ARIHE AT DU Lﬁéﬁ%a%ﬂﬁﬁ%ﬁgﬁ/ﬂé
155 =AU ZERAE » BhAh - FRAFIER T I S S a9 S s U R R B 2 o1 - IR
B IR R 2 BN AR R ERE W R L  H EH AR

AR FAIFE EIHESLENEFRIRE » WeiR A& (Global Vectors, GloVe) » DL A
S u] L 38 F 5814 (Part of Speech, POS)& R VER M2 /A(POS Representation) A sB % B $%
HOUREEE - A6 B ~ SEH DU RGGEERNEAGE SN HENESHEN 2 h o AR
(Relevance Model)(Lavrenko & Croft, 2001) » DLUH#E—B R F g SR pk L o

B

AE L Z WK SR - B 2B AN EA S 5 TR A SEat 25 (102)1A0800) BT B 5t
FHE EbT 521285 (MOST 104-2221-E-003-018-MY3 1 MOST 103-2221-E-003-016-MY2)>
SRR o SEILEGH -

SH R
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RERAE 2 (KaE 5 PR S 3R - IEAN - Mt E SUR P fR AV T A B — £
IR OB RO M e BRI &S & > DA IS Lo A BRI -

BRSEEE ¢ SRR - RN - SRl - REHRE - JESAER AR

Abstract

The performance of an automatic speech recognition (ASR) system often
deteriorates sharply due to the interference from varying environmental noise. As
such, the development of effective and efficient robustness techniques has long
been a challenging research subject in the ASR community. In this article, we
attempt to obtain noise-robust speech features through modulation spectrum
processing of the original speech features. To this end, we explore the use of
nonnegative matrix factorization (NMF) and its extensions on the magnitude
modulation spectra of speech features so as to distill the most important and
noise-resistant information cues that can benefit the ASR performance. The main
contributions include three aspects: 1) we leverage the notion of sparseness to
obtain more localized and parts-based representations of the magnitude modulation
spectra with fewer basis vectors; 2) the prior knowledge of the similarities among
training utterances is taken into account as an additional constraint during the NMF
derivation; and 3) the resulting encoding vectors of NMF are further normalized so
as to further enhance their robustness of representation. A series of experiments
conducted on the Aurora-2 benchmark task demonstrate that our methods can
deliver remarkable improvements over the baseline NMF method and achieve
performance on par with or better than several widely-used robustness methods.

Keywords: Speech Recognition, Language Model, Concept Information, Model
Adaptation

1. WrFeEht

KL EHEEE PR A N2 T ENHEERERET - SES RFNH
SR (HEREEHEENHERET R ARE TR ERRZNE Sl sR
BOUHIEA PRI AE AN UCHC R o (15 0E 2400 PRl e KR P AR © 2 R BRI AR U
MENRZAEEER - INEES R - A EER R A EE S S T THEE -
ARG aE & Pl 2 iR Rl - AR R R ZFT AR B s 2 s
sk 2 S B I E R RE (R — E AV RE R -

B AT A S R RE R (R R 1l KB 43 Fy = FEfE A (Lin et al., 2009; Chu et al.,
2011) © 55— FE Y Ry DU ER A5 (Acoustic Model) &y BL B 2 56 {2 14 £ it (Model-Based
Techniques) » [LHETTAKRZ & IS & /D BN ER BT FT S U1 5 AR o) o S A B AR
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HEEATIE (BRI DUR O I A S M EE SR M2 8 IR RIRE AT
e P i g2 B B RY » 55 —BUR DLSE & R 805 BL 5 2 9% {8 M4 52 7y (Feature-Based
Techniques) - LT /ARHSE & 0 & W IE R LR EETR - RE(E SN GE T B R 4AsZ 758
BN —E - e = R g G ORI IERGNT - B E RS s BRI Y 31| ok R i B
ez -

A SCRHRET DARE B FHEBUR AR 2 s (MRl - HAHThYERE T Z R G AT S o fd 22
FTERE 2 DLSAT R4 22 I FELel TERRA L 2 B J7 04 2 5 [ 7 135k (Temporal Domain) |-
RS R Ry /s B 1 S i (Random  Variable)fyfE A (Samples) » FJ FTEAIEIEEA X A58
PEt S Giat Rt o T S BB S R R P T SR M B F AR R A R - (R AR B 53 B
S 2 AT R AR & IE R AL Y R B o RLAY U7 0A A 4 5t B 5F (b VA (Histogram
Equalization, HEQ)(Torre et al., 2005) - FI5EzE 215 {E J& £ (Cepstral Mean Subtraction,
CMS)(Furui, 1981) DL Kz {548 5 S +5) i 8 58 5285 1F # ()% (Cepstral Mean and Variance
Normalization, CMVN)(Vikki & Laurila, 1998) - _F#lt 77T F IS E R EBRTA L
VA 22 H A MERY IR e 45 78 (Temporal - Structure) Bg 8 - Hp {82 B ] e 41| 2 3 S il
(Modulation Spectrum) fs—5 R 48 15 22 451 2 571 » MR e 7 5B B R EUE AR
({LENELRME » R AEREZNMmEE - Fia - A3 HavEs RS S e
AHEBAERARRE - R ad e B IR T 5828 - fnpktnvne s A mTse & ROEE B EAHE - 1
SE 1 S A B AR [F A AR B & R L P AR & 4 2R o 30 SRR S B A B Y BB 5 0
M FTHE T » B MEINIER LR BB R 22 451 - FHsLE SR e
EHRL AR PRI EE E R R g M - MR Rl EL3E T S B AR 4R 5T [ % L% (Spectral
Histogram Equalization, SHE)(Sun et al., 2007) ~ 47 #a= 3 S A4 =T IEFR (£ (Sub-Band
Modulation Spectrum Compensation)(Huang et al., 2009) B H T — % %] & | & 9

PEANAN

(Data-Driven) > BE S FE51 8 K7 524 (Xiao et al., 2008; Hermansky & Morgan, 1994)%; -

i G 1S FHIE & 45 8 47 i (Nonnegative Matrix Factorization, NMF) DLz — b
T AR IERU LB ARG e T R oy - DU LR R MRS R - E5 - EE
PERIRES: - HHEZAEH K IS B S [ B R & DA R BB /DY NMF B A & 5%
o HI o AR FEN SIS - AEEE NSRS R 0 TR
NMF 22 A BRI [rl E R R DA R A A R AE S - 158 > TIPS BE S HIEH b
NMF 7 4Rtl5ia & » 5 — DR eh s F s vl - &g - Fefthss s Bl =18 NMF
HICE T A o BEAh > W E B IR Hry S U7 A B — LB Y R s (e R o i b
s e Dlgad st 7 A 2 g -

2. HBSEIERUEA

2.1 B B
SR e R A R BT BB RS 91 XD 2 - HB SR e T
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N-1

X[k] = DFT(x[n]) = Zx[t]e P 0<k< ()

N =

Hr o n B kR R EERS B EIHREKS| - DFT Ryfkii(f 1S58 (Discrete FOUfier
Transform, DFT) » X[KIAFEEEEFHEE 5 x[NJAVEHE RS - f=0(1) i & HFHsE

AT DA FH AR B Z 3t o3 A 58 ) W BB S RS RE I R B LAY &R © 1 X[KIAHES F?‘@JT%‘E?% E
R R 4058 RS E R HUE (Down-Sampling) £ iy 5 52 555k (FH SR SR HUBE 58 22 S HE AL
BEER) » LB B R e 58 2 R i e P 91 2 3 8 A (Modulation: Spectrum)  FX(1) AT
R SRR XK Z s AR B U 51 x[n] 2 BUBSRER (B HE VR R) A A - B > £ —
feaeE 0 A EERURR Ky 100 Hz » Rl S s 8 H% 5y 50 Hz -

WECHN VEENRET R BRI - S8 7 S B ERE T A RAERL 5
fE bE e R T B B E YRR (Kanedera et al., 1997)° [EBF - S SRS 7 (ERAHR 7 (8 1HzZ
Z 16Hz) R eEE PR EER A B VIR G - B A EENEEEN - > EZH
HIFEALIY 4 Hz [T A5 TE 4 Hz EAH%%%E;%EQWZEﬁ**“FE?(Hermansky 1998) :
SEBZHEWI Ry 4 Hz B NEURIS EZ g BQ%DZ%%ﬁQ%?(Greenberg 1997) - EahEE
SRR AN K g R IRy g2 8 EmAE &;H;nﬁ SRR R
T - (RSB ERSA R IEREE » IS S 2 2T
& oo WL TS SRS %%’ZB%FE?F?WE’\JIE%WE%FEFHEéﬁﬁﬁ%@ﬁi\ﬁfﬁ
b 5 TR LAY G 2 3 HC S AR o 8 (Magnitude) s oy IX[K] PR AETTER B » 3 frfs HAH
fir A8 O [K]= 2 X[KIHY 77 - 1238 SS R BRI 1 S Y 58 S 5l oy & B SR AR AR (i e o 4 6
PSS T BE A (Inverse Discrete Fourier Transform, IDFT)3R K &8 HYEE S 45 BSR4
FF31 - 35 SRR RY 98 S RES A SV IEARA L - (FRESA R R e el A AR Y BRI R UCHC
M (EERE S PR A SAE I RE S RV E I N e S e p R - DU
e T B ] — b RV R SRS IR B0k -

2.2 FESESEET I F LA (Spectral Mean Normalization, SMN)
iR R A — WO AL TRET — S0 (5 ST raB SR
B FE % By —1{[E 7€ {8 (Huang et al., 2009) :

|X[K]| = IXTK]] = ps + @
FERQR)F o X k]| R [FARHY R B PR SR IE R ) > e By B —RE A I S AR 9 B oy 2

i’]ﬁ pa R FITA B SRRE A SR S SRR SR R RS 2 P » T | K (K] | (3 S i i s
LT ey

2.3 8 gE 5 S Y B 88 OB I #H (B )% (Spectral Mean and Variance
Normalization, SMVN)

bR 7B I B BRI E SN > AT [E R AR A A AE 22 (Huang et al,
2009) - R A B 2 ¥ 2 P (E B8 SR EUE — AR th o AR A EL B BT — 220 - 2AM
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A PARIRF S H PP E R A 22 A T IR AR A

et = ¥l = ks

|XTk] Oa + Uq @)

FEHXE)F > psbilos By B —FB RS SRR L Bl oy 2 I E SRR 2 o Bilo, By PR
GREE IS SRRl oy 2 S (E B 2 - | X (K] (2 SE B R R B AR SR RS -

2.4 FHEESEEG T E ¥ BiA(Spectral Histogram Equalization, SHE)
FIFFEER PV (Nonlinear Transformation) » A {2 3 S AR 9 S5 i 7 2 P35 (A EALATE R
72 (B BB MFIERUL - iR R OS5I Sk 5 A BN E ) A 5 S 53 B o 7
WA E —(E R A g > IER L2 EPE @y E) 2 (Sun et al,, 2007)

| X[kl = Frop (Fe(1XTKID) (4)

@) > Fx( )R —sE A — R R A B G 8 1 2 B 53 AT ek i (Cumulative
Distribution Function, CDF) » Fy. RIS A F AT 311 6R5E £ Z S8 B HEE s L AT RIS YA fE 2
S BRI > | K K] | (2 S B i 1 S SR SR R 5

2.5 SYPREER B GET IERETA
BETT AR S R R SO FR AR s SRR AR T IE AL A © [RGB IEAU DR R

IEARAEAVENE - (HREATHEREEE SRS - A EFEEERAR AR RVERYE - &
PR R EEE SR B A E R - [N R S W E EE R PR EAHESY - A
HEHTR R BT 73 a2 THREL - B R — (T SHEL VSR o8 fF AT 2
HYER SRR IE R BRI A - A S B4 B R B () & B0 aM BT (Ui 2 (Huang et al.,
2009) ° [N Ry R KA B ARV T B USSR o Y TIHERHE A e VAR - T
PRERHEE RS - S B SERE RPNV - HCAE EE St o A Bl R (K
PRETHVERR AN — L E B BIR U R B R o FHE A E R BRI UL - REEE
PR IEARA LAY 5 U ISHT HIRBE -

3. ZIENAENMFUCE T AR R B

3.1 FE&HIEAFEE T FEENMF)

TEAR 25 SR P a0 for =4 B B0 VB e & sl 7y 2 (B B B2 AV s - AN IR A [ oy g A
(Nonnegative Matrix Factorization, NMF)(Lee & Seung, 1999)F44% i a] DL FE 2 B ¥ H: 5%
/8 o B ERE > ARSI E RN R G E R TR RE T T g - RN (823
BERVFERSRRE - SEEF GG R M EAR B R FE R ER P & EEAZ HEY - MHERE
FLEVER MR R ER F Ry o3 At (Principal Component Analysis, PCA)BLJ& 175 73 73 47
(Independent Component Analysis, ICA) < JF & 45 [ 73 fif A Bl s i A AR M FRoRA 2 2 B2
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sEFR LIRS A ALK F B (Nonnegative Basis Vectors) » HLtAES#EA frag FHALIE A &4l
B ERH BIE RV - JERAER I AR S — (B E BRI R R B DI Ky
B (Parts-Based) 2 4R MEFR AR TR RIFIANE KL HIL4RIERTEE — EILEAE A5
2 o EELUEL Y R AR T AR BB o i SN — R E R - 8
HENEITEAMEE T o IS EItbkrs r et - @ AR A ER I E SR AR
FRERAY SRS P z ik il DU B B FREME M AIFRE R A B R IEE S (&R
MEmB) IMEL - E 26 AR EIHY - fIa PCA » 12/ i8R0 A A B R [ B AV ETE £
AREgELAE  ELAEEPGEEE TG - MR ESIEITH - FEEHTR
BUERIEA R » FroARcsE IE R FIJE S B L © BRI 228 R IR A e 7y
fi R FAAE S M R AR SR LARH N EE B a5 2 5 2(Chu et al., 2011) - [ AT ARG 2] T A EEHY
SRR © NMF (Y82 FoRal T

V~WH= Zwikﬂkj (®)
k

Hepv e R Ry —{EFE & FERE - 17 09 {18 1 7 e 4 A< (9 FE A AE P 73 731 "W € RPKAT H €

R e 1 Fos e
_ v . ) W i
h ‘%‘ d ) ‘ Basisl — ‘ Encoding |

. FERAEREFAEANME) T E

Hepshf W FrERy K fTRIREERFEE - JEE H SR —17 RS 0 R 4Rl ) 2
(Encoding) » HEREEAYRLE - BLEK A S TR IEHEG XA PEREME V - | 2EEE
BHE EAVHEE AN 5 I BfrA &R SR EE K REKRASNEE - 28 K 27 HE
TTRER - B EER/ N | B ) (R GAHEENIR

I+ XxK<Ix] (6)

A (6) L i A P i E VAR A 2 (E BB IR HIRA (it - EIRRIBRE Y BRARY T
E o FEBERBENVS > BT KAV EERGED » (UCRBHEVERES - AR
I ERHETT T BRAERIEN(FE - AT ARG R A E R R IR H BB AR LB E A — &R
AL T OE K T o AP B RHER o BB BT - i PART DUE 32 EE el 8
(Loss Function) M & &t i t& VAR LU o & (1 X - RE R W B H AT ER A AR A
EFAENE V ZERTEERE - B ARG IR B FUA BRI AT UL {F &k (Quantification) -

Y]
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FE R Py fif 2 SR JRHE ol SR B R FE#E (Euclidian Distance = Frobenius Norm) :

D (VIIWH) = [V = WH[ = > (Vy; = (WH))? ™
ij
Dp(V|IWH)/Z#& FHER PR FTHR AR R B - & BEEENSR A BLRAG(ESE V S - 7Y
Dp(V[[WH) = 0 o S5—{ERFR e E A KL /% (Kullback-Leibler Divergence) :

Vi
D (VIIWH) = Z (Viiln(W—H)U -V + (WH)ij> (8)
EIRAAEE V BLEE TR AR Dy (VI|A) = 0- (AR KL B B4 (Symmetric) -
DRI b RS ey BB B R WA {18 3R 55% 2 FT BV BE Bk (& (Distance) - (i /2 [ ER 5%~ fE BV 2= 22
(Divergence) - T KL 5% thf% &40 ¥ (Relative Entropy) -

A B ERIERE V e W BL H - (i EER 2= e/ Mb o FrLAE R R AR AR
W B H 250K 155 ax/)ME (Local Minimum) o B fE4IHR Y A2 8 RS T2
7% (Gradient Descent Algorithm) g i1 25 (Iteration) B[] « 122K XA E 2 ALK
A S SRR RGeS B Bt Il - IF A dER r f 5 2 JE AR BV - LT BIREE
AEEHF A (Lee & Seung, 2000) :

Euclidian Distance 13 B fl :

(WTV)y;

i < Mo Cwrwi,,

W w (VHT) 9
ik < i CWHHT) . €C)]
Kullback-Leibler Divergence 97,2 5 #iHHI
2 Wi Vi /(WH),;
i Wik

. 2 HiVi;/ (WH),
ik Z] ij

Hy; < Hy;

(10)

3.2 BB FEEIERE S EIE(NSNMF)

FEFE IR A 51 iR (Pascual-Montano et al., 2006) 5 BEE L H 4T F & AR o i A5
R0 F ALY SRGA M S - B R e A HIRR BT DARERREUE /& B & (A0 E 2 FTEoR) »
3B EURE b o g R B AR Bk 7 B (B A AR e - gl R B SR P Sfe AR R R e » S5 4E —
EFERE S HoTZRE IR s ey - Ry T Z 4 e 1% A e RE P AR Sl Z 1R RE 5 F] REHEAT
DUFAE BRI - 15 & a6 55— (BB i B AR E s PR RIS 0 - FREIRa a7y
F AR LUE SRR
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V = WSH (11)

FEARQAD) S - FEREV € RPY Ry Bl aE e %E[@W € RIS KRR © JEFHEH € RV K 4Rt
FEBEL 5 fAERES € RYONHRE Ky PR sERE - HUEFRMT ¢

o—o 0| |9 9
X || x —
" i =300
Data Basts’ Smooth | | Encoding ]
2. FE-FFIEE IR 7B ANSNMF) T B iE

S=(1-0)l+2117 (12)

H(A2)HF 12— (BT EEE L AyEE - | ZEAFEME - DUk 0 2 —{E R RS MR iz
[E28 > 280 ME0 < 6 < 1VEHIEF - E-EFERE S 7T DR Fy ¢« ek X fy—{E
IEAVIEEEEE - 1] Y=SX R#EffiigiyEE - W 0=0- Y=X> EFERE X 2HF
VI WRO=1 mE Y PErANTETEN - BWEE - HEESEREE X T
TCEIE  E R R R A &« B B E R 28 0 AR EFElE S AR -
FAERIHYSRIAMES - SE/EAE S A TR a0 - e 8 (E A AL S 1] &= B4R
] 5 A B TIARER - PRI TT DASR 28 0 & 22 il B (815 F B P o i S A R I 7
FA2fE o FERINUE » E2H 0 =0 Bf > SEFElE S &N — (AL AR | > FhEH IR &
Ol 7 B E A IEEFE I o ARVIERY o (E8E > TP S — P iR B IR IR &SR
b 7y g B AR BB E BT ARL A © 5o - (1) IR AR fd oy AR AR Y o] DL SR
BB

V = (WS)H = W(SH) (13)

PRSI ACHT B RS 2 S BB (AR I (A € « 5 2 V0 A S SR BRSSP WAL 5
ﬁ%%?fﬁﬁf %E@W@“fﬂ/% LH—%@L{%@%@@H Hﬁﬁﬁm , kaiﬁl **E% %E

MRER T 3!5%%15@%@55@%%51_&43 Liﬁﬁﬁ F/R%H%‘B@‘éﬁéiiﬂ’] ﬁﬁuﬁ%ﬁ %E@WE@
4w 5 FE P HED & s o) 2 1 AR - MR AR IR RSB 0% - FR B IE B oy
fi BRI RR IS LA Ry« A2 BB SR AR R H BF R WHA R (WS) + BT RS R AR P WIS -
FHAR (SH) -
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Euclidian Distance 093 #iHHI

((WS)TV)y;

i = Hei CwsyT(ws) )y,

(V(SH) Dk

e e S ) 4
Kullback-Leibler Divergence f/J3fe; A 5 #iHHI -
H o _Zi(ws)ikvij/((WS)H)ij
& i 2i(WS)ix
{(SH) Vi /(W(SH));;
J J

i

IMHEE B AR &I B i -

3

3.3 BN EFERHEIEEIEM 7 #/A(GNMF)
F: A B 1F A B JE & 4B 8 43 fi# )% (Graph  Regularized Non-negative Matrix Factorization,
GNMF)(Cai et al., 2011)y - 22 H AL A IR B E R m 36~ 214 (Locally Invariant)(Hadsell
et al., 2006) > Ef5 A AARALHY E A & & fR 4 B R T 2R FA AR AT - Bkt &R
MR (% > B MERE AT DL —EEM E =or - HgEREEENER I EHEM
TR T o Bt FEEEAERE E 4y ARIE =0 - i R 4R REFEAY 1 HI7H (Regularization
Term) -

“h; = [hyy, .., hy )" R 4RESFEFHHITES | 17 > hy e R SR v (BB = AR AT
HRSJEEFEFEW 2 ¥R « TEREEAMET s i R AV B rE R

d(hy, hy) = ||y — by’ (16)

IF FE s FH ZICHT & AR S i By S JEE RE PR W > T W {18 et 1) S hy B hy R4 S 2B T R 2
feify 7= 52 (Dissimilarity) » PR R =CE AR L& &k A & b BLh (7 [ Z SRR -

v
1
Rl = E Z ”h] - hl”z E]l

jl=1
v v
T T
= Z h;"hyD;; — Z hj” hEj (7)
= ji=1
= Tr(H"DH) — Tr(HEH)
= Tr(H"LH)

B R Z 4R EPEAYIERIIE - Tr( - ) AFERERY I (Trace) - Dj; = X, E;, *L=D—E- Li#
PR AT E -7 (Graph Laplacian) < £ A S ER, B/IMb > IR &R EA 210
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HHY o R’ EAFT R AR, EFESTIE - IIAZIELE NMF 2B EE R R e = 7T DU
FIH AR R -

Oguciidean = ”V - WH"2 + ATT(HLHT) (18)
ElfERt > AR RS T B A L SR AR A B ERIMEIE B AR oy g A ny s A s kR Al -
H (WTV + AHE),;
ki < ki (WTWH + AHD),; J
VHT);
Wi < Wi ﬁ (19)

Hoa >0 BIEAWESE > REFETRR AN -

AHIFESE NMF J7 A AEBR IR 22 ] ok AR - GNMF J50 ] DL A [ A T RE T s
STEEREEIERE E - AEREZ YRS T BERAEE gHE AT RE R MHE
SERE T PRRATRIR o NIE > A IR A A R R AR B SR Al
TR 2RSS 4.3 6 -

3.4 FERGmIBIEMRARET B F(LIA(HNMF)

E4EHT NMF J77ERF ISR E R ik E S AR R HERE Wotean FIARTSIERH Hoean WTHL 5T - FEH
P Py A PR R B R TR 3 T mEBAERERYEGH - fEER T - R THEAYREE A
RE G B BRI A I 4Rt & - IR R A sEfEE BRI E R R RS EAHE
E%jtﬁﬁﬁ*ﬁuﬂ ? HE o BMEREIFER T S S RN - BTk B - K
s SCHR CH A et 1 S5 B2 R 4 B FE PR R AR BB B« (EFISRIS B - TR I 4RET
FALAHEQ)RF 523 I SR EH R IR HEFE Hoean FVERRERFEEL » SRETEREBAEIH Holean HY
25340 > WlE 3 - MAENGIEEE R MmN E h o 7 h B FETRATHREEE
{LEZ ERIBIE - SER S A MEREY h 8RO LR ER P RTSE & - DIRES X
e 2 F Nl SREE LT (R 2R 25 047 - (B R 4l m) B AL SREr R B IS R T
R8> W8 4 FroR o T8 Rz F YRS K A B AR R _E IR B R ARt E
JERRE $ 38 R [ 2 5 HRE B R AL -

( |||Q;H<ﬁ

clc an c1¢. an

[RRALLE]

Data | Basis | Enmdmg

67 3. FER ARG E-F L2 (HNMF) Sl 8 o B ]
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v (.1&, in
h '1’ f;HJ T {
l:l' '{t( " Iﬁ-'
Data | Ba51s Encodmgl

B4 FER ARG E-F L2 (HNMF) B 5o B ]
4. EEREEREST

4.1 BEEERIE

A G L B AT BR A AV EORFEE 2 Aurora-2 o B U2 HI BROM & {5 £ 2E {57 & (European
Telecommunications Standards Institute, ETSI)Fr#&{THYzE}EE (Hirsch & Pearce, 2000) » L/
%I%EAE@E%@%%WM W A S 8 0(Zero)F] 9(Nine)ER Oh 554
B o sBRHENARF A RERREES - Fslha / GER BTt SR S R AR
I‘JE@LLX&(}E 11 28 2B S 2 I BIRR EE E i &  (ITU) R Y G.712 F1 MIRS - fR4%
RIEHFEATHE - 7B EMIEAEE © Set A - Set B J¢ Set C - Set A fYEEE /3l &AL T
#(Subway) ~ A (Babble) ~ ;5 (Car)f1fZ & & gE (Exhibition) ZE PUfaE e M4 FEHEL G.712
HEE 5 Set B {YEEE Al oy Al &4 % B8 (Restaurant) ~ f7E (Street) ~ #4355 (Airport) fk &
Uk (Train Station) 2 VUl MEFEEHEL G.712 B EAIE » Set C Sy BUNIA T # T %
(Subway) EffiE (Street) fifEEEHEL MIRS i ZERGE o M AP AYEHIELL(SNR)RIIA i »
5 Clean ~ 20dB ~ 15dB ~ 10dB -~ 5dB - 0dB #1-5dB - ifi H gt —fEl| g © 8235
i}lliﬂﬁﬁ(deaﬂ Condition Training)Ei#E &5 1= 3| 4ffE = (Multi-Condition Training) - ASHfF
FER TR B B e (o a2 B IR | SR =X S A B A A3 SRR 2 A (o P B e sk e
FEEHAVE R EC A

4.2 EEREOE

5 A g S R Y BL B By 2 BF M W 3 4 52 14 8 (Mel-frequency Cepstral Coefficients,
MFCC)i st S 2 e - HUEE#H =2 (Sampling Rate) &y 8,000Hz » 54 3 (Pre-emphasis)

SRy 0.97 5 (YRS ek BUR £ 25 (Hamming Window) » HHER [ (Frame Length) &
25 =2 > SHEE(Frame Shift) & 10 2 - G—(EHEAGE S FEEEH 13 g
PR AR 1 258 12 4 8AE 0 4) > I EEFEEZEM T IEEE - 3L 39 42 FHE
28 - ZIK AL i E E FHECET TR M M (R D) BE RS - BT 13 VAR RERI S BuE T
R FRERESE R A M R S R R — R E BN S E 2N A R EE— S HE

E’J%%‘#}?ﬁﬁl °



98 RESE FE

4.3 HrBRAE R 770

B ORE B BT Ag 7 20 0 B 55 B B 22 A 48 B RHRC ) (National  Institute of Standards and
Technology, NIST)FETIZHYEFAGIEAE » #ETTE— G NIEAGE ) 2 TR 50 58 BLEE 2 Wik
s B ELET o 2PE 7 22 LLEE IEREZ (Word Accuracy Rate) fs £ » 5 H IEMER 5558 £f BiEhE
A R 1R L e A ] B {1 8 (Substitutions) ~ 5] 475 A {IE 85 (Insertions) A1 53] i 3 {1 5
(Deletions) :

e s IE RN (E Y — Sade A S .

s IERfEE (%) e X 100% (20)
BRI R BEASEE 2 WHBRE s - MBS IRBIIEEE 3 E - HNEEE e — RS
RIS L Y 3] IR R 4 SR AE B HCE R AV B F (5 F i Y R EE Clean PR-5 > HETHE
#i[&] 20dB F| 0dB HHYFHEE IERER) 5 Aam L LA NV 2R E i B 2 A1 F S IR R 2K
PG PRI RUE -

4.4 JEREIEEIEIE T EIANSNMF) Z BERGR IR

H1 3.2 BAYRCALATAT NSNMF [ Raf0AHI IR > B0 FUa e fE e Y A SEA W B HAR e
dh—flEfHRE - Ry T EAEREE RV DR R SR - Gia S —(EE R E B M Y
BB o W ACHE A (58 P SRA BB AR A > e AT BIR A (L RE PR WERHA SR - R
W 1 PR HERGER AR - BEE ORI IIEE & s 2 a6 IR AV HERE S0 22 L AR
i HEATED = 0.3 LARTIR I RIRCR AT REIA Ry A RE M SR AVAR 0 A =5 T 0 = 185
FoNEEEERREE &S - TSR EURAVHERES RIS R -

&1 FEPEZ IR AR ZNSNMF) ZE (& 715 6 (B T Z 7 IE %)

Set A Set B Set C Average

NMF 67.09 70.98 68.22 68.87
6 =0.1 67.54 71.62 66.01 68.87
6=0.2 66.91 71.35 64.72 68.25
6 =03 66.89 71.63 67.85 68.98
60 =04 70.19 73.64 68.72 71.28
6 =05 69.46 73.60 66.22 70.47
6 =0.6 70.82 74.18 71.20 72.24
6 =0.7 72.07 75.29 69.73 72.89
6 =038 72.99 76.25 72.75 74.25
6 =09 74.12 76.98 74.67 75.37
60=1 77.05 79.75 77.47 78.21
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4.5 BB ERMEIEE BRI #EA(GNMF) 2 BERE R
fEfRET GNMF HYEERT - P B JefE K IR A5 E B AT 0-1 REEE Y =0 Btk - 3K
IS AT A SREE 1 (8,440 &) {87 IEL I A BRIGR B - [BRIHgR SS9 £ R i 5 i 5 S O A | R
P I T 5 2R $E 3 (Phone Error Rate, PER)IMifS § & SoKiGE—A3I8kEE A48 A
T#5(Transcription) 2 & ZfF7%1(Phone Sequence) - A5 L 2 SRR IV EUA R A 4R iR
PEEE(Edit Distance)VEIL » st HEEG— a3 SREE 1 (& ok B B 0)) 0 & 2= 5B E E 51| 4R
R E R VIR RIRYF R AU B R~ F 2= AR - FRMEREE > R TR
SR
AT DA & SK 1S FE R4 E 2B 4 A/NFy 8,400%8,400 4B » HhEHE TR E 4 HHE
gyl SRR ) SR RE I R Y S R R - B AR ERY R — (B0 B R — A5 SR
S HCAGHLGERE 0 - [HIS 122 - B i ERE R = R ENF - B BE #IE
AIREARE 1% BAR RN ER AR A (6l SR ) S RV REAREEE
A EIFNEVECE » At LAREERERE E 2 SIRHAY - (8 BT8R W (311608 5 T 52 IEL A R o 2
JEZ 2 TR (—HEAY) s R PRI BRI 5 =0 R E L (8 &0 25U Ry W & Y R 35
(EFEEE AR E SRk —(ERAERE - FE - T 7 —(@PIHEE(E(Threshold) -

{Eﬂ <a, E;=1

Ei>a, E;=0

(22)

EE; B KRR FIRG(E R - (USRS W A3 9E A (L Y 5 2R S e R R (I lsh B 72
FK) o NIERAMREE S Ry 0 > 75 SR F)ISREE A {2 LL i A BRI 5 11075 Ej 2B/ NI
MR (RS W AT )| SRR A T L TR A o R BB ) FER ORI RARRME - [ty 1 -
W RaE 7 — P (Ea - ST Eas e VRS (E R NF) - REETEME E sl BeZ
BB MM o 5500 AR ST EFU(18) T EYAE S E Fy 100 - GNMF HYEER
BAFR 2 FR © Bol@MEE o ARFIEMTR - BEEHEETIFZENTR TGS

7 2. GNMF (/57 [Ef 7 (1.2 FIE %)

SetA SetB SetC Average
NMF 67.09 70.98 68.22 68.87
a=0.3 68.00 72.09 67.92 69.62
a=05 67.86 72.22 68.02 69.64
a=07 67.07 71.18 66.77 68.65
a=20.8 67.97 72.48 67.79 69.74
a=09 68.49 72.64 68.00 70.05
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BB BURE S PERIE G a EE MRS - (TR RN R a Y [ERUE PIRRUEAS -
FEESEIHE IR B EAY TR - EEUE RS & A BRI A K HUE W B HEFA
GHGR o

7 3. GNMF-a (& /H 1 ESEIE 2545 (6.2 79 IE i %)

SetA SetB SetC Average
NMF 67.09 70.98 68.22 68.87
a=09 68.49 72.64 68.00 70.05
GNMF-a 70.63 74.27 70.78 72.12

BRI AsmoCE R GEE R R M ER (T R RE A B E Y REER(E - T
F O-1 R B (FRAMal s R e — (EP IR E SR RE B — o0 b R A T RE S —2k) 5
P A=) FEFR Y ERE TT 2R 2 B R S SR A R B AV EhF - A RMEER(E R HIAE O
F 1 2
1

Bt = T3 PER,,
WIHLAEOE - BT LURE 83 SR 58 )16 I R A BR B A P i et d o - A2 HA 0 B¢
THYREEETE - B0 Z 2 SEEATR 0%y SRl 1 5 2 280 40%H iR IR & R
0.714 ; HZ$EERA 100%HYEHATR 51 0.5 B ZESEERAS 160%HFEHHA 1% & 5851 0.385 -
VRS R R R RS A S IR EE - RV > MEEMRE HiE—EmE A BN
B LR RE—SEUAGNRBELE  NHE T RERE 0% FrLARBE S g 5 1 -
MHBIRVEIE AR 3 o & i H 2 IE A B 2 M EFEIHE  (BIE 774G Fy GNMF-a)
oy LL 5 THER A — (8 P 2 FE B RE fR ERY AU & sR AV — b » (5 IR & 7 2.07%
BTt 4 T 2 A 0 53 s (NMIF)E I T 3. 250637 TE RS -

BEEERE » [ LS AN T R R KIE AR HER 720 R
B SRR ATA 4E S Y SRR 2 (E A AV RE B JEMHE - 55— 7 @ Mg
SRR A MY ST R o (A B EE B G T R ARE A AT A RE R AE
F& > 3t H A AR =(23) Ay igista = SRR R 4 FE Y REEE FE PR E » 77 =& 7 GNMF-eu -
EERGERAFE 4 Frr o BB UIEREEASA [F 4R EE A E AR E R LT NMF
rhAEREW B HORHY » 5% S FEEsE B Wi se LT @ Aol S ZigaR 3y )7 20K
i -
7£4. GNMF-eu 233/ [F (%)

(23)

SetA Set B SetC Average
NMF 67.09 70.98 68.22 68.87
GNMF-a 70.63 74.27 70.78 72.12

GNMF-eu 69.34 72.26 69.44 70.53
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4.6 FFEmEIHIEIEGETHEFLAHNME) Z BERGER

W5 =ERATHE K FATHE— 2 (R B (3| GRS B 1S 2 52053 | SR R Al AR b H By R Aoy
Ak E(CDR) &N - i LG iR DL AR B O et 1 b iAAR IE R b & — AIstEE
IR & o HEURATR 5 FR > IEUTAHNMP)ERR R EEERY 5 I - n] LAZEENER
FEPIEIEEIEE S A (NSNME)EYRAE - B RTS8 B AL R (H BrE R g nss - (P pis
=81 NSNMF 556 - HAGRETR A-AVRZ A BHER -

7 5. HNMF Z R /G2 B /E/ 8 ~ 73 IE S %)

SetA Set B SetC Average
K=5 77.65 80.16 77.25 78.57
K=10 69.55 74.32 67.77 71.10
K=15 67.73 72.60 65.26 69.18
K=20 66.71 7174 63.56 68.09
K=30 67.43 72.66 64.05 68.84

4.7 =TEIER B AN T A S

P25 AP 4E & I 1 08 IR S0 Fe 73 2 T (NSNMIF) LR 174 [ T I TR 2200 e 5 i 05
(GNMF) - f £y NSGNMF(LL T AT &5 2 GNMF B (] GNMF-a) » B Ea B 115 6 An -
HEZRIE VIR IR B AR A A A 78.21% 2 R $SAE IEER > R ihn EEH E =R
FEE Ry AR AR FI SRR AR AR LS - RESIE L.24%HYIERERIETT &1k
BAPIFE 4w AR i HEQ TEARA bpg B AT T35 5 MR RE (il NSHGNMF) 5 A A
&t HNMF Z IR0 A TR B R T HYE IEMERIE R - 23R 6 T FIH
T AR SHRE IR AR (E7A(SHE B2 PCA)A(E Ry ELiztbii(Kao et al., 2014) - SHE 2 FIH

7 6. NMF 20 R )443 5 FEZ 5 IETEFSY0) FL

SetA Set B SetC Average
NMF 67.09 70.98 68.22 68.87
GNMF 70.63 74.27 70.78 72.12
NSNMF 77.05 79.75 77.47 78.21
HNMF 77.65 80.16 77.25 78.57
NSGNMF 78.22 80.92 78.95 79.45
NSGHNMF 78.28 80.96 78.98 79.49
SHE 74.82 77.44 76.47 76.20
PCA 70.90 73.34 71.39 71.97
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HEQ 7 32 SHEE 50 [ 5l o B~ PP (E B A 2= IR AL > M RIS IEAR B TP Ay B = (3
SR EE ) SUHIGARE R B B AR SR FE BRI AR B — 2 - PCA RITZH AT A5/ REE A AV
SRS SR P i oy SR IR 828 B> BEE A P AT r (R (2B (Bigenvalues) KSR H ST HERY 1 {55
B & (Eigenvectors) DUE {FSHEAFRE 8L Ry HY PCA 22 [l 2 ZRJE » (EMGAE ARy 2
PEELIRIE IR T RESTC R B PCA T2 LUZ R IEA BRI H AT -

# 1. &5 CMVN ZANMF Z55IEEF(%)

Set A SetB SetC Average
CMVN 75.93 76.76 76.82 76.44
CMVN+NSNMF 83.56 85.51 83.27 84.28
CMVN+GNMF 83.58 84.78 82.36 83.81
CMVN+HNMF 82.88 84.84 82.37 83.56
CMVN+NSGNMF 83.94 85.76 83.61 84.61
CMVN+NSHGNMF 83.98 85.85 83.71 84.67

7 8. 425 HEQ ANMF Z77[EH#EF %)

SetA SetB SetC Average
HEQ 80.03 82.05 80.10 80.85
HEQ+NSNMF 83.84 85.88 83.70 84.63
HEQ+GNMF 83.71 84.76 82.53 83.89
HEQ+HNMF 82.89 85.52 83.59 84.08
HEQ+NSGNMF 84.02 85.89 83.79 84.72
HEQ+NSHGNMF 84.05 85.93 83.82 84.76

759, 454 AFE ZBINMF 237 FfE#(%)

Set A SetB SetC Average
AFE 87.68 87.10 86.29 87.17
AFE+NSNMF 87.74 87.65 86.32 87.42
AFE+GNMF 87.45 87.72 86.23 87.31
AFE+HNMF 87.81 87.22 86.36 87.28
AFE+NSGNMF 87.85 87.66 86.54 87.51

AFE+NSHGNMF 87.82 87.70 86.55 87.52
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4.8 GG A FERERFFIERILAZ &R

BB FRATERET SRS M & A [FI 5 [ P A1 IR B VA (CMVN B HEQ) B AR G ST AT H = e
ARFEIR R AR B RRAE IR - 1R 7 B 8 FIUR o ARSI = SRR IR AR
ek o i 25 T A B 4P G S [ B [ P 91 AR B A R B i 12 1 8 B R U 45 S (E TS 234
REFEA o [HAEEHYZ » CMVN Bl HEQ B 211555 HY S HEE [ (Frame Level) ¥ &R([E S HE
T3 RIVETERAL - T NMF 8905752 5 RGRE A g 2 (Utterance Level)IERL » (R77 il EE
ARV A - BT AAESS G 1% A TR MERY R « SR S Z 1Y 2 CMVN B2 NSHGNMF
HIsEE 0 HRUZEL HEQ 45417 NSHGNMF » EREE AR EEAT#ED - FRMtigFrse 5%
i B 3 TG i A2 242 (Advanced  Front-End Standard, AFE)RE 38 5E 255#(Macho et al.,
2002)flfi4s & » HAESAIFE 9 For  AFE 2 sKBION EE (S AR i & (ETS) Ak LH AV
I EHEIEUTE - e EE R RO IR AR AR (B R EE e
BEMIRT B S PR AR R IRIE R AYRLAE - & AFE B2 NSHGNMF {45 &5 HEeH
SRSt IAFVBEM AT RE E R fy AFE A5 C B AR ENEE S R EIEFCEERE T
F I NSHGNMF B - 5B 2 FE 00T BE & (48 S 1 R B B EGE 2 P SR i A e B
7T -

5. &

ARG SRR T IR R R ARy =R T AR 2 I AR SR S R B B B IR AR b
b A FE L RE SRR Y S R (R MR R B R R (R B T B SR S R MRy H Y -
FRUE IR FEIE R BA(NSNME) - FIRTARIN T —(E-F/a bk S » SR {HIEE
MRS AR R RIS RSRIARIIEE » (8 —(EAERP S - e s — (S e 5
MRERATSCR » 55 MR B ERI{EIE S AR 73 874 (GNMF) » FE R 0 17—
HESMIERITE © FIFH 2SS RE BL = B0 SRR - RIS SlaE BT Y R A 2 G ATl
—EREER AR LU AECE R - (EAE R EAYEEZ R EEESE I D - S =TE R IR R miBE
PEgEat B S B7A (HNMF) > 75 S RE S0 7] FAE 31| SR PR PR mT 1S Ay dmbis ot - A1 I 4t i<
{B7ER BRI AT B & VR T - 7 AN B mE A8 R 2 M SE B Ay 4w S 1)
iDL -

BRI =R SRR A SO T FUE HIE Aurora-2 IR - B RE (R S R SRE
ARTHED - F24G FACER - NSNMF {5 ] BB R b M 1 A el & H— Z Y RE IR T GNMF
e AT AR FEHRERR T - B FLFT A A 35 ) 2 [T R A AR f et RE R T 1
IEREARTEED - B2E NSNMF 455 > e R FaETER © 5550 » HNMF 72/ D 35
JEC Sk AE S (S A SR AV EEE HRSRE R -

B

RS2 HFERERE B - B 2B Al 22 [ JH A R ER 5125 (1020 1A0800) B 1 T 5
RHS #3225+ 2 (MOST 104-2221-E-003-018-MY3 1 MOST 103-2221-E-003-016-MY2)~
BT FEILEGH -
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Abstract

Traditional way of conducting analyses of human behaviors is through manual
observation. For example in couple therapy studies, human raters observe sessions
of interaction between distressed couples and manually annotate the behaviors of
each spouse using established coding manuals. Clinicians then analyze these
annotated behaviors to understand the effectiveness of treatment that each couple
receives. However, this manual observation approach is very time consuming, and
the subjective nature of the annotation process can result in unreliable annotation.
Our work aims at using machine learning approach to automate this process, and by
using signal processing technigque, we can bring in quantitative evidence of human
behavior. Deep learning is the current state-of-art machine learning technique. This
paper proposes to use stacked sparse autoencoder (SSAE) to reduce the
dimensionality of the acoustic-prosodic features used in order to identify the key
higher-level features. Finally, we use logistic regression (LR) to perform
classification on recognition of high and low rating of six different codes. The
method achieves an overall accuracy of 75% over 6 codes (husband’s average
accuracy of 74.9%, wife’s average accuracy of 75%), compared to the
previously-published study of 74.1% (husband’s average accuracy of 75%, wife’s
average accuracy of 73.2%) (Black et al., 2013), a total improvement of 0.9%. Our
proposed method achieves a higher classification rate by using much fewer number
of features (10 times less than the previous work (Black et al., 2013)).

Keywords: Deep Learning, Stacked Autoencoders, Couple Therapy, Human
Behavior Analysis, Emotion Recognition

1. %@

NBLA 2 PSR A 8 - B A EeE = EEILAEDE - AR S SOaE P ERIEE T T Ry
[T - R N R ZE R o i €8 T3 17 Ry SO HE - A5 B oo fi 55 T P AE O B B2 NS 1 82 U7 T
(O’Brian et al., 1994) - A\ {7 BB ZAH &I 7E (8 %R {% (Karney & Bradbury,
1995) (Gonzaga et al., 2007) » BIRFEHITT Rl B H R AR EN R Z — « 2
NFEIZAT R AFAE — SR8 - — T EAOHFERGR - 55— HtIRERAR -

WIS AL BB RS TAZAY T Z R AU B AR TR - BB KB f i i =
[ AT AT By (Schuller etal., 2007) » ETARTE S IEAE A B 4 Ry —H 77
NFALT Fy(E9pa 2 (Behavioral Signal Processing, BSP) H HY{EH B ML (ST EENITT Ry
HIRYJTE  BEIAE RIS SRR IS - MEEE ) o m T eSS - AR BSP
PHFEE S E R AR UL AR HCE AR - $ARIETE - RO ERE L BT HEE BT H
(Burkhardt et al., 2009; Devillers & Campbell, 2011) -
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A SO ] BSP HYEA E S E AL 48R & &k Fial (Christensen et al., 2004)
B R SR S S F AR A SR 5 - B M E RS, T R — B EE TR Bl 1
Fr BE RIS R BV R o B0 B AEARR M M — Besd VTR 1T R IR A EfT R E R Ta
(HABRTT Ry ~ ABET R S55E) -

AR F IR SCHIB TR N AR B B bt R FE— B RS T Ry 7 B (Black et al., 2013) »
—Brnh S THER I - 2 12 R E R U L (acoustic feature extraction) - P % esE2
RAETTEEHES - 1RV AERER - Hoh » R S 2 B R AR G Bz
AR > BB S BN R - HERREHERIIE 2 — REEARE - 2K
MRt ERm IR EZ— -

TERFEREOT E - BT =F{EFE 5 =R E(Low Level Descriptors, LLDs) - #5#&8
(prosodic) LLDs ~ #Hzt(spectrum) LLDs F135/& (voice quality) LLDs - )& =ffizRsE &0
sl [ (speaker domain) » SESRERERWE ] ~ AREREGEHE ~ FIA 7> ASREEE - oK TE
H IR 20%5E 4] - &84E 7 FESTET ek (functionals) - ZE4E 2940 TEFFEUE © &AM
A IR B 2R B E W SO A AR e 4 0 AR T BRI S A T S R BB R -

RIS B E T A B I 2 A AP TIRYEERE. (Hinton, 2006) < €[S B2 T B 2
—REERNFRETR » AR B ERES  S—EBim ANBIBEE % EEHNHEE
o dEHE RS BV AVE - S EEE AN D E - KB E ISR
EEMER N L BB Y » ] USRI —(E HAREF R EERR - AR
SLEE A FTIRT « B SRR LTS B2 EHEZL A0 R TS 1 4C 4 P (DNN) ~ 2R (5 24d& (DBN)
FIEE A4S (CNN)E 42 ESE = (Hinton et al., 2012) ~ 24435 (Smirnov et al.,
2010)f1F- 2451 (Perwej & Chaturvedi, 2011)%% -

PA A P2 223 S A M BT 1 4T 23 (stacked sparse autoencoder, SSAE) - [
FHEUE4EE - $ET TR EUERACAERIM: - AR LR MaRiT Ry s (K - Hhe)BIeH
FUAS R BUREAGTT R I EER TO%EZ FUBHTREA] 40479 R EUESS & LR RS
(support vector machine) (Black et al., 2013)$27} T 0.9% -

UM R & BB NS © 58 B/ 48 AR S ST Pl Y &0k} (database) » 85 =24
SHIRMIEE FIEY SSAE ZRREFIECETDE » SEIUE S/ MARPIR MY R 2R A TE4E R - 5B
LB Ry -

2. IR EFIE

BT BRI T AR A+ Y A2 Al S B 4 P R (couple
therapy database) - DU TN BAY /M 4BRVERHEBIN A © IEREANWEEENRITEG S
1T By R4 &9 (integrative behavioral couple therapy, IBCT)fk%% (Christensen et al., 1995) -
BRINA ST 134 B03E - A RIIBABWIIRE - RFHE RSB R -

TERNE R R EREZ B — 1R - HREREEEE R FHARRI RS
BIEERE—(E H Al A B B AS I R RE R H AR AE B — B 10 3 S Ik » ek I A Ve BeaI Al
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WHIEERR - FEiiE 10 AV EER RSN IE T AR J7 2 MR REN B S = A i
HE o

TR FEE T = EREIE EAVEEE - JARAT - AR RUARRI R - EiEE =
s B EE - RS A %/\%%Eﬁﬁﬁﬁ%%mﬁﬂl TRl B BRI
17 B4y 2% (Social Support Interaction Rating System, SSIRS) (Jones & Christensen, 1998)
FIFEA R T BT REE5 245 (Couples Interaction Rating System, CIRS) (Heavey et al.,
2002)#E1TEF T WIBRF &5 SR K T i e AR » SSIRS F 2 A& 19 FEfT RAERI{E
B e EE - 5 (affectivity) ~ JE /€ AR (dominance/submission) ~ & IHT )Eg
(feature of interaction)fl1 == BEEF(E (topic definition)skE BzFrINZ » CIRS FE A&
T R AERIRA A R A B 7 Wk L -

1. 32 BN T RER S EREE 72382 SSIRS A1 CIRS

Manual Codes

Global positive affect ~ global negative affect
use of humor ~ sadness - anger/frustration ~
belligerence/domineering ~ contempt/disgust -
tension/anxiety ~ defensiveness -~ affection -

SSIRS satisfaction ~ solicits partner suggestions -
(Social Support Interaction Rating System) | instrumental support offered ~ emotional
support offered - submissive or dominant - topic
a relationship issue ~ topic a personal issue ~
discussion about hushand - discussion about
wife

Acceptance of other ~ blame ~ responsibility for
self~solicits partner perspective - states external

CIRS origins ~ discussion -~ clearly defines problem -
(Couples Interaction Rating System) offers solutions -~ negotiates -~ make
agreements ~ pressures for change
withdraws -~ avoidance

HEAE 32 ([l T AR BHEAT RsE oy &R R 18] 9 73 - [A—HaE » SURBEFEFF SRR
FEor o 1 B¥HETRIT RFTFSRAIEE K » 9 A¥ETRIT RFTRIIEE &S - FEE R
3 B 4 - AEEEIEIFE 10 738V A SRS R 32 (BT R Tel o » B 4EILs 569
&l 10 7y S8RV EEE - 117 BR T S (EAE B R -

AEawm S F— R X ERTN 6 BT AR TEESH B2 EET
(Acceptance of other) ~ E#1T f(Blame) ~ 22 7 [H 1EEAY & Eh(Global positive affect) ~ 5
522 & w4 E(Global positive affect) ~ 5517 Ey(sadness) ~ BYERZIR 1T B (humor) > 41
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22 o ZPTLIEISEEIS 6 FlEIT Ry 0 (R RN 26 FETT BRR o LhiEsk - 12 6 A mATRE
sy &R A FE (Agreement) - FR[EIE IV ETE 5 20 A A5 & 09 o BRI HA S 5 R 19 F
1957 BUHUAHRE (B8 (correlation) - FLERTT AHYREEIE /MY 0.4 F1 0.7 2 [ - S5 AL EEER S Lh#:
5 6 fET By THHIMERER -

2. Bt 6 TR FZ(agreement)

Code Agreement
Acceptance of other (acc) 0.751
Blame (bla) 0.788
Global positive affect (pos) 0.740
Global negative affect (neg) 0.798
Sadness (sad) 0.722
Use of humor (hum) 0.755

3. BH5EITA

AT, BMFE BB 48 B 45 %S (Autoencoder) F13E A 47 Fit 5 4 %5 (Stacked  Sparse
Autoencoder, SSAE)EEARZLME DL AR s S H B HEDE -

3.1 H4%EiE23(Autoencoder)

RS EE T BRI s A IR E 22 U520 (Rubanov, 2000) » B 54 & 4E S Ay AR U
BRI BARMAREE - RS EEEER D EEN AL - BANE R
N

Input Layer Hidden Layer QOutput Layer

. Bt
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el 1 # ALY 0 i =1,2,...,m > x € R™ > [Z5k/&(hidden layer)thiyh; > i =1,2,...,n
h € R™ » FEEEFE[H (weight matrix) W, € R™™ » {Ff%m & (bias vector) b, € R™ - fiE LR
T-(factor)F& i80S ek # (activation function) » #=X(1) -

h(x) = f(Wix + by) 1)

Hir f(x) = 1/(1 + exp(—z)) & sigmoid function -#H{EHy, > i=12,..,m, yER™
TEEIEM W, € R™M » (I [AE b, € R™ » H4mIEasH T F=0(2):

y = f(Wyh(x) + by) 2

BTERGBMELE WRIW, - RBEELT b BE—HERER
{(x1,v1), (2, V2) oo ey V) } > B M SHEEAR > x Rt AR EUE - v S EEEE » 7
PR {8 %8¢ (cost function) » #41=X(3) -

o =[5 (5o )|+

REB)FFE—IH g ZIE( sum-of-squares error term) » 58 — I £y HI| JE (regularization
term) » Hoh ) AREE =R 22 (weight decay parameter) » n & E 4RiEesEE > p AE |
ERGE - EIEE R T A | SRR AR 38 A2 i kA (overfitting) - 2 12 FAMT A A K [A] {2
(back-propagation);f#i &£ A1 L-BFGS {B{LE A (Andrew & Gao, 2007) » 51 (/)N
JW,b) & » F1&EE] WHI b -

110 By T 5 im ARHEUE AR B R SR IE B A R AV IERREAEE - J(W, b)
AFEE (sparsity term)#3X(4) - B4 By i 4w ft5 25 (sparse autoencoder) (Obst, 2014) -

q

n Pl Pl+1

)2 3)

1111]1

JsW,b) = J(W,b) + B ) KL(IIF)) @
j=1
E EF' KL = plog +(1-p) log—p »p By B B 2 % (sparsity  parameter) - p, =

iz hi(x) > B %Wﬁ%ﬁﬁ,ﬁé(sparwyterm)E{’j%%j q FRy bk e O T RL L -

3.2 HEBHE R B dwhs 23 (Stacked Sparse Autoencoder)
H 2 EFRER B 4Rt es 2319k 1% - R AH B 2008 R HEAR T 57 B 4R 15 25 (Stacked  Sparse
Autoencoder) » X1E 2 F—BHIARIE R L 5 T — @V A - (EE 2 7TE - A (Input
layer)2% H 55— ([ Fiibi B 4w b5 25 31| 9150 2 1% 155155 —FSiE (Hidden layerl)fy n {EEHS -
i n (EERE A A 5 — (EM T B dmihes }llﬁ{:féﬂ%*ﬁﬁ#@?):(Hldden layer2)iy p {E EfiRG -
SRS 2 BB AT Ry i b — B Ay —4H R BB IE R B SR DA SR %
.

A B B ER P HE 45 7 7 1 4R 5 25 (Stacked  Sparse Autoencoder, SSAE) » 7 %% if%
SSAE 1S EIF IR R T2 - BeAR S 7y JH s A A BEAT YRR -
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Output

Input Layer Hidden Layerl Hidden Layer2

672 BTG S ises

3.3 EhLHE

HAFIE 3 JEfeie @iy SSAE {E Ry FReE SR BV AUR - AN EE R Ei(low level feature)
dll Rk g R Ei(high level feature) » Z81% A LR ZRETEFERE(EHIR - AT — @i
H 4mtfhas R A0E 3 -

372 sessions

— ™~

Unlabel_data label_data
(except test_data) (140 sessions)
Sparse train_data test_data
Autoencoder (train_label) (test_label)

I

[ Network parameter >

v

~

Feedforward-Autoencoder

train_features test_features

3. EarE
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—EGE S KOETHR I > R A A g 2 BaVE R iS55 THIRHAE
R A R T (Black et al., 2013) « AR Ewm SR EHRHUT A L%BﬁT—
EE o AE 3 IERULEIVEEIE - —ET AEE 372 & 10 Sy g Eh(session)
Ry A B d5 (labeled data) F174 A 4% #35 (unlabeled data) > )2 A R &5 F A %ﬁﬁmﬁéﬁ
HEERACH SRAFLE 23 FSREF IR T 140 EAREEREIE 7 Rl SERIFTHEE R - #A
Bl SRaF4asE 25 AN —4HRHE - iy —4HRHE R T — B AE > EEFIA

3 P D EATE LN - WAV EEE AT RSB A R R > THEE
G -

4. EERRGTAGER

4.1 FEE

WilE 4 > FIFJFEA LLDs » £ =f@ 55 & [ 42 (speaker domain) » S FRHF(H] & (husband
H) ~ AR (wife ~ W)RIA 73 AR EE R (full ~ F)FTRRE AT UIEIRREL 20%5) 1
Fo—(EsfallEfE > VIBSER R —EfTHE - {TRENREE - FEH0R 3 Frley 7
7 functionals p B 1% > EEZE R (% 2940 {ERHEI{E - fE80 A SSAE DURT » BAFHEE L
EIERUEAE O F 1 YRR - SE4IRYRFEEAN AR 2% (Black etal., 2013) -

—
—
LLDs —
7 el T H/ —= |V
W W// —/
—
1 session ——>|| H — H [ | H ¢ "
Speaker Cut 20% —— | Compute
Domain Sentence C—3| Functionals
r A
— - = — )
—/
—|F
—
—

6 4. ERRfFEiE R
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723. 28 BEEAY(E AT & functionals

LLDs Functionals
1. MFCC[0-14] 1. Mean
2. MFB[0-7] 2. Median
3. FOnormlog 3. Standard deviation
4. VAD(speech/no speech) 4. Skewness
5. Intensity 5. Kurtosis
6. Jitter 6. Max position
7. Jitter of Jitter 7. Min position
8. Shimmer

4.2 B

PR A ZORLAE 569 SEHEE + 117 #5698 » 4k L Rah C RARER 4 (Black et al., 2013) » 7
AR 372 SRR - 104 B - 15 372 FERERUE AR AT EHGTOE - HIE
7E 6 T B AR SRIPHEIERT 20045 BRI (% 200475 BT EHEE IF B BRATHR B » 26 140
SRS | ORI O 1 1 - 1 ASIRERIR ) - 0 ABIMETHES - M7EEEN RO
ATEFEERE - TR 68 B 77 B o FIFEEAT B R IEEI R TR R 1 %
KLEER o R G - TR 6 F(T R SR 2 BB (s -

4.3 BEELE
fEiEEha - IR SSAE ZRIFGIFRTEEE - LR RETEEETHM - & —H KT EA
(leave-one-couple-out)iy 75 2R EAE Y Eizg o —BAdAIC & 2854 5% (greedy layerwise)
A G THEEE (pre-training) - JI%f 58 28w aEEN A Z SSAE » SSAE A FAL{EN & 2 8
TR > 77 A1) 2 b £k (hidden units) ~ 5T RHES ek i (cost function) iy B BRI =
&l 2 8 (hyper-parameters) f5A ~ p ~ B » ARy B 2R 2 B (weight decay parameter) » p Sy
Fi 28 (sparsity parameter) » B 1225 B TE (sparsity term)y 28 » S S BE S == AN
i o FeMeH 1 ek AONEERES - A15R 4 - EBICEN RRIFER S e - R
AR A E T T — & {5 P A Bk g B R S -

W 4 FIE51 - FEiE 2 E E s 300 HYHHE » SURFIARHEEE 7Y 6 11T Ry F- 3 AERfE
s o VB E S 15X p=01-1=0002-8=2-

BT ACHIE — RIS B R - S —BIRMMCAGER T - RITHHE 8
PR - A0 5 - (LR PR - 5 BIRRIBREEUR 200 AR - ERER A
i o (EHEVEBARE S 15K p=01-21=0.0001>B=1"
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4. ;;}Ehidden unit AT KR EEZ] 6 B THEREE - AT REm e

1% hidden Rated Acc Bla Pos Neg Sad Hum Avg
unit Spouse (%) (%) (%) (%) (%) (%) (%)
Husband | 67.9 76.4 65.7 78.6 52.9 61.4 67.2
100 Wife 70 73.6 65 74.3 58.6 59.3 66.8
Husband | 72.9 76.4 71.4 82.1 57.1 67.1 71.2
200 Wife 71.4 82.9 65.7 77.1 64.9 57.9 70
Husband | 77.1 77.9 72.1 82.9 58.6 67.1 72.6
300 Wife 75.7 82.1 71.4 78.6 58.6 63.6 71.7
Husband | 70 78.6 68.6 82.9 55 62.1 69.5
>0 Wife 74.3 82.1 69.3 80.7 58.6 62.9 71.3
Husband | 75 77.9 69.3 84.3 58.6 65.7 71.8
1000 Wife 72.1 79.3 69.3 80 53.6 62.9 69.5
Previous Husband | 78.6 72.9 72.1 84.3 60 714 73.2
method(Black -
etal, 2013) | Wife 779 | 843 | 743 |80 664 | 671 |75

5. %\% Sgden unit ZHT LRI EEZ] 6 F2 code FEMEE - HAEFREEHYT

1+ 2"
Hidden | Hidden
Layer Layer
300 100 Husband | 75 786 |686 |836 |579 |679 |719
Wife 714 1807 | 729 |77.1 58.6 | 62.9 70.6
200 Husband | 77.1 |77.1 |714 |836 |579 |693 |727
Wife 721 | 821 |72 77.1 62.1 | 65.7 71.9

300 Husband | 736 |764 |721 |843 |586 |67.1 |72
Wife 729 |80.7 | 714 |764 |55 70 71.3
Previous method Husband | 786 | 729 | 721 |843 |60 714 | 73.2

(Black et al., 2013) Wife 779 | 843 | 743 |80 66.4 | 67.1 75

Rated Acc Bla Pos Neg Sad Hum | Avg
Spouse | (%) | (%) | (%) | (%) | (%) | (%) | (%)
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& — AR AME s 150 - WIFE 6 > 1S E R HUAENER o [0 AV RE
207> p=01°1=00001>p=1-

3 G-Eggidden unit PRI ENEE] 6 7 code HTEREEFZ FIbTFEMEE

1st 2nd 3rd
Hidden | Hidden | Hidden
Layer Layer Layer

Rated Acc | Bla | Pos | Neg | Sad | Hum | Avg
Spouse | (%) | (%) | (%) | (%) | (%) | (%) | (%)

Husband | 80 78.6 | 73.6 | 84.3 | 59.3 | 73.6 | 74.9

300 200 150

Wife 80 83.6 | 729 | 814 | 65 679 | 75
Previous method Husband | 78.6 | 72.9 | 72.1 | 84.3 | 60 714 | 73.2
(Black et al., 2013) Wife 779 | 843 | 74.3 | 80 66.4 | 67.1 | 75

4.4 BBRGERILE
el FE =R [ R TR 5 45 2 L A3 S B P e R R G R R 7
X1 BETFIEBRE P IIET 0%

Method Avg(%)

Previous (Black et al., 2013) 74.1

SSAE One  Layer 72.2
Two  Layers 72.3
Three Layers 75.0

HHE 7 TPl A1 3 g SSAE B2 HikTFEiEim 0.9% « Z AT H] 40479 (EFF R EZ(E
FEOM > TEAMIfEE A 2940 {EfFE(E - B b AR S AT BB R g s - (HE
EREERN G FEBERAVERE - (AR AR BRI A
BOHY - R 7 TEZHEATISR 1 A 2 iR R A LRy - £ 3 B2 RHA
SFAVERIA > e L TR

5. &z

SRR Z BORE - a0 Pl HAEMETDNE R - BATARHIEHIEAMTEE - fEERR
s s o FAHe B BT B Rt as B R R Y 7 AR DR GRS > ZREERRT 2
AR ZEHYAERERS - H EVTERE IR (AR - RS EEHTT - IREEE R Y
R > AR A A AR AR AL R DAl ST ] © B tR&E R AR T F FH IR B B B2 A 4
T — SR RUE - SEHHETEEREE M SRR FURTTE RS - SRR T AR
BE S By T5% = A B5HURRSE 74.1% > 271 0.9% -
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AW RS 2T R EUE - B SE AN R - AEhfER
REAFTIET B EFRIA BB SUEZER - R0 MEREBENEI R EEEN
RS B RICER BERAL - HEEA MR EE S ERRR - RS E A
SORHIZERE > SEAIGREF HIIRA R E L LM BRI, - R RS R R TR BT H REA IR
FERLIBRA -

SRR

Andrew, G., & Gao, J. (2007). Scalable training of L 1-regularized log-linear Models. In
Proceedings of the 24th international conference on Machine learning. ACM, 33-40.

Black, M., Katsamanis, A., Baucom, B., Lee, C., Lammert, A., Christensen, A., Georgiou, P.,
& Narayanan, S. (2013). Toward automating a human behavioral coding system for
married couples’ interactions using speech acoustic features. Speech Communication,
55(1), 1-21.

Burkhardt, F., Polzehl, T., Stegmann, J., Metze, F., & Huber, R. (2009). Detecting real life
anger. In Proc. IEEE Int’l Conf. Acous., Speech, and Signal Processing, 4761-4764.

Christensen, A., Atkins, D.C., Yi, J., Baucom, D.H., & George, W.H. (2004). Couple and
individual adjustment for 2 years following a randomized clinical trial comparing
traditional versus integrative behavioral couple therapy. J. Consult. Clin. Psychol, 72,
176-191.

Christensen, A., Jacobson, N.S., & Babcock, J.C. (1995). Integrative behavioral couple
therapy. In: Jacobsen, N.S., Gurman, A.S. (Eds.), Clinical Handbook of Marital Therapy,
second ed. Guilford Press, New York, 31-64.

Devillers, L., & Campbell, N. (2011). Special issue of computer speech and language on
affective speech in real-life interactions. Comput. Speech Lang., 25, 1-3.

Gonzaga, G.C., Campos, B., & Bradbury, T. (2007). Similarity, convergence, and relationship
satisfaction in dating and married couples. J.Personal. Soc. Psychol., 93, 34-48.

Heavey, C., Gill, D., & Christensen, A. (2002). Couples interaction rating system 2 (CIRS2).,
University of California, Los Angeles. Los Angeles, CA, USA.

Hinton, G. (2006). Reducing the Dimensionality of Data with Neural Networks. Science,
313(5786), 504-507.

Hinton, G., Deng, L., Yu, D., Dahl,G., Mohamed, A., Jaitly, N., et al. (2012). Deep Neural
Networks for Acoustic Modeling in Speech Recognition: The Shared Views of Four
Research Groups. IEEE Signal Process. Mag., 29(6), 82-97.

Jones, J., & Christensen, A. (1998). Couples interaction study: Social support interaction
rating system. University of California, Los Angeles. Los Angeles, CA, USA.

Karney, B.R., & Bradbury, T.N. (1995). The longitudinal course of marital quality and
stability: A review of theory, methods, and research. Psychol. Bull, 118, 3-34.



B E BT OB TR B Pt ] i 175 s JE V2 119
W S AL B THRERE BN L7728

O’Brian, M.,John, R.S., Margolin, G., & Erel, O. (1994). Reliability and diagnostic efficacy of
parent’s reports regarding children’s exposure to martial aggression. Violence and
Victims, 9(1), 45-62.

Obst, O. (2014). Distributed machine learning and sparse representations. Neurocomputing,
124, 1.

Perwej, Y., & Chaturvedi, A. (2011). Machine recognition of Hand written Characters using
neural networks. International Journal of Computer Applications, 14(2), 6-9.

Rubanov, N. (2000). The layer-wise method and the backpropagation hybrid approach to
learning a feedforward neural network. IEEE Trans. Neural Netw., 11(2), 295-305.

Schuller, B., Batliner, A., Seppi, D., Steidl, S., Vogt, T., Wagner, J., et al. (2007). The
relevance of feature type for automatic classification of emotional user states: Low level
descriptors and functionals. In Proc. Interspeech, Antwerp, Belgium, 2253-2256.

Smirnov, E., Timoshenko, D., & Andrianov, S. (2014). Comparison of Regularization

Methods for ImageNet Classification with Deep Convolutional Neural Networks. AASRI
Procedia, 6, 89-94.



120 B 1S



Reviewers List 121

The individuals listed below are reviewers of this journal during the year of 2015. The IJCLCLP
Editorial Board extends its gratitude to these volunteers for their important contributions to this
publication, to our association, and to the profession.

Guo-Wei Bian
Jing-Shin Chang
Tao-Hsing Chang
Yu-Yun Chang
Yi-Hsiang Chao
Chien Chin Chen
Yeou-Jiunn Chen
Pu-Jen Cheng
Tai-Shih Chi
Chih-Yi Chiu
Hong-Jie Dai
Wei-Tyng Hong
Jen-Wei Huang
Jeih-Weih Hung
Chih-Chung Kuo
Wen-Hsing Lai
Chi-Chun Lee

Hong-Yi Lee

Tan Lee
Bor-Shen Lin
Shu-Yen Lin
Chao-Hong Liu
Wei-Yun Ma
Wei-Ho Tsai

Yu Tsao
Chin-Chin Tseng
Hsu Wang
Jeng-Haur Wang
Jia-Ching Wang
Chih-Hsuan Wei
Jiun-Shiung Wu
Cheng-Zen Yang
Jui-Feng Yeh
Ming-Shing Yu
Yue Zhang






2015 Index
International Journal of Computational Linguistics &

Chinese Language Processing

1JCLCLP 2015 Index-1

Vol. 20

This index covers all technical items---papers,
correspondence, reviews, etc.---that appeared in this
periodical during 2015.

The Author Index contains the primary entry for
each item, listed under the first author’s name. The
primary entry includes the coauthors’ names, the
title of paper or other item, and its location,
specified by the publication volume, number, and
inclusive pages. The Subject Index contains entries
describing the item under all appropriate subject
headings, plus the first author’s name, the
publication volume, number, and inclusive pages.

AUTHOR INDEX

C

Chang, Tao-Hsing
Yao-Ting Sung, and Jia-Fei Hong.
Automatically Detecting Syntactic Errors in
Sentences Writing by Learners of Chinese as a
Foreign Language; 20(1): 49-64
Chang, Ting-Hao
Hsiao-Tsung Hung, Kuan-Yu Chen, Hsin-Min
Wang and Berlin Chen. Investigating
Modulation Spectrum Factorization
Techniques for Robust Speech Recognition;
20(2): 87-106
Chen, Berlin
see Shih, Kai-Wun, 20(2): 65-86
see Chang, Ting-Hao, 20(2): 87-106

Chen, Guan-Bin
and Hung-Yu Kao. Word Co-occurrence
Augmented Topic Model in Short Text; 20(2):
45-64

Chen, Howard Hao-Jan
see Tung, Tzu-Yun, 20(1): 79-96

Chen, Kuan-Yu
see Shih, Kai-Wun, 20(2): 65-86

see Chang, Ting-Hao, 20(2): 87-106

Chen, Po-Hsuan
and Chi-Chun Lee. Automating Behavior
Coding for Distressed Couples Interactions
Based on Stacked Sparse Autoencoder
Framework using Speech-acoustic Features;
20(2): 107-120
Cheng, Xueqi
see Xiong, Jinhua, 20(1): 1-22

Chu, Wei-Cheng
see Lin, Chuan-Jie, 20(1): 23-48
H

Hong, Jia-Fei
see Chang, Tao-Hsing, 20(1): 49-64

Hou, Jianpeng
see Xiong, Jinhua, 20(1): 1-22
Hsu, Kuang-Yi
see Lin, Yi-Chung, 20(2): 1-26
Huang, Chien-Tsung
Yi-Chung Lin and Keh-Yih Su. Explanation
Generation for a Math Word Problem Solver;
20(2): 27-44
see Lin, Yi-Chung, 20(2): 1-26
Hung, Hsiao-Tsung
see Chang, Ting-Hao, 20(2): 87-106

K
Kao, Hung-Yu
see Chen, Guan-Bin, 20(2): 45-64
Ku, Lun-Wei

see Lin, Yi-Chung, 20(2): 1-26

L

Lee, Chi-Chun
see Chen, Po-Hsuan, 20(2): 107-120

Liang, Chao-Chun
see Lin, Yi-Chung, 20(2): 1-26
Liau, Churn-Jung
see Lin, Yi-Chung, 20(2): 1-26
Lin, Chuan-Jie
and Wei-Cheng Chu. A Study on Chinese
Spelling Check Using Confusion Sets and
N-gram Statistics; 20(1): 23-48
Lin, Yi-Chung
Chao-Chun Liang, Kuang-Yi Hsu, Chien-Tsung
Huang, Shen-Yun Miao, Wei-Yun Ma,
Lun-Wei Ku, Churn-Jung Liau and Keh-Yih
Su. Designing a Tag-Based Statistical Math
Word Problem Solver with Reasoning and
Explanation; 20(2): 1-26
see Huang, ChienTsung, 20(2): 27-44

Liu, Shih-Hung
see Shih, Kai-Wun, 20(2): 65-86

M

Ma, Wei-Yun
see Lin, Yi-Chung, 20(2): 1-26
Miao, Shen-Yun
see Lin, Yi-Chung, 20(2): 1-26
Mochizuki, Keiko
Hiroshi Sano, Ya-Ming Shen, and Chia-Hou Wu.
Cross-Linguistic Error Types of Misused
Chinese Based on Learners’ Corpora; 20(1):
97-114

S

Sano, Hiroshi
see Mochizuki, Keiko, 20(1): 97-114



1JCLCLP 2015 Index-2

Shen, Ya-Ming
see Mochizuki, Keiko, 20(1): 97-114
Shih, Kai-Wun
Kuan-Yu Chen, Shih-Hung Liu, Hsin-Min Wang
and Berlin Chen. Extractive Spoken
Document Summarization with
Representation Learning Techniques; 20(2):
65-86
Su, Keh-Yih
see Lin, Yi-Chung, 20(2): 1-26
see Huang, Chien-Tsung, 20(2): 27-44
Sung, Yao-Ting
see Chang, Tao-Hsing, 20(1): 49-64

T
Tung, Tzu-Yun
Howard Hao-Jan Chen, and Hui-Mei Yang. The
Error Analysis of “Le” Based on “Chinese
Learner Written Corpus™; 20(1): 79-96

W
Wang, Hsin-Min
see Shih, Kai-Wun, 20(2): 65-86
see Chang, Ting-Hao, 20(2): 87-106

Wu, Chia-Hou
see Mochizuki, Keiko, 20(1): 97-114

X

Xiong, Jinhua
Qiao Zhang, Shuiyuan Zhang, Jianpeng Hou,
and Xueqi Cheng. HANSpeller: A Unified
Framework for Chinese Spelling Correction;
20(1): 1-22

Y

Yang, Hui-Mei
see Tung, Tzu-Yun, 20(1): 79-96
Yeh, Chan-Kun
see Yeh, Jui-Feng, 20(1): 65-78
Yeh, Jui-Feng
and Chan-Kun Yeh. Automatic Classification of
the “De” Word Usage for Chinese as a
Foreign Language; 20(1): 65-78

z

Zhang, Qiao

see Xiong, Jinhua, 20(1): 1-22
Zhang, Shuiyuan

see Xiong, Jinhua, 20(1): 1-22

SUBJECT INDEX

A

Annotation System
Cross-Linguistic Error Types of Misused
Chinese Based on Learners’ Corpora;
Mochizuki, K., 20(1): 97-114

c

Chinese Grammar
Automatically Detecting Syntactic Errors in
Sentences Writing by Learners of Chinese as a
Foreign Language; Chang, T.-H., 20(1): 49-64

Chinese Learner Written Corpus
The Error Analysis of “Le”ased on “Chinese
Learner Written Corpus™; Tung, T.-Y., 20(1):
79-96

Chinese Spelling Check
A Study on Chinese Spelling Check Using
Confusion Sets and N-gram Statistics; Lin,
C.-J., 20(1): 23-48
Chinese Spelling Corretion
HANSpeller: A Unified Framework for Chinese
Spelling Correction; Xiong, J., 20(1): 1-22

Chinese Teaching
The Error Analysis of “Le”ased on “Chinese
Learner Written Corpus™; Tung, T.-Y., 20(1):
79-96

Chinese Written Corpus
Automatically Detecting Syntactic Errors in
Sentences Writing by Learners of Chinese as a
Foreign Language; Chang, T.-H., 20(1): 49-64
Classifier
Automatic Classification of the “De” Word
Usage for Chinese as a Foreign Language;
Yeh, J.-F., 20(1): 65-78

Concept Information
Investigating Modulation Spectrum Factorization
Techniques for Robust Speech Recognition;
Chang, T.-H., 20(2): 87-106

Confusion Set Expansion
A Study on Chinese Spelling Check Using
Confusion Sets and N-gram Statistics; Lin,
C.-J., 20(1): 23-48
Couple Therapy
Automating Behavior Coding for Distressed
Couples Interactions Based on Stacked Sparse
Autoencoder Framework using
Speech-acoustic Features; Chen, P.-H., 20(2):
107-120

D

Decision-making
HANSpeller: A Unified Framework for Chinese
Spelling Correction; Xiong, J., 20(1): 1-22



Deep Learning
Automating Behavior Coding for Distressed
Couples Interactions Based on Stacked Sparse
Autoencoder Framework using
Speech-acoustic Features; Chen, P.-H., 20(2):
107-120

Document Classification
Word Co-occurrence Augmented Topic Model
in Short Text; Chen, G.-B., 20(2): 45-64

Document Clustering
Word Co-occurrence Augmented Topic Model
in Short Text; Chen, G.-B., 20(2): 45-64

E

Emotion Expression
Automating Behavior Coding for Distressed
Couples Interactions Based on Stacked Sparse
Autoencoder Framework using
Speech-acoustic Features; Chen, P.-H., 20(2):
107-120

Error Analysis
The Error Analysis of “Le”ased on “Chinese
Learner Written Corpus™; Tung, T.-Y., 20(1):
79-96

Cross-Linguistic Error Types of Misused
Chinese Based on Learners’ Corpora;
Mochizuki, K., 20(1): 97-114

Explanation Generation
Explanation Generation for a Math Word
Problem Solver; Huang, C.-T., 20(2): 27-44

Extractive Summarization
Extractive Spoken Document Summarization
with Representation Learning Techniques;
Shih, K.-W., 20(2): 65-86

G

Google Ngram Scoring Function
A Study on Chinese Spelling Check Using
Confusion Sets and N-gram Statistics; Lin,
C.-J., 20(1): 23-48

H

HMM
HANSpeller: A Unified Framework for Chinese
Spelling Correction; Xiong, J., 20(1): 1-22
Human Behavior Analysis
Automating Behavior Coding for Distressed
Couples Interactions Based on Stacked Sparse
Autoencoder Framework using
Speech-acoustic Features; Chen, P.-H., 20(2):
107-120

Interference of Mother Tongues
Cross-Linguistic Error Types of Misused
Chinese Based on Learners’ Corpora;
Mochizuki, K., 20(1): 97-114

IJCLCLP 2015 Index-3

L

Language Model

Investigating Modulation Spectrum Factorization
Techniques for Robust Speech Recognition;
Chang, T.-H., 20(2): 87-106

“Iell

The Error Analysis of “Le”ased on “Chinese
Learner Written Corpus™; Tung, T.-Y., 20(1):
79-96

Learner’s Corpus
Cross-Linguistic Error Types of Misused
Chinese Based on Learners’ Corpora;
Mochizuki, K., 20(1): 97-114

M

Machine Reading
Designing a Tag-Based Statistical Math Word
Problem Solver with Reasoning and
Explanation; Lin, Y.-C., 20(2): 1-26
Explanation Generation for a Math Word
Problem Solver; Huang, C.-T., 20(2): 27-44

Math Word Problem Explanation
Explanation Generation for a Math Word
Problem Solver; Huang, C.-T., 20(2): 27-44

Math Word Problem Solver
Designing a Tag-Based Statistical Math Word
Problem Solver with Reasoning and
Explanation; Lin, Y.-C., 20(2): 1-26
Model Adaptation
Investigating Modulation Spectrum Factorization
Techniques for Robust Speech Recognition;
Chang, T.-H., 20(2): 87-106

N

Natural Language Processing
Automatic Classification of the “De” Word
Usage for Chinese as a Foreign Language;
Yeh, J.-F., 20(1): 65-78

Natural Language Understanding
Designing a Tag-Based Statistical Math Word
Problem Solver with Reasoning and
Explanation; Lin, Y.-C., 20(2): 1-26

O

Online Dictionary of Misused Chinese based on
Learners’ Corpora
Cross-Linguistic Error Types of Misused
Chinese Based on Learners’ Corpora;
Mochizuki, K., 20(1): 97-114

P

Prosodic Feature
Extractive Spoken Document Summarization
with Representation Learning Techniques;
Shih, K.-W., 20(2): 65-86



1JCLCLP 2015 Index-4

R

Ranker-Base Model
HANSpeller: A Unified Framework for Chinese
Spelling Correction; Xiong, J., 20(1): 1-22
Rule Induction
Automatic Classification of the “De” Word
Usage for Chinese as a Foreign Language;
Yeh, J.-F., 20(1): 65-78

Rule-based Model
HANSpeller: A Unified Framework for Chinese
Spelling Correction; Xiong, J., 20(1): 1-22

S

Secondary Language Learning
Automatic Classification of the “De” Word
Usage for Chinese as a Foreign Language;
Yeh, J.-F., 20(1): 65-78

Sentence Representation
Extractive Spoken Document Summarization
with Representation Learning Techniques;
Shih, K.-W., 20(2): 65-86
Short Text
Word Co-occurrence Augmented Topic Model
in Short Text; Chen, G.-B., 20(2): 45-64

Speech Recognition
Investigating Modulation Spectrum Factorization
Techniques for Robust Speech Recognition;
Chang, T.-H., 20(2): 87-106

Spoken Document
Extractive Spoken Document Summarization
with Representation Learning Techniques;
Shih, K.-W., 20(2): 65-86
Stacked Autoencoders
Automating Behavior Coding for Distressed
Couples Interactions Based on Stacked Sparse
Autoencoder Framework using
Speech-acoustic Features; Chen, P.-H., 20(2):
107-120

Syntactic Errors
Automatically Detecting Syntactic Errors in
Sentences Writing by Learners of Chinese as a
Foreign Language; Chang, T.-H., 20(1): 49-64

T

Topic Model
Word Co-occurrence Augmented Topic Model
in Short Text; Chen, G.-B., 20(2): 45-64

W

Word Representation
Extractive Spoken Document Summarization
with Representation Learning Techniques;
Shih, K.-W., 20(2): 65-86

Word Usage
Automatic Classification of the “De” Word
Usage for Chinese as a Foreign Language;
Yeh, J.-F., 20(1): 65-78



The Association for Computational Linguistics and

Chinese Language Processing
(new members are welcomed)

Aims :
1. To conduct research in computational linguistics.
2. To promote the utilization and development of computational linguistics.
3. To encourage research in and development of the field of Chinese computational linguistics
both domestically and internationally.
4. To maintain contact with international groups who have similar goals and to cultivate academic
exchange.
Activities :
1. Holding the Republic of China Computational Linguistics Conference (ROCLING) annually.
2. Facilitating and promoting academic research, seminars, training, discussions, comparative
evaluations and other activities related to computational linguistics.
3. Collecting information and materials on recent developments in the field of computational
linguistics, domestically and internationally.
4. Publishing pertinent journals, proceedings and newsletters.
5. Setting of the Chinese-language technical terminology and symbols related to computational
linguistics.
6. Maintaining contact with international computational linguistics academic organizations.
7. Dealing with various other matters related to the development of computational linguistics.
To Register :

Please send application to:

The Association for Computational Linguistics and Chinese Language Processing
Institute of Information Science, Academia Sinica
128, Sec. 2, Academy Rd., Nankang, Taipei 11529, Taiwan, R.O.C.

payment : Credit cards(please fill in the order form), cheque, or money orders.

Annual Fees :

regular/overseas member : NT$ 1,000 (US$50.-)
group membership : NT$20,000 (US$1,000.-)
life member : ten times the annual fee for regular/ group/ overseas members

Contact :
Address : The Association for Computational Linguistics and Chinese Language Processing

Tel.

Institute of Information Science, Academia Sinica
128, Sec. 2, Academy Rd., Nankang, Taipei 11529, Taiwan, R.O.C.

- 886-2-2788-3799 ext. 1502 Fax - 886-2-2788-1638

E-mail: aclclp@hp.iis.sinica.edu.tw  Web Site: http://www.aclclp.org.tw
Please address all correspondence to Miss Qi Huang, or Miss Abby Ho



The Association for Computational Linguistics and

Chinese Language Processing

Membership Application Form

Member ID# :

Name : Date of Birth :
Country of Residence : Province/State :
Passport No. : Sex:

Education(highest degree obtained) :

Work Experience :

Present Occupation :

Address :

Email Add :

Tel. No : Fax No :

Membership Category : [ ] Regular Member [ ] Life Member
Date : / / (Y-M-D)

Applicant's Signature :

Remarks : Please indicated clearly in which membership category you wish to register,
according to the following scale of annual membership dues :
Regular Member US$50.- (NT$1,000)
Life Member : US$500.- (NT$10,000)

Please feel free to make copies of this application for others to use.

Committee Assessment :



plg

L

(-) KFFEFz827%

(= REPEZ T E L R PR

(=) WERmp e ééﬂa;%péuﬁ;‘gﬁ%fg
() BEREF M w3 ¥ i B L

EHIE P
(=) T Ep EAWPE %T‘%%Wééi (Rocling)
(Z) BFFHPEF £ Ty v REREEAD
(Z) e fkmP MR FS Fopra BT 2 AT B2 T8
(2) #i7F MLETF - Hr Fran
(I)FRFMFEETEEY L2 P8
(#) BREFEF 7 B HEmELR
(=) e M EF T 4ETR

1. MEPHE CHFIAERT TR Y A E L F AEmaill A ¢

2. éﬁi’ig Pl tREL 19166201 0 = %t ¥ AR EEF ?%‘fé
I‘A:,'*—{' IPF_Ld\gﬁP_ﬁE’fg\l * + i K H

R 10,000.-  (US$500.-)
B 1,000.- (US$50.-)

A :  500.- (REPF2)
R 20,000.- (US$ 1,000.-)

Fabl 549 1168 B RAT T BB D B1285L ¢ AT BT AT (HE)
% 3% - (02) 2788-3799  ext.1502 g ¥ 1 (02)2788-1638
E-mail : aclclp@hp.iis.sinica.edu.tw 4 1k : http://www.aclclp.org.tw
MEA D FIE S PR e



PEARYEFTEYE G
B A g A » g v ;ﬁ-%
g Ry O OB OF2 | ¢F %% CESES-)
2 pd £ 1 oq
Bt 1)
E/A7\ %';u
BB g &
il M
i) MR
T = E-Mail
E"-ﬁ—&: (*“—_—g‘_)
PooE AR # 3 p
FhRE

fis-
RN

10,000.-
1,000.-

500.- (PR F 2 )

20,000.-

(02) 2788-3799 ext.1502 & E

’J‘fiﬂ ~

P 4 de

aclclp@hp.l|s.5|n|ca.edu.tw

S 4B

il LI - 5\:/{5” Feft = F128%, ¢ Fin —*‘\) ;«Lr(g)

: (02) 2788-1638

A1k http://www.aclclp.org.tw




The Association for Computational Linguistics and
Chinese Language Processing (ACLCLP)
PAYMENT FORM

Name: (Please print) Date:

Please debit my credit card as follows: US$

U VISACARD W MASTER CARD W JCBCARD Issue Bank:

Card No.: - - - Exp. Date: (MYY)

3-digit code: (on the back card, inside the signature area, the last three digits)

CARD HOLDER SIGNATURE:

Phone No.: E-mail:

Address:

PAYMENT FOR

US$ _ 0O Computational Linguistics & Chinese Languages Processing (IJCLCLP)
Quantity Wanted:

US$ _ U Journal of Information Science and Engineering (JISE)
Quantity Wanted:

US$ _ O Publications:

US$ _ U Text Corpora:

US$ _ U Speech Corpora:

UsS$ Q0 Others:

Uss$ U Membership Fees U Life Membership U New Membership QRenew

US$ = Total

Fax 886-2-2788-1638 or Mail this form to:
ACLCLP
% 1S, Academia Sinica

Rm502, N0.128, Sec.2, Academia Rd., Nankang, Taipei 115, Taiwan
E-mail: aclclp@hp.iis.sinica.edu.tw
Website: http://www.aclclp.org.tw



o Grur 3 A) P

=+ u] 1 O VISA CARD 0 MASTER CARD QJCB CARD  # =+ 42{7 :

R - - - 3 2%p o (mly)
e m (245§ e rw3=m)

I (B8 ¢ tganr B 40 )
i A R

BT E-mail

BEc OEPIBE g PR ERE AR L BT

HAEPFE £

NT$ Q ¢ 23855 &4 7(1UCLCLP)

NT$ O Journal of Information Science and Engineering (JISE)
NT$ Q ¢ PR ] PR 2

NT$ QFFRE

NT$ Q#Fs ke

NT$ Q e ZReckiEp £1976~2010

NT$ Q2 FTakiEsprRE> 2

NT$ Q¢f=7:0Q%¢ Qit¢ A Q% ¥ ¢ A
NT$ a#e

NT$ = &3

X3 ®E 3 02-27881638 ##F I :

11529 5 4% 3 B B A7 1 R 2B 12857 FIAFTRT()? FARFEH 725 ¢ &k
E-mail: aclclp@hp.iis.sinica.edu.tw

Website: http://www.aclclp.org.tw



© o Nk W

11.

12.
13.
14.
15.
16.
17.
18.
19.

20.

21.

Publications of the Association for
Computational Linguistics and Chinese Language Processing

AR AR
Surface USEEURP, ASIA VOLUME
n0.92-01, no. 92- 04(”[ F4) ICG ey E A& s AConceptual
Structure for Parsing Mandarln -- Its Frame and General Applications-- Us$ 9 US$ 19 Us$15
n0.92-02 V-N #4433 3#H %
&92-03 V-R #&HHFEHRE 12 21 17
no.93-01 #BEH & FHLT & 8 13 11
n0.93-02 #fMlEH RS & 18 30 24
n0.93-03 # M # Al &AM 54 10 15 13
n0.93-05 ¥ XF M 10 15 13
no.93-06 ILAEE T yikiasa 5 10 8
n0.94-01 ¥ X ¥ @EHAFFE (HHEHFARALA) 18 30 24
n0.94-02 HEFEFHEL 1 16 14
no.95-01 EFMERAREZEFAL 8 13 10
n0.95-02/98-04  F =& % I T 7 35 #H ik 64 1 2 52 3 9 3 8 6
n0.95-03 3.8 & Ray i1z B M L 347 &% 3 8
no.96-01 Mi¥ ; XAF— ¥ XFARAREERA 2R 8 13 11
no.97-01 FEFFEL (F) 19 31 25
no.97-02 3 J&ﬁ% 9 14 12
n0.98-01 Z3E 18 30 26
n0.98-02 Accumulated Word Frequency in CKIP Corpus 15 25 21
n0.98-03 A AKEZTRERFAETLMMMTETARFL 4 9 7
n0.02-01 MR EE OB H AT RATE LGN 8 13 1
Computational Linguistics & Chinese Languages Processing (One year)
(Back issues of IJCLCLP: US$ 20 per copy) - 100 100
Readings in Chinese Language Processing 25 25 21
TOTAL
10% member discount: Total Due:

* OVERSEAS USE ONLY

* PAYMENT : [ ] Credit Card ( Preferred )
[] Money Order or Check payable to "The Association for Computation Linguistics
and Chinese Language Processing " or “f[ 12 *J [/} £ ;ﬁ% ?ff{
* E-mail : aclclp@hp.iis.sinica.edu.tw

Name (please print): Signature:

-
<
=

Fax: E-mail:

Address :




PEAREF RS G
M IVRER R A2 TREE

L r % 8 *EE
n0.92-01,n0. 92-04 (£374) ICG VHhgAE M
1. A conceptual Structure for Parsing Mandarin--its
Frame and General Applications-- NT$ 80 NT$ 100
2. n0.92-02, no. 92-03 (& 37 #)
V-N #4437 :4HmEB BV-R #4687 HHBE 120 150
3. no.93-01 #rHEHEFHEL R 120 130
4. no.93-02 #fBFEAEFEL T A 360 400
5. n0.93-03 #H ¥ A By M 5 4A 180 200
6. n0.93-05 XN 185 205
7. n0.93-06 FAREE AT 40 50
8. n0.94-01 X E@BEEFAL (B EHFELT) 380 450
9. no.94-02 FEFEFIHEEL 180 200
10. no.95-01 EFHERAREZFHEL 75 85
11. no0.95-02/98-04  w J=#t % e T #7354 B o P9 2 11 3690 75 85
12. no.95-03 BB ReYAZIEH M A A7 % 75 80
13. no.96-01 T# ; XM F— ¥ XFARITRELA AR AR E 110 120
14. no.97-01 FHEZEFAEL (F) 400 450
15. no.97-02 #H#EFIE L 90 100
16 n0.98-01 #4EF 4 395 440
17. n0.98-02 Accumulated Word Frequency in CKIP Corpus 340 380
18. n0.98-03 A AKEZTREAHETLMMMIEFANFL 90 100
19. no.02-01 MK EFEOEHEEHBIZERAGIHA 75 85
20 X% COLING 2002 # k& 100 200
21. % X% COLING 2002 sb#t 5 300 400
22. # X% COLING 2002 Workshop % K 300 400
23. %X E ISCSLP 2002 sb#t A 300 400
gq THAGEBEANIH ALK o
(TEREFEZTELER1TFOFERMEY ) 130 150
25 I AETEHA (—FwH) FHc
(B3 F) 4 A (F5007T ) 2,500
26. Readings of Chinese Language Processing 675 675
27, FH Rws LM 58058 1990 150 165
4 3t

B EREREA (6HHE) &R
Blagte s 1 ¢ AR EGFTEEE F1HHESL 1 19166251

BT 3% ¢ (02) 2788-3799 #1502

WAL Fm oA Pehe | he E-mail:aclclp@hp.iis.sinica.edu.tw
PR fedpde g

&

i
i

B oy

e = E-mail:




Information for Authors

International Journal of Computational Linguistics and Chinese Language Processing (IJCLCLP) invites
submission of original research papers in the area of computational linguistics and speech/text processing of
natural language. All papers must be written in English or Chinese. Manuscripts submitted must be previously
unpublished and cannot be under consideration elsewhere. Submissions should report significant new research
results in computational linguistics, speech and language processing or new system implementation involving
significant theoretical and/or technological innovation. The submitted papers are divided into the categories of
regular papers, short paper, and survey papers. Regular papers are expected to explore a research topic in full
details. Short papers can focus on a smaller research issue. And survey papers should cover emerging research
trends and have a tutorial or review nature of sufficiently large interest to the Journal audience. There is no
strict length limitation on the regular and survey papers. But it is suggested that the manuscript should not
exceed 40 double-spaced A4 pages. In contrast, short papers are restricted to no more than 20 double-spaced
A4 pages. All contributions will be anonymously reviewed by at least two reviewers.

Copyright : It is the author's responsibility to obtain written permission from both author and publisher to
reproduce material which has appeared in another publication. Copies of this permission must also be enclosed
with the manuscript. It is the policy of the CLCLP society to own the copyright to all its publications in order to
facilitate the appropriate reuse and sharing of their academic content. A signed copy of the IICLCLP copyright
form, which transfers copyright from the authors (or their employers, if they hold the copyright) to the CLCLP
society, will be required before the manuscript can be accepted for publication. The papers published by
IJCLCLP will be also accessed online via the IICLCLP official website and the contracted electronic database
services.

Style for Manuscripts: The paper should conform to the following instructions.

1. Typescript: Manuscript should be typed double-spaced on standard A4 (or letter-size) white paper using size
of 11 points or larger.

2. Title and Author: The first page of the manuscript should consist of the title, the authors' names and
institutional affiliations, the abstract, and the corresponding author's address, telephone and fax numbers, and
e-mail address. The title of the paper should use normal capitalization. Capitalize only the first words and such
other words as the orthography of the language requires beginning with a capital letter. The author's name
should appear below the title.

3. Abstracts and keywords: An informative abstract of not more than 250 words, together with 4 to 6 keywords
is required. The abstract should not only indicate the scope of the paper but should also summarize the author's
conclusions.

4. Headings: Headings for sections should be numbered in Arabic numerals (i.e. 1.,2....) and start form the left-
hand margin. Headings for subsections should also be numbered in Arabic numerals (i.e. 1.1. 1.2...).

5. Footnotes: The footnote reference number should be kept to a minimum and indicated in the text with
superscript numbers. Footnotes may appear at the end of manuscript

6. Equations and Mathematical Formulas: All equations and mathematical formulas should be typewritten or
written clearly in ink. Equations should be numbered serially on the right-hand side by Arabic numerals in
parentheses.
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