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Topic models learn topics base on the amount of the word co-occurrence in the documents.
The word co-occurrence is a degree which describes how often the two words appear together.
BTM, discovers topics from bi-terms in the whole corpus to overcome the lack of local word
co-occurrence information. However, BTM will make the common words be performed
excessively because BTM identifies the word co-occurrence information by the bi-term
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frequency in corpus-level. Thus, we propose a PMI-B priors methods on BTM. Our PMI-$
priors method can adjust the co-occurrence score to prevent the common words problem.
Next, we will describe the detail of our method of PMI-p priors.

However, just consider the frequency of bi-term in corpus-level will generate the topics
which contain too many common words. To solve this problem, we consider the Pointwise
Mutual Information (PMI) [9]. Since the PMI score not only considers the co-occurrence
frequency of the two words, but also normalizes by the single word frequency. Thus, we want
to apply PMI score in the original BTM. A suitable way to apply PMI scores is modifying the
priors in the BTM. The reason is that the priors modifying will not increase the complexity in
the generation model and very intuitive. Clearly, there are two kinds of priors in BTM which
are B-prior and B-priors. The B-prior is a corpus-topic bias without the data. While the
B-priors are topic-word biases without the data. Applying the PMI score to the B-priors is the
only one choice because we can adjust the degree of the word co-occurrence by modifying
the distributions in the B-priors. For example, we assume that a topic contains three words
“pen”, “apple” and “banana”. In the symmetric priors, we set <0.1, 0.1, 0.1> which means no
bias of these three words, while we can apply <0.1, 0.5, 0.5> to enhance the word
co-occurrence of “apple” and “banana”. Thus the topic will prefer to put the “apple” and
“banana” together in the topic sampling step.

Table 1 shows the clustering results on the Twitter2011 dataset, when we set the number of
topic to 50. As expected, BTM is better than Mixture of unigram and LDA got the worst
result when we adopt the symmetric priors <0.1>. When apply the PMI-f priors, we get the
better result than BTM with symmetric priors. Otherwise, our baseline method, PCA-f3, is

better than the original LDA because the PCA-3 prior can make up the lack of the global
word co-occurrence information in the original LDA.

Table 1. The Clustering Results on Twitter2011 dataset

Model p priors Purity NMI RI
<0.100> 0.4174 0.3217 0.9127
LDA
PCA-B 0.4348 0.3325 0.9266
<0.100> 0.4217 0.3358 0.8687
Mix
PCA-B 0.3748 0.3305 0.7550
<0.100> 0.4318 0.3429 0.9092
BTM PCA-B 0.4367 0.4000 0.8665
PMI-B 0.4427 0.3927 0.9284

In this paper, we propose a solution for topic model to enhance the amount of the word
co-occurrence relation in the short text corpus. First, we find the BTM identifies the word
co-occurrence by considering the bi-term frequency in the corpus-level. BTM will make the
common words be performed excessively because the frequency of bi-term comes from the
whole corpus instead of a short document. We propose a PMI-f3 priors method to overcome
this problem. The experimental results show our PMI-3-BTM get the best results in the
regular short news title text.
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