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Forewords

The 26th Conference on Computational Linguistics and Speech Processing (ROCLING 2014)
was held at National Central University, Jhongli, Taiwan on Sep. 25-26, 2014. ROCLING,
which sponsored by the Association for Computational Linguistics and Chinese Language
Processing (ACLCLP), is the leading and most comprehensive conference on computational
linguistics and speech processing in Taiwan, bringing together researchers, scientists and
industry participants from fields of computational linguistics, information understanding, and
speech processing, to present their work and discuss recent trends in the field. This special issue
presents extended and reviewed versions of five papers meticulously selected from ROCLING
2014, including 3 natural language processing papers and 2 speech processing papers.

The first paper from National Central University focused on constructing a large POI
(Point-of Interest) database. They solve problems of Taiwan address normalization, store name
extraction, and the matching of addresses and store names by training a statistical model. They
obtain 0.791 F-measure for store name recognition on search snippets. The second paper from
National Taiwan University extracted policy positions from data collected from recent
highly-debated Cross-Strait Service Trade Agreement (CSSTA) to predict the electoral behavior
from this information. They used the keywords of each position to do the binary classification of
the texts and count the score of how positive or negative attitudes toward CSSTA. The proposed
approach saves human labor of the traditional content analysis and increases the objectivity of
the judgment standard. The third paper from National Tsing Hua University constructed a system
to aid academia paper writing. They used writing common patterns to train a writing sentence
classifier. This system can also provide hints for users to guild their paper writing.

The last two papers are speech processing papers. The paper from National Taiwan Normal
University investigated and developed language model adaptation techniques for use in ASR
(automatic speech recognition). The proposed approach measured the relationships between a
search history and an upcoming word. Their language models can offer substantial
improvements over the baseline N-gram system and some state-of-the-art language model
adaptation methods. The paper from Academia Sinica, Taiwan presented study examines
prosodic characteristics of Taiwan (TW) English in relation to native (L1) English and TW
speakers’ mother tongue, Mandarin. By examining prosodic patterns of word/sentence, similarity
analysis in this paper suggests that between-speaker similarity is greater when they are in the
same speaker group in both word and sentence layer.

The Guest Editors of this special issue would like to thank all of the authors and reviewers
for sharing their knowledge and experience at the conference. We hope this issue provide for



directing and inspiring new pathways of NLP and spoken language research within the research
field.

Guest Editors
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POI Extraction from the Web:

Store Name Recognition and Address Matching

Lin Yu-Yang® and Chang Chia-Hui*
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Abstract

Mobility is one of the trends in 2014. According to the report of IDC
(International Data Corporation), the worldwide shipments of tablets have
exceeded PCs in 2013 Quarter 4, while smart phones has already exceeded other
devices in unit shipments and market ratio. With this trend, many location-based
services (LBS) have been proposed, for example, navigation, searching restaurants
or gas stations. Therefore, how to construct a large POl (Point-of Interest)
database is the key problem. In this paper, we solve three problems including
Taiwan address normalization, store name extraction, and the matching of
addresses and store names. To train a statistical model for store name extraction,
we make use of existing store-address pair to prepare training data for sequence
labeling. The model is trained using common characteristics from store names in
addition to POS tags. When testing on search snippets, we obtain 0.791 F-measure

for store name recognition.

Keywords: POI, Store Name Extraction, Name-address Matching, Sequence

Labeling, Conditional Random Field

1. &m
FRIZEIFR B &R IDC it 2013 - 9 HEiEH &  PAREERSHY Y B B AE 2013 2550

FEIGEBEMEAER - MR TS Tu”j‘bEjZFﬁ{ﬁ?EEjE%%Eﬂiiﬁ” ER A

AT EERGHIAT > IDC & =TSP SRS Y tH S ik 2015 R R R AL
T EERSAVAER] - BRUR TITEIEE BN e — A KR r s -

R T

{TEERENY RIS st K EMISE R ATRR K > Hopi s WA — M Es - st st
Vﬁﬂﬁiélﬁ@j@ﬂ/ﬁﬂﬁé fRH% Google % 2013 55 —F 5B Z R TH(E 1T R & (2 )

HE=AAIRE BEMER (60%) ~ BEE - JEHEENUEIE (51%) -~ jkiEE (49%) -

TAER%

g (29%) DAKRFERE ~ fHEE (28%) - 280N & FEEE T HE i =is i B4
# (POl > Point of Interest)i » &CH fATRE] > (R AE FHE A BB > B2
THEEEAE ﬁﬁLib‘**HEEﬁ%TLATZI%EEP&@ BRI L 50 F 35 K 25 R B RIUR R
YR AR A - SRR A £ E T E A R o BT E RN H
im)d{%ﬂﬁﬂ WRER BB R — RN T - R ERHER —(ErER it
HEHAFRE B FRS R EETERES R IRME—(E APP EHRE(I & EH

o AT DUKWE ek (5 P B S B PRI Y L B B A S (A s e (A 1

Ry p s E &R E - Chuang % A (Chuang et al., 2014) ¥4 61 & Ik 4 H 2 H A
[ P S P =~ 5 T i ~ B b A R s ) — R HTUEUAE =0 WA A Chang 5% A (Chang et al.,
2012)Fy ik FEEURE X > EUS R & rh o0tk - Li B2 Chang(2009)1117 & 2 ki fH BE & s AR
MRE > FHEFE S = 5E POl IYMHREE N » 5 i3 & 23 (Geographical Information
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Retrieval, GIR)HY & [0]3 « ZAffii R a2 Li B Chang(2009)=( Chang 5 A (Chang et al., 2012)
5\, Chuang % A (Chuang et al., 2014) AR & R BAEUT A EMERE I LM HE P EREHUE AR
Fris&sNA TR » E7 B I 4 H AU AH BE & SRR U 1 SR 5T -

A FEAE I REEL A 78 P S 5 R P 2 Ay ST > A CHEUKR &2 8 & ik A4
H o S E vt - SRtk b S AR R A TR - B 0 BE—
B RIHE - FRAPTA R 12 M 4 RS DR H 3% BE Y 478 (40 PR 40 ~ BURFEE AL -+
%) o BEIME - BRMCARNE TR IEiiR S O 88 5t 3F > FRIFIAEIAE
MEE (AR B TERY A TOREIBEER R HT o LT — DR it - A F]
R85 EUEE T SN R &l o B BRINE R (& o] LA S At E - = 1t
IR R 24t GIS B E 03 » i al$E Fpg 5 53 MR (U E E) 55 > 2013) -

TEER P R A TRTE 5y ARamSUEH T (BB (Conditional Random Field) &
TEEREERE - HATATF RN S AH A TB PR ATHE (Zhang et al., 2007) (Yao, 2011)
(Ling et al., 2012) (Wu et al., 2008) » =] DL i 2 — s 1F Y S 2 ch ZE B HH 4H 4% 7
B8 A E i A—(E CRF-Model B #2235 2 A 15 HH Ay B {8 48 H A A T R SCAH AR #4 7
R o B 2 AR ERE T R E B N e A S ERS R - RILA 5 R T B0
REELIE VAR - G140 - (TR F4EE R RATRAE  ER R E4EEs g R4S
T EE AR E - FI0 AR - B3 vaniik - Fy gt E S B AR -
HEFERABATE - I —(EEBNEE NS A SIS L ER T E 5 -
REERE BB SIS AR S X FNEE  HiEtEBtEam I FI &R -

By TER R WRRE LU/ D A 1T B BEEE > AWFefE H B8 )7 NI 4%
Bk T st SR AT = H AL (40 104 SKIRAY ~ Ba¥ - TR -2 PR4guh) 5 Parser
S K 2 Z AR AR & - I DUS B ELARHUS AP R 2 i A E B el 17 i
500 FFIA B BTk 0TsER 4k CRF FRaRERCEAY o 2RI —{EHbik 7] B8 B BT 25 (E 4
Hoo o EREE (A E A A RE R > RIEEFAMUSE T Google Snippets
EIENSRERHETTILE: - AR SCHvE —(E TR R MBS S o Y — (48 E AT
e &% ER 2 2% - FoMB4 = DARS BEAAR ET T 048 1% - T RE8 =0 (heuristic)
AR > SRR RS T A IR R S B R A R A TR S -

A2 &4 (Su, 2012) (Chuang et al., 2014) 7 155 » & HTCHAE E _F S HE g A
=4 H (BFE Yellow Page Bl Surface Web ) #E{TRG R A THHHAL - Fr Yellow Page $2{it
T K ERG R A DL B R N EC &0k} > T Surface Web HIIFIJF (Chang et al., 2012)
7 RERUERIHEE 4 T Al RE 2 G L A4 E B E B - AR UIE AT RE S

BEMIEY P H - BEMENIDER - KEHRAWE B C AR BTG
RATRECEE R R > fRHH T —(ER R MRS J77E7 B= A8 - k4 H
MIRTRE - R A 2 EEE - Rtk — PR AR UCHE o AWFFEE = (EE AR A1
SRR AMMAY T o ik B 5 AR A I BC B E RS By 0.57 -

RS A - B—EieiEsn o SRR ENRE S 8 B ai AR
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Fraa o S H Sk A SRR AL AR BB LAY AR T 92 35 =812 077% - Eafdll/réadn
st -4 E A~ T OCAH SRR D DA S Mk B SR AH A A TR I C S - BT B2 F A
STEERAREHE S - (RIBRFIAV I - BRI AT E RS R - &%
AP LA AR R EE -

2. HHEHRTZE

SRECHEAE B & AP B = (E 453 - EEHEHL (Information Extraction) ~ HZAGES iR
( Natural Language Processing ) Bl :fZ2 (Information Retrieval ) - 38 =& [ 5 A1
g o (R EEHE D) E & B PRV EiE o KEL ARG - A R S AR LE
PHAFEEE R L PR U R E BV 772 » 1 B 2AeE S R BRI EE > A\ T 2 sy — (@l
732 BWER BEM LAYV R E A B HNEES - e RAZERCREE R LA
HeRGEEREERETHET (rank) -~ BILES| » PR BSR4 -

AW FEAR B R AT - Syl R eA e R B itk B E - kR &
FHE B an ARG o MuHAE R E AU ARt L & SR - (E S A kA4 H R
HUHH ERZ #hHEAHRE Y& AR - 40 - BEEE - 49hE - B FEME - BFame-EEE o SR E R
HIlfE By T B0 Frie BV R ER G S » 40 A% ~ #hida ~ 40850 - AR RT
IréAE R T AHRBA T -

2.1 Aty E IR R R AR R

ARV AR R - AR ICH A SR B I - ZEHUt A A
PR BT RS [ fe it PrRE e R Ak - H Riryi=5 28 » (52 Google A1 Yahoo
53 E 2005 B 2002 FEFHAATE AL T B A RS - 1S LE ks o ERE th () = e iEa
FERPSMEAY UL POL EER © (Dirk & Susanne , 2007)F Af2H T —{E LA B &
BB =G5 - o] DUE ShE s EIR o HUS S Z= AR S - TAE AL MTaR AT AR
1 (Ahlers, 2013a; 2013b) > RIS EAE LA (E L4 H (5114055 5 i1 Wikipedia fH Y i B dy
FERG o R HiEEE POI HYBARERSHE » (At Chuang % A (Chuang et al., 2014)$2 ! DUE &
(Bt -« m H e BT B = TSRS T & A AL AV » B B BN HE R
ITEEY & B 48 B v DA P EN IS K S itk - 2R kAR A 3 v DA 2 28 BB TS R & 2 1 -
R IR AR A BT -

2.2 il BEAE R & ER R

HHE RO RE R E R R AT ARV RE K » BRY RIS RSV E S - FEHEH
HEHEEER > 4F 2009 4F Li f9RFZEsE (Li, 2009) » Li DUFFIfESE (Sequence Labeling) I
CRF {5 S5 B b1 1YL SO R HEF TR SRELHIER - Li ARz @by Re R T T 14
TR0 G A BIEO 25005 EEp4E R F-measure Z %] | 0.913 #Y#ERERS - 2011 4F Huang
RESE T LiHWE9E (Chang et al., 2012) - K 17 fEEE LR R BIEO & 10 FIfEIFED
% B 10 B AR BB FUEHIRE 1155 - FRFEICER AR 3 #7751 (Maximal Scoring
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Subsequence ) #E{TZIE - BIEO HEEL/ERYE ER%EHR F-measure 497 0.96 % 0.99 [ - 10
FEECARIFE 0.94 % 0.96 7 i -

FERA &R AU A B Y B 9% - B AV ST Atk fRE B e st ik A
HYERAE » A0 ¢ G - 494k - EFEF - im - FEE o TEVEAESHE TR RN
HEgHtaE > FREFTRERY BB - BRI EE R ez A R A > e DR R —TE
EFENE EEORHEEL ( Deep Web Data Record Extraction ) f#9—7&EE5 - 7 Li (yfged » ¥
TR L FT RIS - EE6fEE (Text Leaf Node ) & {ECHE: - | 75 b 8L E G 2 AR
G EIE T - Himl Tag AV (LE (EE RS o (2 Li iV ABNEE A RifELL EAyHE
HEAERE & SAHERR A A SUREL - B T A ILRTRE > Huang &5 st B S bk PRAS A AR (DL
TEH > BSHERBETT Li 197708 - &SSOt b AH R & AR & e - Li 194
e & ENFREL Y F-measure 2% 7 0.8689 » [N A T Huang FYZX#ERI$2 5. 0.0233 -

2012 4 Su (Su, 2012)#%35 Li 1 Huang fyfH0E 6 (L %240 8% (Record ) Y ZE £ 15
F( Template ) Li B2 Huang B0 > RS2SR oA (o] — 2 58152 14 DRI Optional Data )
FLE S R I EHEETR - By TR IERERED Su i 2010 £ Wei Liu A2 E A 1742 ( Vision-Based )
fy& Rt sk (Data Record) HEEUHEE AR EHbEH B EHBALIIST S - dGEE(E Li
(e ES - ¥ F-measure fH 0.7912 #2552 0.9504 -

Li ~ Huang A1 Su AYb5E & LR B RHUSCR L - (B AT 248 H 71 2 i
HET & o TR R AR B ERAVRE H A AN PR T R - ATEOATS IS H N & 82 POI AH
RERVEGN » A AT REA R EZEAUERRAVARTE » RIL > AT ZEat B L L Sk A e 2 4H 45
it > DIAR R B B AL e & -

2.3 ISR @ in 4 E RE PR
GOy A= o 7 = P £ R (2 S i - i A WY 7 o ) M B [ 2 %
ERHFTANGFEEEERNESE WA KW ES A /LU 4 (O0V word »
Out-of-Vocabulary) - HEI&ENEEZETEAENANEFROTEARAENESE - BRI E
B AR A P R B SR S E T R S T B A v R AS A -

H A& 31 2 HhoGH S A R P RYITSE (Zhang et al., 2007) (Yao, 2011) (Ling et
al., 2012) » 2007 4E Zhang ZE A DI AR HE AU I E (EISRER > B8 CRF fH7 g
REACESTHER - BRAIIVRHECE - B & Raiddn i S fEar 2 E#e (is Named-Entity )~
i SR AH SR A4 T BRI - N2 BAAE RS N T S0A( N-gram )« 7 Zhang Firfi iy & B » F-measure
% 0.9794 -

2011 4 Yao (2011)HIE s SCaH 4% 4 f% oy By = B% « pirEsal (Prefix words) +r1f 5]
(middle words ) +iC5%z5 (mark words) ({341 = E+iEEE+AE) HABRMEA
HURET - (ER BTTRGETIIERET 0% > BRAASAEIVIEE - FMEERE  Ioa bl TR
HEITEE - TEREREE U ) T Al BB R ~ P PEEE
F o~ TECSREEIRE Sy Reana ) A T AHER AR/ N ERY 10 (o BRI EREA T A
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RAEIEER TR - DR - #rEedd b= EEm B Mnhy HEE SFEIRE
ok SRR A 2 £ 0.959 S [BHE RIZEF] 0.8724 By 4R [k 5 o] RAEHI(HMM)
BLE AR (ME) -

2012 4 Ling % A (Ling et al., 2012) DUHRI=AYHETE 754 ( Rule-based Named-Entity
Recognition) #¢ak A B HEELERAEATETR o Ling B Joiaiiel & B s i S 4R 4% %4
TR By 2 (& dfiEs (Modifiers ) +1%,0F5f#ER (Core Feature Word ) < 7E47 53l SR &K}
% HHE RO ORHEGE > BT O RHEGE E (RSB IIEERE - Wik 6 /s
FURHEL (left-border features) FETAH&RAIHATIEES - 7EEUSAHAR A TE 585 2 1% > FIF
54 ReER 5= (Debugging Patterns) #E{T{EIE - &M EREEFEUR > Ling (19
755 F-measure 5% =% T 0.8573 -

SRIN it o By 2 B T Rl 2 A R B AN A T B R SO — R A E R
KER - FE LEENE BEFES G EREIUH R AR - St Sk
A

3. PR TR RO 2041

AWFFCH&LE (Su, 2012) (Chuang et al., 2014) 52 LLK: (Chang et al., 2012) 27 #ihl-4E
A4 » KRG E ERES A4 E (5 Yellow Page £ Surface Web ) #E77
P R AR R E - PRAPT 22 So i iR & GUE R Ay w4 H - AT TR R AR L -
Z ARV R DS R H ~ REEREE - SR E - REHFEEE T —
B P S P 2R 4T

3.1 R AT
A7 s B H A S REUH TR IR R 4 SR R A E T S fEEE
BHHENTELERES (POI > Point of Interest) ~ BT FEAVAH 45 2 fl Rl fn Y W P 4408 © H RifE
HERSHRIHIE > EE I FYIEEELE (Sequence Labeling ) #7548 [ (R FEf#I (CRF)
FADETHRD > AN SR ERENNSRER > R N TS AR - AL
FIF B Z AR A E NS T BB W DUMEC R E ST E 1 CRF 514K
&kt o & CRF FlSR52 8% » I nT B NS BT R AR IR AEER -
I 77 A 4B AR FTHY B BEEE ~ DRGSR R =

FEH Web LAYs HAGUEFTIEHLAVRE R &R > IR DARUS T Hibb-pa R Aig ¥ ) %
B WIISRAE E BT B ENIERC - AR EAEEOE 39.6 B M RN EENBR LB
= 68.8 & AT S 8 > SAHANHEENEEG TR S FAL
HIFG %% - A » FPIDUSEMEE CAIRY RS B A IR R ks 2%
HE B E T IE E R ERE R A0 > W E NSRS L H RN R 4
T BFAL S IR RIS (Tag) 2T s tepg X414 - B 1 AEBEZEHE)
L EBE A SR B R E
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Address Google
Crawler Crawler
v v
| cm— - -
Yellow Web FFFIRE{E | Yellow Snippets FEFIRE{E
Page Parser Pages - Page Parser -
i
— e — —————
UniLabelin . . | FullLabelin
Address- : Limass by StoreNEs .
storeNEPars | | e [P gmisame \ M PEER o
) I —
- S

B 1. 1555 B 5 R H B0 e Z0) 22 Snippets B 8)FRsC ()

AWFE YN AR 2 T8 & ERR S U EE Google #8125 [ZEE2 L[ 20 Z& Snippets » i
DI AR I 2 St 5 2 Snippets Hiya) T #ETTAEAD » SRR (E(E R4 =2 &R E
IR PSS AR SO R S BRI [ R - 40 8 — A5 [l P > LA Google Snippets &y EREAR N R LR AR
T E R AN E L B AIRE R A i B (72 Fy UniLabeling) - 1
T PR PT R 22 A AR TIEEC (2 % FullLabeling ) - & B B DUEE (44 B Ry &0k
JRIERIE T AHE o S SEREREDR IR0 T Pk -

o HigH

HHE-EFRGHEER  ARGELHEM Apache Tika™ (Apache License, 2004)5R¢4 H Y
L FE RN O F N B R A TR ER - B T (EF5IET (Tokens) HFEH58E
WER - G ITA 2P FTIRER AT o BIINRIARESE T (- (> (L SRk
T WRRERESEE S A HATE SR o JREGIARIREESE T (- O~ {0~ (g
Gi—HEE T [ o RBILERESE Y B RHENERE - B0 BRHAT AR - ik EEE -
] F LAE R T RE R ARV P BT S AUV ENERE A RINRE SR > 4
RFPBIRIE - TRA PR -

7N 2|

S RSHAE EL I A AR SCEEARLE - R R E A E SR RN - i
BRSNS RS - NI AR RO T TR EHHER - 47 B
M S R SIS S5 72 2 - 5T PR 4R &) T-HEA BT (Training or
Testing Examples) » {73l R, - FRIEEAFIIRR - PR P48 E Py A R0 7
e ROBRZE VRO ~ DU = (BHATTRTI & (IR (Delimiter) - §SC 4] Byt
SEHL(Block) » A AR GBI EATREN LU= SR — ISR
BN R  T A G A T R R AR SRR R ARG - IR
FESSE + B = (7307 R (ML AL 5 PP B A B T T, -
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o [P B T BT

—MeER AR > EALPEE T > AN A KBNS EEN: - (HERAGHTENE
¥ NEMS4 e EmEFfT - (2R AL PR T 4RI FEEs
EF AT L&A E MR - Gl " i, ~ T EEE AR PETE
FHE R R > T18 e Tyrn Iy, ~ THO1 MR | KR IiET TS sE I 0 88
ROk, ~ TETERMEEYS  hgeEs > T EECEEEEN ) - T ZWER S
Ry o B - B pg RAASAENEEMEAA F RFS - AfgE+ e sE@hEE - H5A
HgEl+ 4 eE B EN R B eSS+ a5 AT DAGE MR R TR ] RS A B R
& - HIEAEFSIEIT (Tokens) AY#EEHE | Fe{fIF|H Stanford Segmenter 5z POS Tagger
HRHE E Y S N 48 B s sl tE (POS » Part of Speech) #8250 » DA Ky BEAL AT T/l 4K
BUHIE - & EBrE 5] > FLL B~ 1~ E~ O MU ARpE R AfEnvtss ~ i ~ 45
FE ~ DARIER R 44T -

o &
— i ANTEHET— B R S P R AT S RSE MR 25— T2 /M2 ( Outside
Feature) - BFEFHECEIERER LML » HEIENGEECA SRR AT > HE
AEFTHEN YRR - 55 AR NEEE (Inside Feature) - NEBFFHEBEFRHLIEZIATH]
BrEat o R A% KB 2 A 2 = (E 5y Fréi sk - H4 (Real Name) ~ FEfHEL
7% (Service or Product) -~ irffEf:EE4x (Landmark) - EBF2ER @ T g 3C &R |
FILAYRRE TEE/3CI ERRSE | B T EH/3C BRE | - B RIEE MR AR g
ErEAERE > Bl TREERS 2 TSR, > H R EER MR EAM. -

HMSET AR R 40 - e - 5 - R - MiETOEE - Gl & s Bl
B % EEEFEYIEETT (Tokens) ELUERE T FE AR - s rEaHE
MsalsHYFF 2 (Landmark Feature) - 55581 > FMItUcsl: 175 HEUEAVIRTS ~ A EILE
B WRFHIEIT (Tokens) S HMEBE P IVGESZE > BLE T~ EAE mRBE R E
( Service/Product Feature) -

ERMAT FamWE R MR E L B4 (Real Name) #YE 5 > 44H
PN BB — MR ST FE S [ Y 3t 5 A I 4 B (O e S B HH 3 - T DR — B SE B ) 1
o AT — BT A B R AR - A0SR —(E PV BE T (Tokens) 2%
ARETTHVFEEEEHT— [ PP BT BN T - SLE ARG RHE (Start Feature) » S22
i BT AR TSR EC T — [ RS T BN T st A SRR (End
Feature) o {54 : 44 HPHVEERE " [Pt H(H 2 6 PO RRAET A Pl g RS i (ER B E R 22
FEYOREIFZEF! | B E RS T g B AR & §IERY TR AR —
FRAI BT B TF5R - & B s B CIREEEFT DU BB TIIEE ) Al B A 4ERER
o RS R BRI PG R AT A iR HET & SR N DR O A SRR - BT TR 4aF
(el
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NO. Feature Explanation
1 Token {E Rz Individual Word, e.g. 591, FHE
2 isPOS a4 Part of Speech, e.g. NR, NN, CD
3 isStart ARSI ¢ fisERETH
4 isSymbol BRFEE, e.g. (, [, breakline, !, :
5 isService/Product| JE&ARES/E LR, e.g. 3C, EH, A, #BE
6  isLandmark | JEFHAEE, e.g. B, HE, AFE, JE
7 isEnd BAFYIGER 2 MsEsER
3.2 Hhhk-pe 5 A4 R UTHD

ERMA Tk SR R AR R - (1] ARG THCES - R S BRIV R R R RA
FIT DA S e g1 S R 3T & B IR =0 (heuristic) BYBCE 73X « B Ak Mk IR 4G
W H oy R FIREAE > PEERAENE T Ay IR B SR 4 73 Rl DU

B ¢ B AR FTERTS A (Text Node) 75#838 50 (H5 st @riie
FE A (H2EE 2) > B S E RS — N BT (Snippet) -
R M4 E R 52 AT 5 K55 B R B G S B R 5 RN Bl - T
e edia cafa JERE RS | ~ TIRWERZE T 3C BHPG | - jat RYEE e
BT SCEER - 3 EATNTE (Outside Feature) -

ST ¢ (8 4O | R 80% YA A A I B P AR
% (DOM Tree Path ) » Lt @EFAE E S E I TAE R - BLAER epTA4EnS -
R AT B A RSO - SR AR
A, - ®-©- Hiik « BaE o EEEIE N TTS0E (N-Gram) HIRIE E > R
A FIEEERR, -

SHEYEE M (P S 3 S A EINTSI S (DOM Tree
Path) » i L - B 27 B < S B AR R AR R (R RSB 4 e
R A RB S B R TS » (EIUTT R R R A IR TRTSE - B35 - i
B~ BRI AN T 8 % - JRAEFIF N-Gram B
P -

VEREZEN4EE (Detail Pages) © & — (4B R 148 E YA 18 FIRT SR - 2%
1% (DOM Tree Path ) » {ELEH -SSR ATR AR » it sk el B e N A e >
RS (B EACERS » ML FIR 5 AR A IR SO R RTESAE (DOM
Tree Path) » F&fFIo] LIB MBI M (TR 5 AARAIIETE -
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MR MRS WE Yahoo!#7 E Bfos 52 HYahooS BRI 75
| LR » e R4 5 EEnA @ WeChatfys b2
W BT ERRFRAIEN
2 A 0 FE R R
Tk« ¥ - . ~rig
TUFRETRER - WESIEWIES IRPRETLAARA] - 12T S S R O (S R e

i brogeneliositen BPEAER  IEES

2 ..“I...._A-’ﬁ-::I * R WYahoo! R TR BLEH BRIE SR E TSR
£

HO RN |

=il FEETE © 2013 Yahoo

Yahoo!si B EI L EARIEHE 1158 LRI B E = M 31663

Yahoo! IS RHTN RN = MIR0ORT « {210MSCIRIEE - AN G005 @ITF - MWW
1R N - B - EFENNOUIRTS - WS-SR IR - TIRPNELE - SRR NN« LN

(@ (b)

104 A DR

YArCOl s RN 6L B Yahoo!EN) 5

----------------------------

Eusnmsge pranregsgrs

() (d)

2. (a) GAZE4REA (0) ZHHERES] (©) FEHEREA (d)FEFHA

A

RS T E N S Mk P AR X A E T A AT - (9 E RS ~ kAT
k1% B m A P R 44 - 5 R — @itk RIS —NEAL 248 HARRE TR BV R 408 « H2K
DASET Bt P 52 0T Ry (B ST EC e 5 > T bbbl ARG 5 Rt ik B P A (L B Y
A FAT NI 22 SRS Rl e Ee - i " Hhhbk{g | ARt BT L B R R TN
HIPE R AT B FLEHE e - & (BB EREAE E0Y - & DI E P R S R R
R Py B » FE RS A FEE AL P b R T Y 22 4 -

BEE =RV E - R4 H A B (Template) FI14C$% (Record) FiréH
F - TAH E B AL 8k & I B AR PR T » AT DA AE— (B 2 PRI ST SE I8 Fy Wrapper
Induction - H Y2 % 1 278 —(E 502 (49 H N 2 S A4S SR B4 8% - AT (HE
T TEX {E BifiBh T H (Hassan & Sleiman, 2013) » TEX &2 —{& Deep Web Crawling Tool >
A DA B4 H YR A8 XA NS E (Rl A (TEE TRy TextSet) - i8S & S (i
AR (Shared Pattern) & {E4CERAV5TFRERL > & B FZ LY ET%
TR R AT ERIEES - #5H TEX (Hassan & Sleiman, 2013) fHEUH4E E  BAFEEERY
BERLERL - B —E BE R R R R R 2 A4 LR R A R AL E R AN A HY 20
% LA > RIFE [EPEHYFE e R A4 R 00 Ry e R AR TRO 3 - BB = - 8 2 Y
" RK 100 5952 | A9 A1 CRF Wk 2k » (H 215 FAEuE Y A H + - ETE A A
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"GMEERIEE | ~ TERPERDORE ) - FEMRIhIER R A > T RS ER TR
K 100 5952 | BLRPR A - AZ4T > FIRER 0.2 - BIRZEIRYE 20%LL EAYAE#
R R R AT AR H A Z BT Sl R R i R 0 -

Missed Entity Extracted Entity

MEERiL : MU SEEERRRSIRLE
BIEES ¢ (03)5310605

BEEAET

E-mail : gmhairstyle@®yahoo.com.tw

o BEED:
« ERE:

g ERE

74 E-mall : x7517x@yahoo.comtw

+ BEEW:
« EHE:

ﬁfﬁ%ﬁ}i‘ﬁl

i HFENERREE
EX100NES—MTH/ ANRRE RE-RETPE GERNAENSL REET— . .
MENNENEER MTAPARBHNERS  BASTNA - AE - FATRYAZE | BHEEE : (02)26477911
REPAEN  RERETLRENETEE - HEA5H

Node LISt by TEX E-mail : bossking0857 @yahoo.com.tw

ATl M= el
ATgBmR 700 2R —— (mAER

- ExEH:
« E#B:

67 3. FERFE RO

ERPIF AR IR T RERTR R iR - RIBHGETT EIRACY - B HEAEH B
RS E A EAIEC T SR EUENE - DU AR b7 NS BT T T N E TR
{388 > BEMTUEATAVIRSCICYS - EREEEAHEIRY - DUthhE AT T RIS 54018 R B 5 - (HOBELAY
QA DUMMHE B SRR > TEDREERC MR E T - e TS

SHINE AT LAIE Ry B $ UL Google Snippet 1% - iS5 £E Snippets A HeEfEE
gy - (B2 AT PARIR 275 K B BT BRIV A H 12 & il (51 - B DAE I 5 418
i1y Snippet Gkt CRF fR2AU1% - i E LU IR Ry BRSR 7 AT {S 2(HYFTA Snippets o » H}
i % REI B S AL TN AL T TRCES -

4 B

R B A 72 2 TR R AR - R B T ARG AR TEC Y - PR RS
(AR IR E R (AP B AT - 55— TSRV BB R R A S - ERAORA IR » 5
— T2 LA[OIFTESAY4Y 50 E{E R A M H EFFRER - FELORATR % -
IR 39 EEEA GE I HE - &R IERLR S 19 BEGEMIE (5525
*®2) - EUBEEDBIR - RPBERDESI Y 100 (E4EY5E - B E4E0S 52 RE i
HU 1 (844 HH#EfTE B - {H Detail Pages AARCH AR S L(HMEH » ArlllEmIkEE T
11 {El48uh - E(EAEEHEL 10 [EEH - Rig¥iE 410 R E A TGRS T 10,457 (@54
THE (ERENE R - eI BE Pk T 30,000 (BRI SREEAS - 1 51,775 {E DL H B
SUATRRCHYRE 2 44T o
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2 2. LUEF) B R BB KI5 et i 2R B

Raw Preprocessing FreeText Foot Detail List Sum
13,224 100 100 11 100 311
508,038 396,093 100 100 110 100 410
272,987 190,180 219 156 467 807 1,649

1,841 1,975 3,855 2,786 10,457

FEERAORZME ] Google =5 BT HUSHIAIH N7 B: (Snippets » 55275
#=3) o EASERATE T - LA 11,138 FEpg R LR T - DIEEEChY i =E
A T RAfESIGRE R} ¢ SnippetUniLabeling 1 SnippetFullLabeling » #£ SnippetsUniLabeling
do FAIE LIRS SRR R A Snippets sy a) - EETIEED - MR T 222,121 (g
Z 441 > 1 SnippetsFullLabeling H » HISZE PARTA CAIYRE K 2418 Snippets 1 firA 4]+
AETTIED - SRR T 390,113 (BG40 - FE R EIAVIEEC 7 = AR R E AR -
DT s s PSR 1 2 - AENENE RV AN RIDL 6,963 SEithihl FsRRsE - - Ll%ﬁ’i%
b FE AT 20 PR ERAE R (Snippets) - DLE BIEEECHTE FEMETTA & NER RERFL -

1% P SR AT T3 SOHIE, -

7€ 3. L{ Search Snippets 3 E A IRH 58 E T B

#of Store Tag Stores  # of Address Queries  Stores (Auto Labeling)
Queries
11,138 222,121 6,963 70,449
11,138 390,113 6,963 70,449

55 P B Ry ik B R AR EC I IERE > ST R EIERIACHE LS B 77 ZAEITEC
o BEEMEAREREE RIS BHIEEE S Cheuristic) FAHETTRCE - 5 —FEZE DL
Snippets 1 £ PG R ATH A e IR RECETTECES -

SECEEAVEEE DT AT ¢ BRI IR T H P R AR AR L AR HE R A - (HIR 2
B R S DI RE B TE HH A8 U > il - T B 2T TEPTERKEUE o TEEPT
CFEAREYNABER LB PHT BRSO » R 4 R L R i
Bl - R A4S RS E & EHEE 2 (Gold) » FRMENPLE ERE » H R ERIE
WELEZEE o > A4S 0~1 2 RV 73 - WK 57 8GR Precision ~ Recall ~ F-measure :
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{ L if SysTagfl&Gold

Gold, SysTagtt¥15y% = { TagNELength L

GoldNELength’ if GoldEl&SysTag

Precision < YT g PRHTIIFTA BIZR HIREG oA HEFTLL AT 7y BUALL
SysTagFiHtak IR AR TR EE

Recall = 2% Tag¥tsk I PTA R R AT PG oldiEfTEL Y 73 BEAT

ANITEEECHIFTE R AR

BERERPAE 53 > ATDABRVE CRE MRV R BB E a ittt » B, FELA
TE T2 73 B A e o AL R Y — EP o B R

4.1 PR AT

TATE S ME R SE R E HE AR - B 1R E RS E B RE 2 - BTk
LA Snippet &R » 43 A E 5 T Uni-Labeling 1 Full-Labeling 1954 4E - DL T f#4E B
BIIEEC > AR R RE IV AR TR DR AICIR sl 4 R RS R A 175 ORI,
B A GRS R AT S AR > [ERAEAR EHENE R AR - Rig2 A
FENAE RS R WA o I A& W -

08 Whole Page NER 60000
0.7 50000
0.6
0.5 40000
0.4 30000
0.3 P——— - 20000
v \ _ 10000
0.1 T Y \ \
0.0 S NN N W/&\\N /%//’/:\\\ ///é\\‘\ 0
’ TrainSet1 TrainSet2 TrainSet3 TrainSet4 TrainSet5
wiwis Examples 1000 3000 5000 10000 30000
N TagStores 1469 4244 6664 14858 51775
—t—Precision 0.617 0.594 0.672 0.621 0.451
—i— Recall 0.076 0.121 0.167 0.203 0.258
F1 0.135 0.201 0.267 0.306 0.328

B4 CBERT @ FIREFREHEL FL HIEF

4 ZISE R EE Precision ~ Recall ~ F1 2280824 [E - B B8R EISHER}
BEET] 30,000 BEAFIINE - PHERSERMKAAA 0.328 - #E7X Recall EEHEA - (HZ
Precision i KMEHY N o 2V R R A se A FAMIAE A B EiEac E A g & Bl - 3
A EHTA CHIR B R AR TR AL » FTLUER T R EREEsE 5 (JEEs BIE/S ~ AlIfE
i O) o RILAE Search Snippets Eharh - FefME sl PRI REERHEFE S BT EC A 58 2 W
{ﬁ:ﬁﬁ% °
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§ Snippet NER
©
S 09 200,000
L 08 180,000
S 07 160,000
3 .
= 05 120
B 100,000
< 04 80,000
- O 3 ’
% : 60,000
= 0.2 40,000
— 0.1 20,000
[N
TrainSetl TrainSet2 TrainSet3 TrainSet4 TrainSet5
Sentences 7000 10000 30000 90000 190000
UniTagStores 10902 15669 45425 115014 222121
FullTagStores 15289 21642 64379 189803 390113
UniLabel 0.134 0.243 0.176 0.175 0.086
FullLabel 0.564 0.624 0.679 0.740 0.791

[E75. L Snippets 3 BRI - FEHLZS |G BB B 2GR

£ Snippets T AYE SR - FATHIEL T EISE R SR S R R Y B
DUT fRAE B EhiEee b - FEER S R RS2 22 - AIE 5 For > {F UniLabeling #5570 > &
FRH s > Bl SRE RS A R BEEL A 582 ) Ryt > (H 152088 T4 ; ifii FullLabeling
AR Ry fE BT A R R A TB T TR > PRI R D > EE RIS IR B T ek
M FE P2 A-3HE > FullLabeling A3 RE A = & 0.791 -

ANi#fE Search Snippets A HIENE G IR I TRESRCAY R 2T TEREE - M2
HENMEECMEE o Ry T T AR AR BRI AT 4R AU AL R S e FE I AE 55— R [ERE R
SHIENESRL > TR E BI49 E 51 Search Snippets #E1T T 38 SUHIER » F/AM DS 8248 B | Sk
FRATal SR AT % Snippet AR B R A THIES - (SR LA Snippet o i fesl 4R &k}
Fralll ok IR AL ¥ 410 {48 BT THIE -

FERGERWFE 4 For > BPBER R ENEERES - B SnippetFullLabeling
Fralll o L AR ET ELA L PR - 2 D A1 5 B 4d B sl S0 HE o AL 7 A A A
sEEERHE S S o] RAE HEfEac o RS BRI RS R A fs AT E £ 03Il s gk
WA B — @A & KRS 2 Bl AR R R 2 -

GE M FERSERKE KM A EPERSEN T ENERRAE =@ - £ —2HE
PR LT BN SRR RN — B > EllSIEER T BRNTEMTRE S & TAE
AU S ER R A LTI - B2 MEBN —TESHERNBEREOR - DUILEE
AR DL E B TSR > AT RE SRR SRR AN S E A - R e R g s i s
(BRI 2B B EMEN A > IR SR e Sl S -
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F4. KA

Whole Page  Search Snippets

Whole Page Model 0.305 0.473
Snippets Model (Full Labeling) 0.310 0.791

B= 0 BIRMAACANER AT B OB TR R IERE - 5%
BB FERE - G5 EBIERCHYEE —IEEE - T LA RERE XA RI4E H i -
AN AEETHMA TSR EE S FERRASETE - Nt SRR EF
FESSERTRI R M AEAEE RAVERR » E R G E AR TR ] AR DR IR - ATRERR
Z{5 ] Hadoop B2 HAAM B &80 LUFTA EXIRI B X A TIRAC DUR AR i -

4.2 Wiab-pR A ULRCIERER

6 & SnippetFullLabeling DA [FI5/I SR AT 3146 L A AL ST S IERESR AR 22 - [ o
BURE NER HYREEREIE S0 > Match BEPRERSE BT > (HEATMIEAE - MAEERBEH
FBERHTERRT - MR EPRE P AR R 41 - (HEEHHREE S (heuristic) HYRC
BAEAT > W DR A RCHAVIERER - [ 7 2 Ls B HE K ERACR - Hik-pE 5 S ECE I
HERAVE RS R - DI —BIE - R EREENERT - ARSI ALY
IR - o] LURFRC 4B TR FR A 22 0.951 » I IERERRAN S 0.573

Full Labeling Performance Sentences,

09 130000 500000
S o8 180000
S 0.7 160000
© e — 140000
g 120000
“ 0.5
od 100000
£ 04
5 80000
£ 03 60000
)
o 02 40000
Z 01 . 20000
= 0 — [ ] 0

TrainSet1 TrainSet2 TrainSet3 TrainSet4 TrainSet5

[& 6. SnippetFullLabeling A/F34F ZFIEE7EZ 1 » NER #f Match gyg:4#
5. &35

2014 T —(EfTEERERIRH - RERVEMIERE (LBS) NILHEAL - i POl EREEE
L TENSEE K ERAVEESA T A R E AL - L —(E 52 %Y POl &k » T LA
SR E A E FRR AL R EFAY AR o #hibE PO (VB BN SR AE R b Fr (22
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Whole Page

o=
b o

0.8

© o
o N

@NER

I I I I I Match

FreeText Foot Detail List Average

7. LB R B ERRIIER IEREE (FFFEAE - 4,398)

NIRRT > LA R AT E (E1E =5 | SR T HUS POl AYRHRBHE R » B oT DA T2
7. POl &l o

WAL ERE LU R T A& - B SRS RRECR T8 H AV T R
AV EEAEERS ERYEEREL POl UL SR/ D3 25 o AW 9E s R B B b R (a4 B A T
R > BEARZ IR A 2 Em A E PRI SUER N A4 HBEFE AR HE (i
oA WAL L) YRR R ARG T R 4 E RS AR LS BT LR
0.9514 fyXERE% » [ 44 IERE%HI 5 0.5726 - 1fj Google Snippets 7545 » NER U(BES:
555 0.791 > B AR i = fy 0.632

FEEREET  FMERBEEAVEC B RI#E AT DIFEH- Detail Pages FYRC % (FffE
o (HEHGEARABEG L EBNPELER - BEE TR PIRF R AHN YRR
GEIR > MBS AT DR (E 75 m#ETT 0 B — 0 RN R D AR BERE > (R RS
BRI AR RE RS A R A (H R RS ETHEMNE R - fERREMEHE
REFESMEP R ERIEEAE A CRF - $2 A B X BRI HEREER © 55 =2 H 0 B A&y 2K
& EEESDA (KE) CHINMERAHE B E B E IS &R E A ER
ﬁ:ﬁ% °

F1 (Score Match)
coO0o0o0oo
OFrRr NWPMUM
L 1 1 1 1 1 1 1 1 1 )

SR
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Public Opinion Toward CSSTA:
A Text Mining Approach

Yi-An Wu* and Shu-Kai Hsieh=*

Abstract

Extracting policy positions from the texts of social media becomes an important
technique since instant responses of political news from the public can be revealed,
and also one can predict the electoral behavior from this information. The recent
highly-debated Cross-Strait Service Trade Agreement (CSSTA) provides large
amounts of texts, giving us an opportunity to test people's stance by the text mining
method. We use the keywords of each position to do the binary classification of the
texts and count the score of how positive or negative attitudes toward CSSTA. We
further do the trend analysis to show how the supporting rate fluctuates according
to the events. This approach saves human labor of the traditional content analysis
and increases the objectivity of the judgement standard.

Keywords: Policy Position, Opinion Mining, Politics, Social Media, Trend
Analysis

1. Introduction

Deriving reliable estimates of public opinions is central to the study of electoral behavior and
policy positions. Among different methods, linguistic strategy has been one of the most
widely used approaches in related studies in the field of political communication. For instance,
budge et al. (1987) utilizes discourse-level opinion interpretation and stance recognition;
while laver et al. (2003) and klemmensen et al. (2007) treated the words as “data™ encoding
information about the political position of the texts' author. In addition to theoretical surveys,
there are also numerous appealing applications on the political positions such as
abgeordnetenwatch®, where citizens are able to ask the members of parliament questions and
express their attitudes through surveys, and the members of parliaments also respond to the
questions. The dynamic design often attracts large organizations and political parties to keep a
close eye on how the public form and represent their political stance, thus enhancing the

* Graduate Institute of Linguistics, National Taiwan University
E-mail:
! http://www.abgeordnetenwatch.de
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transparency and accountability in the development of democracy.

Over the past few years, the production of huge volume of textual data has become an
essential part of our current social life. In this context, there have been growing interests in
applying text mining techniques to support Natural Language Processing applications in social
and political domains, ranging from subjectivity and opinion mining, to ontologies and
knowledge discovery. More and more attentions have been paid to the analysis and prediction
tasks from the social media (Tumasjan et al., 2010; Conover et al., 2011; Bermingham &
Smeaton, 2011), which set a new scene for the data-driven research paradigm for social and
political domains.

Recently, the public of Taiwan has had a heated debate on the issue of Cross-Strait
Service Trade Agreement (CSSTA). After months of simmering tensions between ruling party
and opposition party strongly backed by the student-led Sunflower Movement, the debate has
finally reached a breaking point on March 18, 2014, at which students occupied the
Legislative Yuan. This action of “Occupy Taiwan Legislature” marked the beginning of a
series of different political negotiations and efforts on this topic for both sides till April, 7.
During this period, as well-recognized by many, using of novel communication technologies -
Facebook sharing, instant messaging, sparking discussions on PTT, cloud documentation, etc -
have reshaped the social movement not only domestically, but also globally.?

The uncertainty among members of society over the implementation of CSSTA is
palpable. Due to its nature of easy access and instant response, the social media has become
the dominant source in opinion shaping and the accompanying sentiment spread. The
extraction and tracking of uprising political opinions and events has thus become one of the
most important topics that must be now be reckoned with. Though the task of analyzing and
interpreting the social and political texts has gained its popularity in NLP-aided Social Science
related fields, with the huge amounts of texts, it is not possible to analyze them manually.
Instead, we propose to use the text mining approach, which automatically extract opinion and
information profiles from the texts. In addition, this approach also strengthens the objectivity,
for the norms are set a priori, thus human bias is reduced.

Our work is motivated by the compelling study of Junqué de Fortuny et al. (2012) which
analyzed political opinions in Belgium by text mining of the newspapers. They used sentiment
analysis to detect the opinion of the texts, and found the trends over timeline. Gelbukh et al.
(1999) also used text mining techniques to analyze the Internet and newspaper news. They
extracted the information of the texts by three steps: finding the topic of the document,

2 Interested readers can refer to the cloud folder at http://hackfoldr.org/congressoccupied/ and the
popular forum at
http://www.reddit.com/r/IAmA/comments/21xsaz/we_are_students_that_have_taken_over_taiwans



Public Opinion Toward CSSTA: A Text Mining Approach 21

extracting the opinion paragraphs by pattern matching, and matching topics with opinion
paragraphs. They intended to discover how society interests are changing and to identify
important current topics of opinion.

As a pioneering work in the context of Taiwan society, this research aims to trace the
public opinion toward CSSTA from the perspective of text mining. The approach involves the
manually extracting of political stance related keywords and phrases, supervised machining
learning, and a statistical model of the trend. We focus on the individual posts on PTT rather
than news since they are more representative. The potential political or commercial
applications are valuable. One can discover the public opinion and response in a short time.

This paper is organized as follows: first, we introduce some backgrounds of the studies
of policy positions in section 2. Our approach to this topic and also the materials we used is
described in section 3. The validity of our approach and the results are shown in section 4.
Section 5 concludes the paper and suggests future works.

2. Previous Works

There is a growing body of studies on the topic of analysis policy positions. One traditional
approach is content analysis, such as the Comparative Manifestos Project (CMP) (Budge et al.,
1987; Benoit & Laver, 2007; Slapin & Proksch, 2008), where thousands of manifestos over 50
countries are interpreted by human decoders. However, this approach is so costly that it
requires a huge amount of human labor. Another approach is computerized coding schemes
(Kleinnijenhuis & Pennings, 2001), which match the texts to coding dictionaries. Laver and
Garry (2000) created a dictionary of policy position which contains the predefined categories
of political issues and the corresponding words. However, the approach also require much
human labor on building dictionaries, and the words are insensitive to the contexts.

A variant of the second approach is the research of Laver et al. (2003), where they
compared words in two different types of texts. One is the reference texts whose policy
positions are defined a priori, and the other is the virgin texts whose policy positions are
unknown but need to be found out. This approach is similar to the conventional keyness
calculation where the salient keywords in target texts are measured and weighted statistically
in comparing with the reference texts. However, as mentioned in (Klemmensen et al., 2007),
the validity of the positions obtained by the this approach is “dependent on the choice of
reference text and the quality of the a priori scores attached to these reference texts.” This
poses a challenge for us because of the lack of representative reference corpus that can reflect
the current language usage.® In this study, we adopt the second approach with a little variation,
i.e. we also built the dictionary and tested its validity. More detailed procedures are explained

% Note that Sinica Corpus had ceased to update around 17 years ago.
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in the next section.

3. Methodology

3.1 Materials

The material we used in this experiment includes a list of manually created seed words and
phrases representing the pro-and-con political polarity, respectively. 8 linguistic graduate
students from NTU were asked to compile the list based on their observations on the texts
with CSSTA debate. It is noted that the keywords may be a word, a phrase, or a sentence.
After some preprocessing, there are in total 350 terms for supporting CSSTA and also 350
terms for opposing CSSTA. We also use the texts on the website “J & s PEE " to be our
gold standards of supporting and opposing texts. The selected texts are used to do the
evaluations of our keywords.

Another resource we used in this work is the PTT corpus, a social corpus which has been
constructed and dynamically updated by LOPE lab at National Taiwan University®. As an
online bulletin board favored by many of the youth, PPT is doubtless the largest public forum
and social media in Taiwan, with more than 1.5 million registered users and over 150,000
users online during peak hours. Many newest information are posted instantly on the
Gossiping board. We analyzed every post on Gossiping board from January 1, 2014 to July 1,
2014, in total around 150,000 posts.

3.2 Procedures

Basically, we follow the text mining techniques suggested by Gupta Gupta and Lehal (2009),
e.g. feature extraction, search and retrieval, categorization, and summarization. The detailed
procedures are described as follows.

e Extract features.

We arranged the works of every person with the unified format, which includes the
keywords and the corresponding texts. Then we save the data in CSV files.

e Open-sourced Chinese word segmentation with custom dictionary.

In order to flexibly fit the target texts, we extend an open-sourced Chinese word
segmentation system®. There are many long keywords in the texts, which needs to be
reserved in segmentation, so we first create the user dictionary of every keyword and
load it to Jieba before word segmentation.

4 http://ecfa.speaking.tw/imho.php
5 http://140.112.147.131/PTT/
® https://github.com/amigcamel/Jseg



Public Opinion Toward CSSTA: A Text Mining Approach 23

o Establish the model for the classifier.

After segmentation, each text is saved as an document (a vector of features and
weights). The weighting scheme of the model is TFIDF and the classifier is a SVM
classifier, which separates the documents in a high-dimensional space by hyperplanes.

o Use cross validation for evaluations.
N-fold cross-validation performs N tests on a given classifier, each time partitioning the
given dataset into different subsets for training and testing. The indices for evaluations
are accuracy, precision, recall, F1, and standard deviation.

o Calculate the information gain from the classification model.
Information gain is a measure of a feature's predictability for a class label. Some

features occur more frequently with definite type of texts, so they are more informative.
The information gain is defined as

IG(T,a) = H(T) - H(T[a),
where H is the Information Entropy
H(X) = -2 P(X;)log; P(X;j)
I
The information gain is the entropy reduced by adding the new feature a.
o Use the information gain to evaluate the texts from the PTT corpus.

We search the keywords of every post. Each keyword has the weight of the information
gain. We sum over the information gain to judge the stance of the post, and then the
scores of every post are further summed up in a day in order to observe the daily trend.

4. Results and Discussion

4.1 Keywords

We choose the keywords as the first step since many terms can potentially reveal one's attitude.
For instance, the supporter for CSSTA would call students “&5{5”, occupy, the parliament,
while the opponent would use “¥4<F”, stay, in the parliament. The supporter emphasized
“(ZH”, credibility, “457%”, economy, and “fk:FF”, social order, while the opponent would
stress the “HA%5”, black box, “fT&/”, action, and “IF#", justice. The following are the word
clouds for two types of keywords.
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(&) Supporting keywords. (b) Opposing keywords.
Figure 1. Word clouds for supporting and opposing keywrods.

It is worth noting here that although opinion mining and sentiment analysis are often
considered synonymous in many studies, it is necessary to draw the line between these two
concepts. Following (Xu & Li, 2013), opinion is “a statement of the personal position or
beliefs regarding an event, an object, or a subject (opinion target), while sentiment is the
author's emotional state that may be caused by an event, an object, or a subject (sentiment
target)”. So as reflected in the lists of keywords, we may find words representing certain
opinions may be associated with a sentiment (e.g., “H¥132”, destroy), but there are cases with
standalone opinions (e.g., “BA”, open).

4.2 Classifier

We use these keywords as features to train the classifier. The gold standards of the texts are
chosen from the “H & B 75 E5” website. The cross-validation yields the results in the table 1.

Table 1. Cross-validation tests for the classifier.

Accuracy Precision Recall F-score Std. Dev.
0.850 0.850 0.859 0.855 0.040

There are about one third of keywords which can be found in our testing data.
(supporting keywords: 116/350, opposing keywords: 136/350) The results show that 85
percent of the texts can be correctly classified as positive or negative opinion toward CSSTA
by these keywords. Therefore, with the validity of our keywords selection, we are able to use
the information gain of keywords to do the trend analysis.

4.3 Information Gain

From the classification model, we also obtain the information gain of each keyword. The
information gain means to what degree the keyword contains the political polarity. The larger
the information gain of a word, the greater probability of distinguishing two types of texts by
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the word. Some samples are shown in table2. Some keywords can distinguish the texts better
like “3#<%", competition, and “fZfk&™, anti-CSSTA, and thus they have more weights in
classifying the texts.

Table 2. Information gains for two types of keywords.

Type Keyword IG Type Keyword IG

support i3 (Competition) 0.1242 | oppose  [ZHRE (Anti-CSSTA)  0.1013
support 4447 (President) 0.0862 | oppose 2’ (Movement) 0.1013
support  #24%{k(Marginalization) 0.0628 | oppose  [HEE (KMT) 0.0996
support  fE7i5E(Destroy) 0.0603 | oppose  Z&:#(Deliberation) 0.0804
support  3%71%(Fall behind) 0.0444 | oppose & (Democracy) 0.0638
support ¥ 5% f£(Trading partners)  0.0412 | oppose  BkET(Skipping) 0.0628
support  FIKHA#L(Good than harm)  0.0402 | oppose  {TEf(Action) 0.0528

4.4 Trend Analysis

While sentiments are always polar, it is not always the case for opinions. So instead of aiming
to do binary classification of political texts only, we turn to use the information gain to do the
trend analysis. First, we sum keywords of each post, and sum over the posts of the same day.
In other words, the score of each date is calculated as the following equation:
Score =) > 1G(w) *C(w),i = post index, w = word
I W

where 1G(w) denotes the information gain of a word w, C(w) denotes the word count of w, and
the summation first sum over the word w in a post, then sum over the post i in a day. The
reason why we sum up the values of 1G's is that since IG is the change in information entropy,
we can add up the entropy changes to see the tendencies of a text in the topic of CSSTA.
Higher I1G value means closer relations to the topic. The results are shown in the Figure 2. The
corresponding events are listed in the Table 3. The figure demonstrates the popularity of this
topic of each day, and the top spike remarkably indicates that the discussion on CSSTA
increases abruptly from March 18, which was the date that protesters occupied Taiwan
Legislative chamber, to the March 23, which was the date that some protesters further
occupied the Executive Yuan.
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Figure 2. The trend of the topic popularity. (For the interactive figure, please click
here.)

Table 3. Important events of Sunflower Student Movement.

Label Date Event
A Mar. 18 Occupation of the Legislative Yuan
B Mar. 23 Occupation of the Executive Yuan
C Mar. 28 Rejection of the appeals by the Premier Jiang
D Mar. 30 Demonstration
E Apr. 1 March of the supporters
F Apr. 6 Declaration of the President of the Legislative Yuan
G Apr. 7 Announcement of the evacuation by the student leader Lin

The Figure 3 shows the ratio of supporting CSSTA from the analysis of posts. We
calculate the supporting information gain over the total information gain, and also sum over
the posts in one day. We can add the information gains like the previous analysis since the
IG's are entropy changes. The information gains are added in both supporting and opposing
aspects, and are compared to show the polarity of a text. The figure shows that the trend of
supporting rate of CSSTA. The supporting rate drops on March 19, because of the Sunflower
student movement. The supporting rate fluctuates for two possible reasons: the quantity of
posts differs every day, and also the content of posts varies drastically. Thus the scores of the
keywords varies in a wide range, which lead to the fluctuation of the supporting rate. But in
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general, we can see the tendency of the change.

June 05, 2014
= Supporting Rate 0.573
0.9

0.4
0.3

0.2

-0.0
1 1 1 ' 1
Jan 2014 Feb 2014 Mar 2014 Agr 2014 May 2014

Figure 3. The trend of the supporting rate. (For the interactive figure, please click
here.)

This method can be implemented on the coming election. The dynamic process of
supporting rate for each candidate can be revealed by the texts on the social web, which is
more efficient that the traditional telephone survey. Moreover, we can do more fine-grained
analysis since the data is producing every day, and the We can ask, for example, how the
event or the speech of the candidates affect their supporting rate. There are huge potential of
the political interests.

5. Conclusion

Mining and tracking political opinions from texts in the social media is a young yet important
research area with both scientific significance and social impact. The goal of this paper is to
move one step forward in this area in Chinese context. We started from the manually created
keywords and key phrases of CSSTA, used them to build a classifier and calculated their
information gain, and then did the trend analysis of the PTT corpus. This approach involves
interdisciplinary fields including information retrieval, data mining, statistics, machine
learning, and computational linguistics. We hope that this text mining approach could discover
the public opinion toward CSSTA, and further reveal political stances. Future works include
more sophisticated language processing techniques applied to more broad domain of political
topics, as well as developing dynamic tracking system gearing up for year-end election 2014,
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method for learning to classify the moves of a given set sentences in a academic
paper. In our approach, we learn a set of move-specific common patterns, which
are characteristic of moves, to help annotate sentences with moves. The method
involves using statistical method to find common patterns in a corpus of research
papers, assigning the patterns with moves, using patterns to annotate sentences in a
corpus, and train a move classifier on the annotated sentences. At run-time,
sentences are transformed into feature vectors to predict the given sentences. We
present a prototype system, MoveTagger, that applies the method to a corpus of
research papers. The proposed method outperforms previous research with a
significantly higher accuracy.

Keywords: Academic English Writing, Computer-assisted Language Learning,
Rhetoric, Context Analysis
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—ZYIHITE - Bt R Em AT o

FIFAT RARRAAIIASE > EE Teufel (2000) HYE-LEm CiA5T - Teufel [olEERY R SUER
HIBSTESCET TV 2R - BT —E 2 Ram 0P 7 i 284 - Teufel  (2000) A
Anthony (1993) A AHEIMVE &, » F5E SO A B HGE B AT 73851 DL AN TR -
SN EEDUERCE S o MR R o KRBk TE R - TRIASE, -

"RERS ) FEESCE o 21k 0 RSO R THEY, ~ TS, - T4H&%, W
AIATAICERA o B T B0~ T Tramtids |~ TSI HRATA § > S8 E{ESC) - ARRZER] Teufel
HY 2 & - Teufel M3 - BEI—4HE BAVa R » FELIRSCE - AR
HI3Z 48 H B LAVEERHE T S 2 —40 % RAv R sEEL e - 7E3Il4R &k )T » Teufel {8
WO ERER » MIMERE R R sBe a8 R RE R - mfpreR A
WISt ARTAE  BIET TE R, (% - TiO0 - giAbE) » "HAams, (&
By~ J77% - 4585) > T&Tam .y CRIFTABHZERYELEREIE ) » FISCEnSSHE (&amscal
& - ERAVIER - NERYTHS BolEE ) FIufESCE -

FEEASOE A B SR BT ABIBHSE - AR —E R4 sELAEAY A TR R
A HENEE MM EAINKER - EMEE PN - 2R —EEEN RS
HPFH B8 ESCIHER - i) SEEI B A B Eam R/ - 4888 E - FMFIH
s S ME A RRELE IR Z T X > DU B 2AEE S B YR SR 2 51 23 im S B Rt
% WA FIE EEY -
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3. FE
By 7 RESst HERAE R MRS s CBRE T FrARRRENVE R (S0P ) - SREHUEEM R MFRR > &
MHFEREFDCCHREN AT - ATZEAEFERCY - SReIFF BT > @3F
BRAFIIIEE © LEECATE ARG E IR T77% Bl — im0 B B8 (i
“Recently, there have been ...”) > &8 \ Tl S Ay o JE A AR & KENFRIER EHY
SCF (A0 wREE ) - AR EIE RER ESCP R > BT DURE A - AR
BTy -

Ri% > BRSO R RIREE R A T EARERRSCE AT - DIEESET
SR ARSI SRR -

3.1 Rk A

BT B A RS T w oL > WHHE PRSI EE T E R BRcd - 2% - &,
TR HELEERER - PSR FEB A - EE ARG EREREZEAEREN S
fEftEERR IR - WPIEEEME S T RERVEBRCIR - & F A EHE R E
AR e T RAV R - AR — B R SCAYRE R > IR AR K - AL
HERE AR RS e A i) UGB RERAERDRAVE T EMEleEk - EA
PFASEH —ESCP oy © B RS - BEEURGR LR T 308 TSt rI PAB SR
TEERBN 28t - BFBRAEIEZUEE t P RERR AL -

PEREMRE © %5 n (BERITHSC TR AT S=5 1,50, 50 RIGEEE S
RSB M= M o, Mg, My EP My B s BSOS - Bt H
f S SHELHIHRA K (BER P=pg,po . Py A TEEEEMECS Tty ty oty
TATETRAE pi B t) 1 WERRITE pj ARATAERE t; SUPHER -

FEARERHIHER/ NG > FRPTR AP TS bt — FRERI A 575 - B #2568 3.2.1 i1 »
BT A AT e G B U SR 2 il Sk B TR ER S > MR A Ay T /o te—6f - 35
BAFES 3.2.2 Gttt - A0 o > deat s RAVaR! - DIk A TR RAALZ 5T
& (5% 323 §fi) -~ EMESLGRCE ZHIER (5 324 ) - ik - WP
EISRE R - BIFEUE (55 3.2.5 6) » PURGISREE sUas 2815 AY (55 3.2.6
i) -

3.2 RE RO ETIREY
Fel BB E S R R HELAE RO AT 2 R - Ll —
BB - ROHIGUEIZ0E 4 i -
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(1) MU TE oL (5 3.2.1 i)
(2) feam it R A (%5 3.2.2 #i)
() NLEECH Atz 38 (%5 3.2.3 #i)
(4) EEASCIIIR ZHISRE R (55 3.2.4 i)
(5) FllsRE R hofs e (%5 3.25 i)
(6) IRt as 2 E A (%5 3.2.6 i)

8 4. FIFERTTEE

3.2.1 RAERRULEEER MR SR

TEFISR BRI —  FFIERENIFER S > DEISCCr 828 o Bt IRFIEERE
HEEGH L E R T EVE s HAS4E PDF & i s 7t (OCR)
PRIRAT R X SCTAE o IR > M R A AAEHETE R o BRI H AR A > KRB
HETERE - ACREEGRSC T RE ) R o

3.2.2 fEENFE N AAE
1RSSR 2 IR AR AN 28RS BaT— P BERS IR SR > 3 EIRK
—m]—4] o A% > FFEA)#ETT V) A 5 (tokenization ) ~ f527RE 14 ( part of speech tagging )
BIRLEC R 58 (base phrases = chunks) HRHUAYFHERIE(ESE
N EA & (AEES) DRET (BIERE - 380 - BRESR) Sk B
K44z (40 method, approach %) 2 jij @ HA SATE AR (41 new, novel ) o iZLLIR
S G ER RIS > R RAR - BT ARG E RAR . SNV R
o AL T HIRRHE -
o HUEMEH - B M (B NE, CD)
o [ EE - BiE R EE o AREBEMEENEL 0 R THLEE
o BT R BRI
o RIEEFREAVENEEE R b F Bl
fan - Mg REN AT (1) Bk (2) Z1&  #HECN 5 (ngram) © RT3
RN EZERER - st EAR A EEREE > FEAYHE A & 51 (mutual information) - T
BN RAaRE R sE > REFEB NI  mHES FHSERAEN 2 F56EE
( multiword expressions ) Z4Gza8 (lexical bundles) -

(1) Researchers have successfully applied ANN techniques across abroad spectrum of
problem domains .

(2) researcher apply technique across spectrum of domain .
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3.2.3 NLEGTH RAflz ek
FERNSRATEE =B > FRMIPhEE—m S H U RPN R 58 F Bt Rac B3O8 - 48
BEPE B » TSP 73 e (BKG) ~ AGw=L (OWN) -~ &3 (DIS) ~ 3K (TEX)
PURESEAY - BKG #i o3l gsdsk ~ SR ~ RO~ TR - OWN B il ASm L 57k ~ 45
5> DIS B o3& am A am CHLRT AN 2 (B9 B [E » TEX J o3l 4 Sy B Y Bisass - %
1 BURE T PRI R aBaedl - DURARSRAIREBESR » At DUS (IS BRI W R R e B A
&REVREE - NTIEEEAVERED - REEGIEERE - NIRE B Z R — 28t - &
[ - SRR A EZEHIEE

x 1. AL 2

X A ks

TEX in section , we review work A RS 4SEERAY B B EL4A 4%
BKG research support in part by NE BrE RS - BREE ~ &R~ STER
DIS it be important to note that Sem ¢ B am A am AR A Z (B R

TEX rest of paper structure as follow
OWN in paper, we propose approach AR @ #EUlUARR L2 J70% ~ 455
BKG  follow NE (CD),

3.24 EAFSIERZIIKER
FERN SRS TULER - BRI A BRSOy B R IR B S a1 - Wik 3RSy
SEEEAE T B - TCECHYR AR R A BB - FFIAIA A R A R E A ERC X
BHIET» FPAMSUR 2R RAHRYEIIGER, - 2% 2 RUEECRIhAY A 5-HIE B - S S
AL EE A -
& 2. R FRIFE]
Xp o AjE Ui CTEe

TEX in section , we review work In the next section, we will first review some
related works.

BKG  inyear, there be In recent years, there has been a rapid growth
of interest in the sociological study of
childhood.

OWN in paper , we propose In this paper, we propose a novel unsupervised

approach approach to query segmentation, an important

task in Web search.
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3.2.5 [fiEllsEE Rz FEE
TEFNSRATEE AR EY » MR IR EE RN S E R DL R ISR LSO A B A
FHpTHhE N EGERHEIE - 2 3 B N ZEGEREENGT o B T EREEFERERES
& T ANAGEE ~ EEE S (Word class) AYFHEE - F/AMAIA Teufel (1999)
N T 4migny—aH 2R MMram iy o Mg, - 32 4 RIMIPT(E N sBE 5338 (Word class) (1Y
FiEUE -

7 3. # A 47 “In this paper , we will describe a method ...” #7 N 2Zz7/F# 5

N-gram Features

Surface unigram in this paper we will describe a method

Surface bigram in_this this_paper paper_, , we we will
will_describe describe_a a_method

Lemma unigram in this paper we will describe a method

Lemma bigram in_this this_paper paper_, , we we will

will_describe describe_a a_method
Chunk head unigram  in paper we describe method

Chunk head bigram in_paper paper_, , we we_describe
describe_method

& A D ERTEEL

A RE A4 il S

AFFECT % afford, believe, decide, feel, hope, imagine, regard, trust, think
COMPARISON v compare, compete, evaluate, test

TEXT n paragraph, section, subsection, chapter

3.2.6 HllRHkeREE AR
HATA T 2 %2 528 J77A ] LUR By AT RE « ZAAY BB Ay 7 AR IERER 0 &
Ao JEEEFUTERIA R EA EMEE - AT > WAISRARERIGTE > HE
HMALA B TR IEREE ZE - WMEESE V&0 M 5 8hE LA REEE
BT M R BB A E T AT RV SRE R - I E A S A (Maximum Entropy,
ME) GRS 3 JEs -

ke pitg - WMTRER I —2 8 - FBRENATA S T IR 1R
st PEESCE o 21 o Tl n] DUE S LA SO AT A T RS SCE Y
RN 5 o Z1% o WriteAhead Z{ERBNES (El > S IR(E A EROERISCE > WAR
B ANNE  ERHEENAERBGEEESS
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4. BEREAGER

Hf3at WriteAhead HYRIER » 25y T FEnE & & T AR AVE(E v - LUEBhERE
FHES TR oamSCHY TR - BRI FRMHEEEEEE  RIBRIIERS - SRAVEIT
REFRPURHATTE - PURFISE S FEBI 24T - A8t - BPIRUEaHE ISRy 5 5k
E (5% 41 861) > LIRS EERAVEERFEEGER (55 4.2 f1) -

4.1 BN E

MR EARAKENSTEESE KA ZE4L ( Computational Linguistics And
Information Retrieval Group, CLAIR) 2=t 4EzE MYt B = 2 @ ( Association for
Computational Linguistic ) &35 BLHA T sm S HiE 485 ACL Anthology Network ( AAN,
clair.eecs.umich.edu/aan) > FAIHEEL AAN Egriyarsg BELEATER 5L HLUUE R 1ER 5L
HIFAEZE - EUEETEEH PDF A&AAVIEZE - EEERE CHLUR OCR ¥H%) At
BRI SCFRESE - WL > BEEERAEESRVER - GBI TETRTSE - BT
aRPEERTE o PMIFEBEEET Ko AR - BUE BRI ME - PRSI ERAVIEE - APk T
TONRE IR SO — 8RR - 2% TAMMRIBIEE GRS - AN NS #hELT B
E 7y AR Rt FEHTRISRE R - DU RSB SZHTE R -

# 5. FULI G2 ] F X775

X GIL 44
BKG 3,333
OWN 7,199
DIS 1,572
TEX 5,687
HEEt 17,791

BMZREMEE —ERH BN - BMIFIA Python/NLTK? 195y &5 4] F ~ G4
WTHE  H—RREam Bk AT HRE 75 S ke Bl Es (tokens) - T4+
BzE gtk B (EH Genia Tagger® 125} 56 14 BALJE H 5% (base phrase =%, chunks) -
Zi& > BRI m TR e A RO M AR &R - IR AR A SIS T
FYa R o BN TRVBPRE T A E(EAR% » FERER SRR BHBS0Y R SBER T
HY A TR 508 FTR AP B A SO R A A Y o BRI iE i sl aB iy ) 1Y
FUCE— SR ST - IS EIREY—& /\THEA T ESCPH sk 5 Fos -
PR EC I A B 0 ERF A N-gram - GEEE R 38 ME BEEEMEENSE - EESCh
LA -

2 http:/iwww.nltk.org
® http://www.nactem.ac.uk/GENIA/tagger/
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HATFE SRS B SO PR - B — SRR/ A — s T SO AL - iR
Bt S SCE iy N HEE SR PR —E 2R NN T BRHCCEH
Ty HHIY WriteAhead F{FHiE) 247 -

4.2 SAESE
YOFIATAL > WriteAhead #YEEt H AR EBNERE B R FRMrm-CHY " @i, - FrbUEZEY
SRR EESE T (EHERS WrittAhead HYER  BEOABINEMEEELFAY @ -
PRI > —fRIME > FUES R EAERTEHE RS IRE RS - BIMKEX > T HAiEE S
SCY oyl sy oSS EL IR o R SOV SCE RARIFHERS - FrLAFR ISt TS
Iy HUREEEN > REHESOP AR R S IR -
# 6. 45 S0 BRI TR BRI B
D& EANGIE 24 NEVACTE QST I TaHER

BKG 621 470 402 .86
OWN 238 259 144 .56
DIS 312 461 241 .52
TEX 117 98 75 .76
4t 1,288 1,288 862 .67

BT EERRAE A BYHY B SC A A TR SO I — B M ACL Anthology
Network = B HkI5E T+ s SC A9 60 7 - R BP0 BBk AT - . 6 B
TREPME R - BHRTSOE FONIERESR 67% » BVATGEH0% M « RERINSCHKE - &
S (BKG) HIIFHERE 86% T SCHRCS (TEX) B 76%  EF A RE R -
SRR T AV LLREE A9 072 - MY A0 (OWN) - 33 ( DIS) WIS
SUEHTRHER SIS 50% » 1 8 AR BRI LB - F 5B B AR
SR » A AT R T TR LR ST R LA -

T ERERA T 2 - B TRER L AR - 5% » BERERAsD - T
FBESEATERE Lt R R IR R AR © S350 - RSO - AR RERA
R FIATRATERR R MRt N S B 3% -

HE BRI T A MRERE MR AR - PSR & AV 2 B0 N e
£ IR - RIS RIES WriteAhead 84 53 EE 58 N M5 - ST
EHPER - FMEPER - B N SRR TR 1 SO B RTREHER -

AR S 953 M 282 Maximal Entropy » SRACHL % EHRA SVM SR
CRFs - AU MR A% « RER PRI L ERTI - B2 &2 R FE i
SEETR IO - (R ERERE RN TR TR A R NER 2R
WEER R RS BRI (IS0 - AR AR ) MR R R
HAE - BTSSR - RIBE R RN A4 -
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5. &im

BRI EE R TIFTIR A 24 FRMITH RS2 A RERVRACHITE T ) 140 - w] LUEH]
BEAHY E PREE S BRI - S BRIV EUE - AT S8 S R IR - 4
AP LA B R R F S RE Z o iaal s Bt - W0 H - MRIB Y IGE Bt - FREGA R AT E 7
Bt (class-based patterns) > FIZARE B SRRV IERENE - DURIRILE S ERAVRFIR -
SHN—EARTE RIS A > R B S — S AE - WASEE (952~ B3O
e MARSHEENERR > BRI R 35 - 5580 > It Al Ll
(S FHEBEHES 1) A TEIRAY 2-5 (Y » ZSFERIEMESGEBRAVR - DURH At ] DU
AyRETT

WEZ > BANE T —ERE > rEBEFT RSN S  HE 5 TR
FEENSCE (move) - WEEEHSBOCHATE RR 58 MUEPFCORLNRERE - 5
TEERMrEm =L o BAFIHITAM RABHUE RS BURa B sOh « EERBOARY
SHIE T LURHRUE - (R Rodl | SRER AR SE SO0 0 Hias » JMTHE it — o 8ies - FAe
THISCE » TRt — SR £4¢ WriteAhead - FEF] /3 3HAY &) 1B BR SREVER) > 12
NEEE - ARSI AT -

Bl
AWK SR el - STEESE NSC 100-2511-5-007 -005 -MY3 -

SHIRR

Anthony, L., & Lashkia, G. V. (2003). Mover: A machine learning tool to assist in the reading
and writing of technical papers. IEEE Trans. Prof. Commun., 46, 185-193.

Connor, U., & Mauranen, A. (1999). Linguistic Analysis of Grant Proposals: European Union
Research Grants.

Della Pietra, S., Della Pietra, V., Lafferty, J., Technol, R., & Brook, S. (1997). Inducing features
of random fields. Pattern Analysis and Machine Intelligence, IEEE Transactions on, 19(4),
380-393.

Edmundson, H. P. (1969). New Methods in Automatic Extracting. Journal of the Association for
Computing: Machinery, 16(2), 264-285.

Graetz, N. (1985). Teaching EFL students to extract structural information from abstracts. In Jan
M. Ulijn and Anthony K. Pugh, editors, Reading for Professional Purposed: Methods and
Materials in Teaching Languages, pages 123-135. Acco, Leuven, Belgium.

Hirohata, K., Okazaki, N., Ananiadou, S., Ishizuka, M., & Biocentre, M. 1. (2008). Identifying
Sections in Scientific Abstracts using Conditional Random Fields.

Lin, J., Karakos, D., Demner-Fushman, D., & Khudanpur, S. (2006). Generative Content Models
for Structural Analysis of Medical Abstracts. In Proceedings of th HLT/NAACL 2006
Workshop on Biomedical Natural Language Processing (BioNLP’06), 65-72.
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Teufel, S., & Moens, M. (2002). Summarizing Scientific Articles: Experiments with Relevance
and Rhetorical Status. Computational Linguistics, 28(4), 409-445.
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sk A BEERAIINREERR
TAREAUE RA BRSO 2 1% - SBRET A BRI - A/ DB E T2 ) -
T s s ) R R R AR BRANEE G R Ry IE R SRR (regular expression patterns) -« iE 4L
BN R R ST 2 AR — H T A—BERE T BENER 28 T 8L -
AR LR AEHRANSE - SIER A SIS - S5 -

B fEHtEE B PRI LB NE LB E LRI A RO a A o SKORE 2
& FAMT AT LSRN A B YRR R H R

recently ,al (CD)

7. In RECENT YEARS, _.
currently , there be Il I 1
(I | |
at present , I |
over year : : | years, decades ----——-—- |
over decade | | recent, the past, the next ----| recently, nowadays, to date,
! | | traditionally
recently , method | in, over, during ---===-=====m—————
inyear,
there be work 9 {4
to date ,
in decade 8. oo oo —o——__ IN RECENT YEARS .
currently 9. RECENT YEARS have witness ______ ______ ______ N
traditionally , D0 i s s IN RECENT YEARS .
recently , 11. RECENT YEARS have witnessed ______ ______ ______ :

12. PREV-WORK has VERBed

13. it has been VERBed that ______ ______ ______ -
|

known, observed, recognized, shown
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fffgk B SESCHHE AR

B.1 RIS

follow NE (CD),

NE ( CD ) show that

NE ( CD ) demonstrate
that

NE ( CD ) propose model

it be , however ,

there be , however ,

to knowledge , there be

to good of knowledge ,

in case , however ,

NE ( CD ) present

NE ( CD ) describe

however , in case ,

to knowledge , this be

collection comprise CD

in practice , however ,

recognition ( NE ) be

NE ( CD ) propose

as matter of fact,

B2 A, XF

in paper , we propose
approach

in work , we focus on

in paper , we report on

in paper , we show that

in paper , we present
approach

in paper , we present
mothed

in paper , we present
system

in particular , we show
that

in paper , we focus on

in study , we focus on

in paper , we show how

in paper , we describe
system

in paper , we propose

on hand , approach
currently , there be
this , however ,

first of all ,

however , for language
approach , however ,
research support by NE
however , there be
however , while

study show that
difficulty be that
currently , system
there be also

most of method
challenge be that
recently , model
however , they

at present ,

in general ,

focus of paper be on
goal of research be to
aim of paper be to

in paper , we explore
in paper , we introduce
in paper , we use
purpose of paper be to
in paper , we consider
in paper , we describe
in paper , we address
in work we focus on

in work , we use

in paper , we study

in paper , we propose
goal of work be to

in paper , we investigate
goal of paper be to
goal in paper be to

in paper we describe

it know that

as alternative ,
over year ,

this be important
much of work
over decade ,
however , if
however , unlike
recently , method
in year,

it observe that
they show that
there be work
however , when
to date ,

most of system
to knowledge ,
this be task

it recognize that

in study , we

paper address problem of
result show that model

in work , we

result show that method
to address problem ,
result show that approach
in paper we present
focus of paper be

we propose that

in study ,

paper focus on

we demonstrate that

in paper we

paper describe system
purpose be to

therefore , we

solution be to

idea be to

however , since
in decade ,
however , study
however , approach
unfortunately ,
difficulty be
problem with
challenge be
they describe
currently ,
traditionally ,

in year

while approach
unlike method
recently ,
recently

we start with

we hypothesize that
aim be to

in paper ,

we argue that
hypothesis be that
goal be
motivation for

in study

in paper

in work

paper present
purpose of

focus be

aim of

paper describe

we demonstrate
paper provide

we evaluate



method

in paper , we argue that

in paper , we propose
model

in paper we focus on

in paper , we present

in paper we show that

in paper we describe
system

B.3 M&fam 4 ¥

it be important to note
that

this be due to fact that

contribution of paper be
as follow

however , we believe that

advantage of approach be
that

contribution of work be :

in order to do this

view express endorse by
sponsor

as it turn out ,

reason for this be that

it be worth note that

contribution of paper be :

4 V4R | ST

in section , we review work

remainder of paper organize
as follow

in CD , we describe model

rest of paper structure as
follow

in CD , we present model

remainder of paper structure
as follow

rest of paper organise as
follow

part of paper organize as
follow

in CD , we present approach

St XRTTT B K T TFREr

work present in paper

in paper , we

we also show that

paper propose method for
in paper we discuss

in paper we investigate
in paper we propose

to achieve goal ,

in paper , i

to overcome problem ,
for example , name

in particular , it

in contrast , model

it be obvious that

it turn out that
contribution of paper be
reason for this be

to knowledge , work
we also show how

in contrast , system
first, it

as result of
contribution be :

by contrast ,

in comparison ,

we discuss result in CD

in CD we describe how

paper structure as follow :

in remainder of paper ,

in CD we discuss work

we discuss work in CD

next, inCD,

in CD we present experiment

finally , CD conclude paper

section present and discuss
result

CD present result of
experiment

finally , we draw conclusion

thus , method

finally , result
experiment show that
work focus on

goal be to

claim be that

result indicate that
therefore , method

in work ,

for reason ,

in practice ,
reason be that
specifically , it
this be problem
this lead to

as consequence ,
that be why
intuition be that
analysis show that
this mean that

we believe that

in principle ,

on contrary ,
example show that
difference be that

in CD we present

in CD we discuss

in what follow ,

result show in CD
finally , CD present
article organize as follow
finally CD conclude paper
in section CD ,

paper organise as follow
in rest of paper

finally , in CD

work discuss in CD
discussion present in CD
paper organize as follow

45

evaluation show that
result show that

we evaluate approach
we show that

in short ,

we then discuss
unlike NE ,

it note that
among them ,
insum,

this be because
we note that
this suggest that
contribution be
advantage of
observation be
we believe
although approac

in section that

we then present

CD describe model
CD present method
CD describe result
CD discuss result
CD review work
CD describe method
CD show result
plan of paper
finally , we

CD describe system
CD present result
CD present work
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remainder of paper organise
as follow

in CD , we describe system

rest of paper organize as
follow

outline of paper be as follow

paper organize as follow : CD

structure of paper be as
follow

in CD , we describe method

paper organize as follow : in

finally , we conclude in CD

in CD , we describe corpus

in CD , we review work

organization of paper be as
follow

finally , CD present
conclusion

finally ,inCD,

in CD we present result
for example , CD show
in section of paper ,

paper organize as follow :

in CD we show that

we conclude paper in CD
in rest of paper ,

finally , we present result
in section , we describe
CD show example of
finally , CD conclude

as we see ,

CD give overview of
result report in CD

result present in CD

as we show ,

paper proceed as follow
we conclude in CD
result discuss in CD

approach describe in CD
in CD we introduce
paper structure as follow
in CD we describe
conclusion draw in CD
result give in CD

after that ,

CD present evaluation
structure of paper

CD conclude paper

CD report result

CD describe algorithm
CD present algorithm
CD present experiment
CD introduce model

CD introduce method
CD present model

CD show example

CD describe how

CD describe experiment
CD describe setup

in section ,

CD show how

CD describe work
CD describe approach
CD give result

CD discuss work

in section

CD describe

CD introduce

CD conclude
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Abstract

Language modeling (LM) is part and parcel of automatic speech recognition (ASR),
since it can assist ASR to constrain the acoustic analysis, guide the search through
multiple candidate word strings, and quantify the acceptability of the final output
hypothesis given an input utterance. This paper investigates and develops language
model adaptation techniques for use in ASR and its main contribution is two-fold.
First, we propose a novel concept language modeling (CLM) approach to rendering
the relationships between a search history and an upcoming word. Second, the
instantiations of CLM are constructed with different levels of lexical granularities,
such as words and document clusters. In addition, we also explore the
incorporation of word proximity cues into the model formulation of CLM, getting
around the “bag-of-words” assumption. A series of experiments conducted on a
Mandarin large vocabulary continuous speech recognition (LVCSR) task
demonstrate that our proposed language models can offer substantial improvements
over the baseline N-gram system, and achieve performance competitive to, or better

than, some state-of-the-art language model adaptation methods.

Keywords: Speech Recognition, Language Model, Concept Information, Model
Adaptation

1. Introduction

FB = 5 (Language Models, LM) U )7 i FH A GE & Whaik ~ #RES IR - Eite R DX
AR SRR 2 0 MRS RS AYAH R (Rosenfeld, 2000; Bellegarda, 2004) - {155
BRI b BBV DI AR A 2 RS AR AY R 52 557 51 (Word History) & ER S FEMI
T {2 (Upcoming Word) £ (e Y ] BE M £ K DA BIE & Wk 2 e R 2550 R I (122 15
Z8 Fp %1 E% (Candidate Word Sequence Hypotheses)$% H & A 1] BEAY4E S (Furui et al.,
2012; O'Shaughnessy et al., 2013) - £ B E 5 & HIVEE S EEE N B (N-gram)zE S
AU > GEA0 —3H (Bigram) B2 = 8 (Trigram) &6 S 15240 o N 7355 SRR FH AR Ak R B — (il 457 7EUH]
SRR H AR AR Y N-1 {EEE ST Aay I T IR R IRl - N EEE S
B R B {5 s IR AU M R B E BAHT AT N-1 (EE AR o L2 1010
(Multinomial Distribution)#/R7 o ZA N BEESEAMFEEF SR EHLE - 200
A8 (DN EEESEARS] T N YA/ (e AR IRk R sl s R A& ER ,\\/ZE%E
RIEFIVEE A SRR AN © (2)E N B il & g iR 288 E R EIEAT IR » 6K
272 e BB TR A Db o - 5 50 B BRI ~ A R — ey ey By 1H & 15
M EREATHRE AT » N HiaE = R R 2S5 1 B 3 SR 8k BRI R 55 R R UTHC
(Mismatch) & RCAYAE HIERZE « AL - IR H 2 B RGEE S A I MR i
Rt - AL EAHYEE S AN W E4E N (N-gram)sESHAIRN 2R - B R
HYA HREUE Y (Cache Model)(Kuhn, 1988) » DLKJE B 72 & a2 SHIEHY T REE A (Topic
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Model)(Blei & Lafferty, 2009)% ; ifij @AM RIAERE S MR TSV EE L - AR VS
2B 571 (Probabilistic Latent Semantic Analysis, PLSA)(Hofmann, 1999)[4 Kz ELZE{# 1k F]
72 B /3 fid (Latent Dirichlet Allocation, LDA)(Blei et al., 2003) 5z & s@ g% {55 -

AR GEN R A RE S AT ARl - FH DU B MR #H (#4% N 2#(N-gram)
FEEAIR R 2R o B St IR AT S EE S 158U (Concept Language Model, CLM)
HIZFHWENERRE SRR L E TP B N OTa R 2 2 S - IR DUBEER I
LS T e M EN - MR ESEE SR 2 SRR - H o WATERLIRE
F55 Y A B ik R O SCRR T AR A S EE S AL - AR (SRR Y AR AT & EH (Proximity
Information) i@l A58 S A DU 5 H B A 543 (Bag-of-Words) B a5 1Y PRl © Aw S0z
RN AR BB eB R AR HE T T v SO e s A B W ek (Large Vocabulary Continuous
Speech Recognition) B - LALLECA SR SCFrie HaE S AR B iir B H B E S F HE S5
TIER R o 2 XUBE -

ARSI E LT - B ERRE S E RAVEE S EAER =844
s SCHE H AR SRR DR AR IR T 2 > W B A 2T & sf((Proximity Information)
FABESEES A EUUEI T HERER - B e R ERGE R B IEhER
FEIREES A FNEREE R AKEE -

2. B R EREE S AR B T

BYRERE S AR 5 AR i SEAERE & P B L P B RE SR R S R A S 0 5 2 LR AT TH
AR - DUEIS S Ar BYRE S WRaASaE - A BITRFIE 22 [0l REAE 58 5 Wk S I 8 FH R BN AR
A e AR A A -

2.1 PREVEE]

PREUE Y (Cache Model)/2AE 2 HI4F H X eie ti(Kuhn, 1988) FIERE S P |
BYREZCHH B SR N i EE = A O S R AR « HAARE R R RN Tl T —
Soga g > JI— PRI NS LA s R AR E 1R o MR L m] AR A 4R R AR
F R th N Bt A —(ERE SRS (BT SR PR AY) > A A R M Sy U8
JFi6 N HEE = R (F40 = i = )& & 2 g h R S Rt Wk AR Y ah S 1A

A

P,

Trigram(Wi | Wi Wi —1) =
n(w;,H;) (1)

Hil

Hoop || fogesmde w; B RERRE S 35 H, chaggesasy o n(w, Hy) 2w 72 Hy HERr%x
B - BEHF LTI, T i E(Bigram Cache)i%! « =i HHY(Trigram Cache)fsi%!
S A A (2 B S A RS TR A S S s R LA SRR
TR SR AL N R S B R R R R (R

A PTrigram(Wi | Wi 72Wi71) + (1 - j') ’
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2.2 e Al
fily e AR (Trigger-Pair Model)FE 2 o] 157 By B HU RS Y Y ZE {f1(Lau et al., 1993; Troncoso &
Kawahara, 2005) » FoA8 &8 BE ARG 2 FH Il Sk E R R &t & —aal 52 Wy H3RA% > 72—
A —E MR S EEE SR Wy (BIRAYATRE M Ry el S TR BRI R 2 5 T
#53%f | (Trigger-pair) » H - Wy T2 a5 TH > Wy T2 Ryt B ad e - il 38 TH B il 2 T
HyaaT & o] DAEE AN SREE R - &RET ~ WM RN &l 7 51 2 AT 39 28 B & s (Mutual
Information) & % B 57 42 (i F 57 #H 8 (Term  Frequency) B 7 7 {4£ #8 %5 (Inverse Document
Frequency)fIRH AR E R BTV —(EfE % - LR HE EAT IR P(wy, (W) - fEas
EHERE B S A R E A UG B w, S ERY R sha 5 Hy hskaa s w, 19 ]
gerumg s TE hy Ny, hy (e EE SRS FS Hy = hy,hy oy T —(E R SR e 4 hy
AsElgE w, B EEHeR By P(W [ hy)) o ST 6 g 88 15 43 B TEDIAO IR (1R P(w; | hy) B
SR MEAE A Rl Ry A A A
1 Lt

Preigger(Wi | Hi):ﬁ El P(w; [h) 2)
M=) BN AR E A= Ay il &5 EH AL R n] F A i ap M aH & 7 UL R 4s N R S A S 2K E)
e E S R T R EE SR =D& 77 0) -

2.3 FREmA

WEEE TR L T EE St —4H VB A ok . sl HEH
AR ME(Blei & Lafferty, 2009) - & R A FE FH 22 55 5 HEasc B2 s - FRFFROHIEE &8 w; B
FOB IR S 51 Hy (TR I w5 — 1 S0 2 A B B (s o —4H 7 ey 78 53 A7 F 2K
R sk aal e g Hy B RURIEE 2 Wi SE R H R (R > AN B A& hmatE w, £ Hi 1y
HERARRT A > 2B Wi R R E i S RE o RS DU Hy B A i S8
RERY ATREMEARORE » R FAEIE S EAYEE S ELES (Concept Matching) o #8230 — e sE B 7 7
(Probabilistic Latent Semantic Analysis, PLSA)(Hofmann, 1999)]/ 5 ELE A Bk 58 B 43 fic
(Latent Dirichlet Allocation, LDA)(Blei et al., 2003)2 & & #% {55 Y E EEAIE ] - fFILER
PR AVERGEE R T R BIZRIEEREH » & HH B s Yo TeE S AT - A
JE sk gE 71 Hy SRR B wy 1938 246 % iR Fy(Gildea & Hofmann, 1999) :

K
Porsa(W | Hi)zkap(wi | TOP(Ty [H;) (3)

Hep Ty R R—(EEE L - 1 P(w; [ Ty) 82 P(Ty | Hy) Sy RIgeoread s w, B E X T
HR DR R L P31 Hy A B T AR o FRPIERE AT — (I8 VR el T R 2 4 (% B S U A%
T P(W | Ty) Rz 58 R b0 R A T S 8 » o s eh i KA B FE 8 (90 sB k38 4=
PRKE 5 HERESEE P EEE P iR sE B e - MEBEFFEL W HE
BEEE S W AR T O > (8RR Sh SR e B 7S 22 R A3 AR AU BB MR AT R ek
T2 (e A HAZE {H B A B (Expectation Maximization, EM);#EEL A (Dempster, 1977)3R#E{T48
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EER)H - 1R TEGE B T E R R E TG 5 w;, B AEHTHERES - NMES
EERE S ey Hy M ERE AR - T B S e eE o P (o 550 5 1 =00 8
BhRE AR R AT 2 A W R R A E AR o 10 =N3) B AR A= A R U R = i
RN ] F s i G MR & U7 UL A N EEE 5 R A4S & K B R e el 2 W P FR e =
R QI=(DEE & ) -

S50 » KRR SRR R U ERE B T A DB R R R A Rk
2 e i B AR ve B BC e 2o st 2 a7 L& IR TR 85193 H (Tam & Schultz,
2005) - FR{E B Y R A 32 B 22 S A i R U RGE By i HARE T 2 B 2 825 ] H 2
(& E A [ 5+ 1 DKOFI o B A B S AR 2 8026 T S f#5FR il (a Priori Constraints) » 3 £
S EARG W EERER > BEE LR B AR E o R IKFI 7 B oA
B AR EE - RNE S ERIERENER » 2 DR aNE S A G S8 H IR
(Variational Approximation))HFEECE S [ ARHUER(Gibbs Sampling))f FUAR B H15K
T HIPK A 58 By fic < #7822 B (Blei & Lafferty, 2009) - By “E RE AU [0l EEL AT B S5 e
] L2+ (Blei, 2014; Kim et al., 2013; Potapenko & Konstantin, 2013) °

3. BirE e Ay

FEAR G S P el A et = 5284 (Concept Language Model, CLM)ZRE [ 5E = 157
i HERESER /AR ARAREE N LR EMAEEIS > I
FEHRE S (MBS AR BAe R B ERIES: » R A i £ 5 HATRIE 7 S RES &
HUE B AR EE AT ARG AE [F] — e < B Sl P 31 o i A sl B DR R FRUMI e 2
HAEAR G - RS LS F R (g T e LR R H Y - FEE(E L > e
{6 P (P =) BLA0) 20 55 Wk 5 SR AT (DA [R] Sk ST A (B iR ek P R Al s 8 -
P PEEEN O EEZENEIESE - AR AR SESEA - AR -
ARV REIL IR oy W8 A R ARERET - or il T e ) A B TEER ) mE DU RHRE
fisred -

3.1 DAFZE MM RE S A

TERME R EE R ERERET - RMEE A —HAEA AR "SR
(Concept Words)sRF R FTEBEYINE L - MAEE—RESE T F A AU B0t 2 R g
s 2 RIS S ORBEE - flaEBgeaEn [RF) - Y 2 BEER T
THEEE ~ TEBH FHELE R WS 4N R A AR AU
FORHYRSE o BRI o AR SCERR P aE s S EE S 15 4 (Word-based Concept Language
Model, WCLM) » (i [ F A58 = AL - (FRRSE RSt S AT » MBI RE4uEt ¥
F—FBA A EINVEES B 1 BRI T Pk —4H B A R AL R s e
40 c o FELIHAIUE— YR L5 5 R AT S A A TEORIGE) g RV AB AR (% - 20=X(4)Pr
N
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P(w;,H; [W)
P(H; W)
_ SeccPWi, Hi [OP(C|W)
e P(H; [P |W) “)
_ Yecc POW [OTT, P(hy [O)P(c W)
ST P(hy [CHP(C W)

H W REREEFT#EE AR ENES G IR MBS YRR G —FEE) AR
72 A= 5 B (Word Graph)(Ortmanns et al., 1997) 24T (el &l €1 & Fr A =] BE A e 5a] e 571)
ifi ¢ FRFREL W FRak R EEMEE S & VA BRI —4H LS RS 54 - 18 =X() Ay S v] & HHEa it
b B FEAAE AN LGSR E FERE SRS ¢ (NERAVIEILT » A vEUIGE 5 W; B 5
s P Hy FE R IB % o [FRE > B 8BRS o] 71E > ) #E— DR E 5 —(E
RERASER ¢ HIRAVIENL T - FFTENIEE S W, BLEC R shd e 51 Hy (R g > [ 2 1
BEAB LY - kR TR I E LS (Bag-of-Words) i3 « i =0(4) s P(w; | ¢) g2 P(hy | ) u] ¢
o ) e AR S BRI B ¢ Pt ER R AYAR AT & EH(Proximity Information) » BAEER A2 HHER
B b N SRR AR A IS 5 P(c|W) AT & 7 0GR W B ¢ Z AU K -

B L RPTEREBRRERE " O PREE RS 7, o Klh
ARG S PR B S Bh S aa s T WA PR By Pk T =X - 0fE 1 PR o RS —PRELT 0 B
AT T 75 & st 28 H Ik 2 v (o B A9 RE #8€ BR 5k [0l 8% (Pseudo-Relevance Feedback,
PRF)(Baeza-Yates & Ribeiro-Neto, 2011) » Wi F|HE N EBRE E—RK O EZE &
(Kullback-Leibler Divergence, KL-Divergence) £ 2 81 37 4~ 8 AU (£ F£ {7 (Kullback &
Leibler, 1951; Zhai, 2008) » DAga| i W (& A AR ZAVE A5 S &) A& e mEaE kY
SRR R R M BRI S T4 - B 1S SRS Ry R BE A I S {4 (Pseudo-Relevance
Documents) » i f5% 58 2o S (& BT AR 2 AVEE = A BIIIRES: -

TE55 T PEELHT » TP 1 R BRI T kB — 4 — E B E UL S £
FEI4H o ZATRRE R S AH M SR SRS AH AR AL (R 2R ) R S 58] P 71 R i 5] e B 157 TRUMI )
15 PEME S B S Ea 4H N YL [E] HERBH 5 o BRI LSRR saa P aBE e A1) » FRAMT ] DAEL A Sal B
2[5 ST EEAEZR 47 87 (TF-1IDF Score)(Baeza-Yates & Ribeiro-Neto, 2011) » Za/#EEA 7 [a] S {458
ROE—IHE WA N ESIR R LR ST M B R fyiln - BA A DI RAT ¢

W = (I+logf; ) xlog(N/ny) if  f;,>0
. 0 ohterwise

Pwerm (Wi [Hij,W) =

(&)
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Retrieval System Term Selection

Retrieved |I
Documents

In-Domain I Lexicon
Corpus

Concept Words

Word-based
Concept LM

Test Utterance

Concept LM Score

7. FRE2E = = R e A

e AR R [ SO AR R Sy B R T AT 43 Ry R oy ¢ B3y ks L+ log B )
Hoepy o ARG 5 Wy 7EIE S0 Ay SPPTEEER A9 ZCH > F 2 Fy3al#(Term Frequency,
TF) » AT DU R s FB S Sl AR s S S SO ARG I 0 55 — 3073 By log(N /Ny ) » Hra g
Z AR AT 5 Wy IR AE AT R SRR I LAY SC P B 7 2 Ry SRS AHR (Inverse
Document Frequency, IDF) » & 3 g5 tHIR % HERAE DRGSR 2 - RIS s B A
JRFE - TR BB (S)REF L B BB M SRR M Ay s e i R Bl gE e

3.2 PHZEHEEIMSE S

BEE ML S 2E S HE AU (Cluster-based Concept Language Model, CCLM)RZ5¢ 1T sl s AY S

RN Z S AT DA —4HRE B 1 C 2RFIR » #E e nvsE iR ZNsE S & W

B3 U S O (181 | BRI AR T SR AR5 ) T RE M S 0 A1 MG MR sl SR AU FEOHIAAR

1%

2cec P(Wi, H; [C)P(C [W)

Ycec P(H; [CHP(C'|W)

_ Zcec P [ O, P(hy [CO)P(C[W)
Scecli P(hy |CHPC' W)

Pecma (Wi [Hj,W) =
(6)

o 18R 88991 1 6 SR B 8 28— A 5 BE B A0 K-Means 3 510 (Bacza- Yates &
Ribeiro-Neto, 201 3K P(C|W) AR 382 3 W Bg— (BRI C Frmte
B 5 HE W E C Z (B MIUETIRE : P(w; | C) (RFHESIER C T 2 W 92
i B+ TTBHLR A (LA USR5 30T H(Zhai, 2008) - s (O)OME LT 6 1B
T ARE T AR L5 B (IR C IR T FFRUMIEISe W, 23
s3] H, St AR (2 -
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Text

Adaptation Clustering
(In-Domain)
Cormpus
Test T . -
U Similarity with Clustering |~ Concept LM Score
tterance R iy
Measure & Proximity

Information

B 2. BERRESE = RN EE
AT LU () RS R C FEHIG 3 Wy 158 S MR AL (i Bl fy 8 23 (Bigram) 2 &
— 8 (Trigram)zE S AL > [F10] 53 GISE] T R EFR R
Pecima (Wi [ Hi W) =
Yeec P(W; [y ,C)P(hy | O[T, P(hy | h_,C)P(C W) (7
Yerec P(hy | CHITf, P(hy [ by ,CHP(C' W)
Pecims (Wi [ Hi,W) =
Yeec P(W; [h_y,h,C)P(hy [C)P(h, | h,O)ITi5 P(hy [hy 5, hy;,C)P(C|W) (8)
ZC’EC P(hl |C,)P(h2 | hlﬂcl)H:Ti:3 P(hl | hl—2’h|—17C’)P(C' |W)

WL — 2K & 58 = 1 2 O] DL [E] 05 =5 1 5] s ] oF B A9 o 1% 31 RI I B0 2 A0 2 & ER
(Proximity Information) » 5] DL %2 ik DL 5A 43 (Bag-of-Words ) 5 IR « £ 1% » =0(4) ~ F(6) ~
(7 E (@) B E A 1Y S A FRE S S AR o] A G R & T L R4 N
R A G R B R R E S PR T R R S A N(DVEE & T30 © B 2 AREER
*%Q%ETEﬂZT%.

4. B E SRR

41 BEEREERI
ARG SR W B B (0 1 G Bl R T B 17 b 2 Y K e A B B 1 TR A B (P (o Al

BUOR/NGY Ry 7 8 2 T-5E)(Chen et al., 2004) 2Lk 22 15 e 09 /2 15 88 45 Wl 5B 5B R e
(Mandarin Across Taiwan Broadcast News, MATBN)( Wang et al., 2005) - i EsE S 5

[ FH h b FEle B ER AT 155/ NERERF = £2(2001~2003) ER N SR B & G F SR BLSERE - 3K
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IR0 BRI NG IR TR BB R E R B BT i H h &y 25 /MR gk 2001 £ 11 H 2
2002 £F 12 H AR HYRERHE Ry )M b= 2285535 (Minimum Phone Error, MPE)# EE 1G4
FRBsHDUETT R 225 (Acoustic Models)(Liu et al., 2007) = 5545 » AGw3CLA 2003 ST
EHVRER P PR RLY LS {E/NRFIE Ry 38 fEnB el (Development Set) Kz MG SR 5B} (Test
Set) - syplELE T 292 B 307 AJHVEEAR) ¢ FFIASRRAERE R AR f (bt SR AL ISR P 7R
ZSREOE > RIB I A NGUERSER -

KL HED BRI BREE F et iU R A E Z et a1 Ean

iy RIE(INE) BIETTEIES
SRR LS 8.52 /b

AR LS 8.50 F/fb

7 2. IR R AR T LA RSB F et 1 o
i # oL

#7 1,000,000 3,643

80,000,000 2,068,991 I

TERE S HEAAYAI - FeMBEH B 2001 2 2002 4 A e Ef ¢ (Central News Agency,
CNAYN SRR NEAQ— R AT EE R S FE HEEE 2 %405 /T E[EEE)
Ry B StaiRHE HI 2 9k = 158 = Y (Trigram Language Model) - thsE S 1A Z [ SRI
Language Modeling Toolkit (SRILM)(Stolcke, 2000)3)|%fifi 15 > £%H Good-Turning &1k
TEREFERRRAVRRE  S5—J7H - BTN [E] Ry A 5 B (5 e sB ke e Y [E] /5
SO Ry S RE R - AR AN G S R AT ERET A & =i Ry i i FRYRE S Y - 48
HN=FRNE LA « Kam CE BT 2 s sBRE DSOS T BRI S T &
SrRlAIER 1 B8R 2 fR -

4.2 EBEERGER

EE—4HER > BNk 3 FIHARET S AR(ERAT R ZEESHEA » RRK
Background Trigram) Ll K — b F 5B = AU 5 3 552 Al A M s SR sE R Rl S el 7 g e
(Character Error Rate, CER)45 5 » G045 T flg 38 ¥ AU (GO AF Trigger) ~ R UBEE T
(FCfE PLSA)LUR K FISE S BL(SLAE LDA) « [HIS—EME » MR =UBREE B i DA IK
F 52 By BO P s P B ek £ RE S H ek By 128 5 [T i3 Loah S AU B R il 80 2 VE FI (RSB S It
I EE P EY o it [ (2 5 A A RE S A B i HES1[(Word Graph Rescoring) ©
o 3 AT DA =R S - B o MRS IR (Trigger) (DL PR AE ¥ AL HRERE 5 HEal 22
GRINRURE A BRI - HR - R U EREE 57 HT(PLSA) LUK SR 52 B 43 it (LDA) &
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A EHYEE S HRes © SRR S PR RN S » e AL 4.6% 0 HE TR

& o ZB=» DA 7 B o P e (58 P i e ey s 20 S U A (G B A B0 - (BAEFRAMIAY

B2 A S LR UV e E B A B B AT Y R -

3 STEIRAMT) < SR BT O RHE e
I

Trigram Trigger PLSA LDA
20.08 20.02 19.15 19.15

KA. FEW TR E%) - TS E R &7 WCLM » CCLM-1
CCLM-2 » CCLM-3 -

WCLM CCLM-1 CCLM-2 CCLM-3
19.30 19.26 19.18 19.03

K5 EEPH T %) | FEE R oA 5 1RZ(CCLM-1 » CCLM-2 » CCLM-3)
A ITRES IR N R B -

LSRRI ERROEH

4.3 BB EAERER

P > FAMTEHEAS R SR R S E = R A A EE 2 W - s SRR
WCLM)ELEE R SEE S (GOE CCLM) » H AR B SEE S AR & AR S5 -
R S AU = R SRR (2555 =80 AT I =& P (7 [lEc/F CCLM-1 »
CCLM-2 ~ CCLM-3) - A E SR R SR SRR TS5 LU Y AR FE R AR E - FE it WCLM (AT 128
{EBE e BRI S s 1) CCLM-1~ CCLM-2~ CCLM-3 Fr{s IR BEROB H 733l & 16
8 Bl 8 o EfENGEESERIAVEE S R s R E RN R 4 - BPOE 4 R > 1A
YRR EEEZ - B o SR SR (WCLM)SEBAERE 5 W A 0 — R RRE T2
THEY 3.8%HIMH B R K) - (B HB Bt R A B R T A (PLSA) DUR IK A 5 F
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TIBC(LDA)REIEZE - B > BER MG EE S AL (Y S ah S R = E = I
Fy H4f A (Component Models)ifH(2 % 2U(7)HL(8)) - AEZE B EMRRAE RlaE = AT
DURKAE By A=A 2 E ZEHFHIRER > PIdl CCLM-3 SEEALBEE Z R A A &Y
529 B FHERIRR - EREEAERMATR LA SRS S A SRR e E S 18
U {8 s AR A T el [ o 288 5 o S OB S R AL ST RS 2 AT > BT — IO R R s B
SRR EEFOM PR - WA 5 Gt AR s 2 0 i LS KA o B 0y e — B A e
g 8e e 51| 2 3 5 AR B RS BT (i R LA A Y > B DA T2 G ARG d bk
S—JiH > HPIERAE S AR SRE SRR S S A > BRGMEH A TTE
RF A AL B T W S AT 2 R S S AL - MREFE T 53R TR 2 18.98% »

Bf% o HNEER R SRR SRR AE Rt E B RIS E AR IR > JMHE L
e — U EIZ EAE(CCLM-1 » CCLM-2 » CCLM-3){E AR RHE A A [E BB (B
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Abstract

The present study examines prosodic characteristics of Taiwan (TW) English in
relation to native (L1) English and TW speakers’ mother tongue, Mandarin. The
aim is to investigate 1) how TW second-language (L2) English is different from L1
English by integrated prosodic features 2) if any transfer effect from L2s” mother
tongue contributes to L2 accent and 3) What is the similarity/difference between
L1 and L2 by prosodic patterns of word/sentence. Results show the prosody of TW
L2 English is distinct from L1 English; however, TW L2 English and TW
Mandarin share common prosodic characteristics which differentiate from L1
English. Analysis by individual prosodic feature shows distinct L2 features of TW
English which might attribute to prosodic transfer of Mandarin. One feature is less
tempo contrast in sentence that contributes to different rhythm; another is narrower
loudness range of word stress that contributes to less strong/weak distinction. By
examining prosodic patterns of word/sentence, similarity analysis suggests L1 and
L2 speakers produce prosodic patterns with great within-group consistency
respectively but their within-group patterns are distinct to counterpart group. One
pattern is loudness of sentence and another one is timing/pitch patterns of word.
The above prosodic transfer effect and distinct TW L2 patterns of prosody are
found in relation to syntax-induced narrow focus and lexicon-defined word stress
which echo our previous studies of TW L2 English and could be implemented to
CALL development.
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1. Introduction

Computer assistant language learning (CALL) offers many advantages which differ from a
traditional classroom setting where one teacher is responsible for a group of students. CALL
allows learners to decide and adjust the level and pace of learning individually by. Another
advantage that the classroom setting could not provide is unlimited access of on-line
high-quality comparison between speech produced by a learner and a native speaker. By far
the most popular CALL systems are computer-assisted pronunciation teaching (CAPT) system
based on automatic speech recognition (ASR) outcome. The goals of CAPT are automatic
diagnosis of pronunciation including specific or global error (Witt & Young, 2000; Coniam,
1999; Moustroufas & Digalakis, 2007), but the focus has been on segmental errors. However,
in recent years studies focusing on suprasegmentals have shown that in addition to segmental
information, prosodic information is in fact indispensable. Specifically, when detailed
information of the consonant and vowel segments in the speech signal is removed, results
show how listeners pay attention to prosodic features such as the pitch variation, rhythm
alternation, loudness change as well as intonation. The resulting speech without any segmental
and lexical content suggests that listeners are also sensitive to prosodic information (Scruton,
1996; Trofimovich & Baker, 2006; Munro, 1995). This has led to more research attention to
investigate prosody in relation to comprehensibility and accent of native vs. non-native speech;
and a more balanced understanding regarding the contribution from both the segmental and
suprasegmental aspects of language (Derwing & Munro, 1997; Anderson-Hsieh et al., 1992;
Munro & Derwing, 1999, Celce-Murcia et al., 1996; Derwing et al., 1998). Reported studies
that applied prosodic training for second-language (L2) learners have demonstrated that
computer-assisted prosody training systems did improve the overall comprehensibility of L2
speech (Hardison, 2004; Hirata, 2004). These studies showed prosody training with a real-time
pitch display could improve both prosody and segmental accuracy, as judged by native
speaker raters, while similar effect is found for English-speaking learners of Japanese.
Another study demonstrated that aligning Mandarin English duration patterns with native
English using resynthesis technology and dynamic time warping also brought significant
increase in intelligibility (Tajima et al., 1997). Complementary findings are studies that
showed how incorrect timing and stress patterns are often cited as major contributors to
intelligibility deficit (Benrabah, 1997; Anderson-Hsieh et al., 1992). However, it appears that
considerable gap does exist between research findings and software development. CALL
systems are usually criticized as not necessarily “linguistically and pedagogically sound”
(Derwing & Munro, 2005; Neri et al., 2002). For example, a study specifically states that most
CALL programs were developed with little understanding of phonology and how to apply
phonological knowledge to teaching (Pennington, 1999). In short, there is less understanding
of L2 prosody, and even less CALL systems that have applied features of L2 prosody into the
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system.

The present study is developed from the above discussed background and aims to analyze
prosodic characteristics of TW L2 English accent supported by linguistic knowledge. The
speech data used in the present study is AESOP-ILAS (Asian English Speech cOrpus Project
collected by the Institute of Linguistics, Academia Sinica) representing accent of Taiwan L2
English, which is part of AESOP that was designed and constructed to represent to include
various kinds of L2 English spoken in Asia (Visceglia et al., 2009) with built-in linguistic
knowledge (Anderson-Hsieh et al., 1992). Built-in linguistic knowledge in the corpus design
is to elicit characteristics which are predicted to be present in L2 English speech. Our previous
studies have catalogued a series of TW L2 features that may impede intelligibility. The series
of studies to TW L2 accent started from prosodic under-differentiation which is not only
found in syntax-elicited narrow focus but also in lexicon-defined word stress. Acoustic
analysis of syntax-elicited narrow focus also showed that TW L2’s production of narrow focus
is less robust in FO and amplitude than L1 (Visceglia et al., 2011; Visceglia et al., 2012).
Further investigations of lexical-stress prosody showed the degree of contrast in FO and
amplitude is again less robust, making word stress in TW L2 English less differentiable
(Tseng et al., 2012). The above two studies showed that lack of pitch and loudness contrasts is
one of major feature of TW L2 accent in both word and sentence prosody. Further analysis
revealed more complex L1s’ features in words that may be difficult for TW L2 speakers
(Tseng & Su, 2014). Native (L1) speakers may choose to realize word stress through binary
stress/no-stress contrast anchored by the position of primary stress. Post-primary syllables are
reduced to near-tertiary stress while pre-primary syllables are elevated to near-primary
magnitude in FO. The 3-way primary/secondary/tertiary contrast is merged into a binary
stress/no-stress contrast with robust prosodic contrast between the primary stress and its
following syllable(s). As expected, the position-related merge of the secondary word stress is
difficult for TW L2 speakers.

In addition to the above prosodic difference found between Lland TW L2 English, we
also compared TW L2 accent and TW Mandarin, the target L2 speakers’ mother tongue, and
found in what ways TW L2 accent could be attributed to their L1 Mandarin features (Nguyen
et al., 2008). Following this line of research, TW Mandarin is also included in the present
study to further examine if and how some TW L2 English accent can further be attributed to
Mandarin.

The present study aims to incorporate prosodic features found to contribute to TW L2
accent, and try to conduct prosody classification among L1 English, L2 English and LI
Mandarin by machine learning technology. The aim is to test if L1 English, L2 English and LI
Mandarin could be discriminated from each other by integrated prosodic features elicited by
syntax-induced narrow focus and lexicon-defined word stress. Further discrimination analysis
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compares distinct prosodic characteristics of TW L2_Eng and TW L2_Eng-L1 Man shared
characteristics of prosody to verify if prosodic features of TW L2 _Eng are in relation to
Mandarin. In addition, speaker-pair similarity by prosodic patterns is computed to test (1)
difference between L1 English and TW L2 English groups and (2) cohesion within L1
English/TW L2 English group.

2. Speech Data

Read speech of Native English (L1_Eng), Taiwan L2 English (L2_Eng), Taiwan Mandarin
(L1_Man) are used in present analysis. The materials of English speech are 5 reading tasks
from the AESOP-ILAS recoded by 9 L1 (4M&5F) and 9 L2 (5M&4F) speakers. These 5 tasks
are designed to elicit production of English segmental and suprasegmental characteristics
including: (1) word-level features such as segmental by target words in carrier sentence; (2)
phrase boundary phenomena such as declarative falls and interrogative rises by target words at
phrase boundaries (3) form, timing and location of pitch accents, which are used to create
phrasal and sentential prominence (broad and narrow focus) by target words in narrow focus
position. 20 target words with 2-, 3- and 4-syllable of all possible stress patterns (Appendix A)
are embedded in Taskl to Task 3. (4) function words in stressed and unstressed positions and
(5) prosodic disambiguation of syntactic structures.

In section 3.1 and 3.2, the sentences in task 1 to task 5 are used for prosody classification
among L1 Eng, L2 Eng and LI _Man. In section 3.3, lexicon-defined prosodic similarity
among speakers is computed by 20 stress-balanced target words in carrier sentence, Task1, to
eliminate effect from higher level. An example of target word marked in boldface in carrier
sentence is as follow.

. | said SUPERMARKET five times.

The sentences with broad and narrow focus in task 3 are used to test syntax-elicited
prosodic similarity among speakers. An example of sentence in which broad and narrow focus
are embedded is as follow. Narrow focus and broad focus are marked in boldface and italic
respectively.

Context: Do you buy fruit at the farmer’s market?
. No. I usually buy fruit at the SUPERMARKET because they stay open later.

After selecting sentences with acceptable FO extraction, 369 L1 Eng and 434 L2 _Eng
sentences are used in present analysis.
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The material of L1_Man is intonation balanced speech corpus (3441MB, 31:10) in
SINICA COSPRO (Tseng et al., 2003) which aims to examine role of intonation with respect
to prosodic grouping in Mandarin speech. 3 types of sentences including declarative,
interrogative and exclamatory with balanced POS combination are designed and collected in
this corpus. In order to compare with English materials (taskl and task3 in AESOP-ILAS) in
which all sentences are declarative, only declarative sentences are included in present analysis.
Speech of one male and one female with good recording quality are chosen for analysis. After
further selecting sentences with acceptable FO tracking, 288 L1_Man declarative sentences are
used in present analysis. Prosodic words in Mandarin are adopted as units of word-layer
segmentation and corresponding feature extraction.

2.1 Annotation

All data were pre-processed automatically for segmental alignment using the HTK Toolkit,
which was then manually spot-checked by trained transcribers for accuracy. FO values were
extracted and measured using a semitone scale.

3. Feature Extraction & Classification

3.1 Feature Extraction

Prosodic features used in present study are FO, duration, intensity. Each feature is
z-normalized by sentence first then each sentence is encoded as a feature vector representing
prosodic characteristics with hierarchical structure by sentence and word layer. The
higher-level features, namely sentence-level features are derived by average of features in
subsidiary units, namely word while word-level features are computed by subsidiary phoneme.
In addition to conventional 6 types of general feature representation including mean, standard
deviation, maximum, minimum, range and pairwise contrast referring to PVI (Grabe & Low,
2002) by each feature and each layer, histogram representation is also adopted to show more
detailed properties of feature distribution. The adoption of histogram representation also could
overcome inconsistent dimension among sentences which derived from varied number of
words and phonemes thus requirement of consistent dimension could be fulfilled for classifier
input. Two prosodic features encoded by histogram representation are mean and pairwise
contrast by subsidiary units in sentence and word layer. Present histogram representation
encodes prosodic features with 7 bins in which distribution of units is normalized to 100%.
Normalized duration and FO values were further refined to remove intrinsic physical
properties based on previous knowledge. The intrinsic physical property for duration denotes
segmental duration of each phoneme and intrinsic physical property for FO denotes intonation
of each sentence. 200 prosodic features in total are used in the present study.
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3.2 Classification

Two popular classifiers for prosody classification among L1 Eng, L2 Eng and LI_Man used
are introduced as follows.

3.2.1 KNNC

The principle of k-nearest-neighbor classifier coded as KNNC (Cortes & Vapnik, 1995) is
based on concept that data instances of the same class should be nearer in the feature space.
As a result, for a given unknown data point x, the class is determined by K nearest points of x.
The principles compute the distance between x and all the data points in the training space to
decide K which is used for assign/predict class of unknown data point x.

3.2.2SVM

Given a set of data with each example in data marked by binary categories, a support vector
machine (SVM) (Coomans & Massart, 1982) training algorithm builds a model that assigns
examples into one category or the other as accurate as possible while examples of the separate
categories are divided by a clear gap that is as wide as possible. Unknown data points are then
predicted to belong to a category based on which side of the gap they fall on.

3.3 Discrimination Analysis by Prosodic Features

Discrimination analysis is conducted between pair of speaker group by 200 prosodic features
described in section 3.1. P value (Lehmann, 1997) is adopted as discriminative indicator
between pair of speaker group. In a statistical test, sample results are compared to likely
population conditions by way of two competing hypotheses: the "null hypothesis" is a neutral
statement about "no difference™ between two groups; the other, the "alternative hypothesis" is
the statement that the person performing the test would like to conclude if the data will allow
it. The p-value is the probability of obtaining the observed sample results when the null
hypothesis is actually true. It could be quantified by the conditional probability Pr(X|H) (X is a
random variable representing the observed data and H is the statistical hypothesis under
consideration) which gives the likelihood of the observation if the hypothesis is assumed to be
correct. If this p-value is very small, it suggests that the observed data is different from the
assumption that the null hypothesis is true, and thus that hypothesis must be rejected and the
other hypothesis accepted as true.

3.4 Similarity Comparison by Prosodic Patterns

The similarity is defined by cosine measure between any two of L1/L2 speakers by prosodic
patterns of word/sentence. The value of point (i, j) in the matrix denotes cosine distance
between speaker i and speaker j. In following section, the matrix is represented by a plot with
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ix]j grids in which shading value of each grid denotes value of point (i, j). The darker the color
is, the more similar between speakers i and j.

4. Results

4.1 Prosody Classification among L1_Eng, L2_Eng and LI_Man

In order to test if L1 English, TW L2 English and TW L1 Mandarin could be identified from
each other by prosody, classification is conducted and performance is computed by 2
classifiers, SVM/KNNC. Average recognition rate is 91.57% by SVM and 81.86% by KNNC
respectively. Figure 1 shows recognition rate in form of confusion matrix by best classifier,
SVM and results suggest L1 _Eng with most distinct characteristic with the others, L2_Eng
and L1 _Man. L1_Eng could be 100% identified from L2_Eng and L1_Man; however, only
88.97% of L2 _Eng and 84.74% of L1 _Man could be recognised from the others. Further
binary classification is conducted between L2_Eng and L1_Man and shows best recognition
rate 86.03% by SVM. Figure 2 shows confusion matrix which demonstrates only 88.05% of
L2_Eng and 82.99% of L1_Man could be identified from each other.
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Figure 1. The recognition rate among Figure 2. The recognition rate
L1 Eng, L2 Engand between L2_Eng and
LI_Man by prosodic L1_Man by prosodic

features and SVM features and SVM
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4.1.1 Discussion

The above results suggest that L1_Eng could be differentiated from L2_Eng and L1_Man;
however, confusion is found between L2_Eng and L1_Man. In other words, L1_Eng is distinct
from L2_Eng and L1_Man prosodically; on the other hand, L2_Eng and L1_Man share some
common prosodic characteristics which differentiate from L1_Eng. In the following section,
discrimination analysis is conducted by prosodic features to show distinct prosodic
characteristics of L2 _Eng from L1 Eng and common prosodic characteristics between
L2 _Engand L1_Man.

4.2 Discrimination Analysis by Prosodic Features

Table 1 shows most distinct prosodic characteristics between L2 _Eng and L1 _Eng. After
pairwise discrimination analysis between L2_Eng and L1 Man is conducted by each prosodic
feature, the most discriminative features are computed and listed in Tablel. Results show most
discriminative prosodic features by lowest 5 p-values in L2_Eng vs. L2_Eng are 'mean by
normalized FO', 'minimum by normalized FO', 'mean by normalized volume’, 'maximum by
normalized volume' and 'stand deviation by normalized duration' in sentence layer and
maximum/PC/stand deviation/range/histogram_dimension#3 by normalized volume in word
layer.

Table 1. The most distinct prosodic Table 2. The most similar prosodic

characteristics between characteristics between
L2 Eng and L1 Eng by L2 Eng and L1 Man by
p-value p-value
Speech Pair L2_Engvs. L1_Eng Speech Pair L2 _Engvs. L1_Man
Layer Layer
'NorF0_Mean' ‘NorVol_DisBySubPC_D5'
‘NorF0_Min' ‘NorDur_DisBySubPC_D1'
Sentence Layer ‘NorVol_Mean' Sentence Layer | 'NorDurWOlntri_DisBySubMean_D5'
'‘NorVol_Max' 'NorDur_DisBySubPC_D3'
‘NorDur_STD' ‘NorFO_PC'
‘NorVol_Min' ‘NorF0_Mean'
'‘NorVol_PC' 'NorVol_Range'
Word Layer '‘NorVol_STD' Word Layer '‘NorFORes_DisBySubMean_D2'
'NorVol_Range' '‘NorF0_DisBySubPC_D6'
NorVol_hisBySubMean_D3' 'NorVol_DisBySubPC_D7'
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Table 2 shows common prosodic characteristics between L2 _Eng and L1_Man. Pairwise
discrimination between L2 _Eng and L1 Man is conducted by prosodic feature and most
similar features are listed in Table 2. Results show most similar prosodic features by highest 5
p-values by L2 Eng vs. L1 Man are ‘histogram_dimension#5 by pairwise contrast of
normalized volume', ‘histogram_dimension#1&3 by pairwise contrast of normalized duration’,
' histogram_dimension#5 by normalized duration without intrinsic properties' and 'pairwise
contrast by normalized FO' in sentence layer and 'mean by normalized FO', 'range by
normalized volume', ‘histogram_dimension#2 by f0 without intonation effect,
‘histogram_dimension#6 by normalized FO'and ‘histogram_dimension#7 by normalized
volume in word layer.

4.2.1 Discussion

The results show FO/duration/volume in sentence layer and volume in word layer contribute to
TW L2 accent. By discrimination analysis between L2_Eng and L1_Man, results demonstrate
FO/duration/volume in sentence layer and FO/volume in word layer are shared
L2 _Eng-L1 Man prosodic properties. We further assume that distinct features of L2 accent
might attribute to prosodic characteristics borrowed from their mother tongue, namely
L1 Man thus distinct features of L2Eng are compared with L2Eng-L1Man shared features.
The results show distinct L2_Eng features do overlap with L2Eng-L1Man common features.
Comparison by sentence layer shows similar features found coexisting in L2Eng-L1Eng
distinct features and L2Eng-L1Man common features (green in Table 1 and Table 2) are stand
deviation by normalized duration in L1Eng-L2Eng distinct features and
histogram_dimension#1&3 by pairwise contrast of normalized duration in L2Eng-L1Man
common features. Pairwise contrast is defined by between-phone variation and the property is
similar to stand deviation representing global variation; thus we could regard them as overlap.
In summary, the results suggest tempo contrast by syntax-elicited narrow focus in sentence
layer and loudness range by lexicon-defined word stress in word layer are distinct L2 features
of TW English which might attribute to prosodic transfer of Mandarin, namely L2s’ mother
tongue.

4.3 Similarity Comparison by Prosodic Patterns

In addition to analysis by individual prosodic feature in section 3.2, similarity is computed
between any two of L1/L2 speakers by prosodic patterns of word/sentence. After
between-speaker similarity is derived, we examine if between-speaker similarity is greater
when they are in the same speaker group. The aim is to test if consistency within each speaker
group (L1/L2) and discrimination between L1 and L2 could be found.
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4.3.1 Similarity in Word Prosody

Figure 3, 4 and 5 show similarity matrix between any two of L1/L2 speakers by prosodic
patterns of word. First row by normalized duration in Figure 3 demonstrates by color lightness,
first L1 speaker is more similar with speaker 1 to speaker 9 than speaker 10 to speaker 18
which represent L1 speakers and L2 speakers respectively. In addition, the left-top block by
green dotted cross demonstrates L1 speakers with more consistency within group than the
other blocks. It suggests L1 with greater cohesion/consistency than right-top (L1 vs. L2),
left-bottom (L1 vs. L2) and right-bottom (L2 vs. L2). Right-bottom (L2 vs. L2) block also
shows secondary consistent which is darker than right-top (L1 vs. L2), left-bottom (L1 vs. L2).
It suggests L2s’ prosodic patterns are consistent as well. Normalized duration without intrinsic
properties in Figure3 further shows that removing intrinsic duration could further help to
discriminate L1 and L2.

Normalized duration
without intrinsic properties

Speaker Index

Similar

L1. - L2
Speaker Index Speaker Index

Figure 3. The similarity between any two of L1/L2 speakers by duration patterns in
word layer. Color bars show the more dark the color, the more similar
between two speakers. The value of point (i,j) in the matrix represents
cosine distance between i and j that diagonal indicates self-similarity with
darkest color. The green dotted cross represents boundary between L1 and
L2 speakers.

Figure 4 also shows great cohesion within speaker group (L1&L2) respectively and great
difference between speaker group (L1 vs. L2) by normalized FO and normalized FO without
intonation effect; however, removing intonation appears not to improve L1-L2 discrimination
significantly.
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Figure 4. The similarity between any two of L1/L2 speakers by FO patterns in word
layer.

Figure 5 shows similarity matrix by normalized intensity. Results show no significant
discrimination found between L1 and L2.

Normalized intensity Dissimilar
Bl []

1

Speaker Index

—
(3]

Speaker Index

Figure 5. The similarity between any two of L1/L2 speakers by intensity patterns in
word layer.

4.3.1.1 Discussion

By between-speaker similarity of word by duration/F0, the two distinct blocks by shading
value representing L1s’ and L2s’ patterns are found. It suggests between-speaker similarity by
word layer is greater when they are in the same speaker group. In other words, L1 and L2
produce respective timing/pitch patterns of word with great within-group consistency but
within-group features are distinct from counterpart group. Between-group discrimination and
within-group consistency is not found by loudness patterns. The results suggests timing/pitch
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patterns elicited by lexicon-defined word stress in word layer are distinct L2 features of TW
English.

4.3.2 Similarity in Sentence Prosody

Figure 6, 7 and 8 show similarity matrix between any two of L1/L2 speakers by prosodic
patterns of sentence. By Figure 6 and 7, no significant discrimination between L1 and L2 is
found by normalized duration, normalized duration without intrinsic properties, normalized FO
and normalized FO without intonation.
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Figure 6. The similarity between any two of L1/L2 speakers by duration patterns in
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Figure 7. The similarity between any two of L1/L2 speakers by FO patterns in

sentence layer.
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Figure 8 shows intensity patterns of sentence with great within-group cohesion and great
between-group difference in both L1 and L2.

Normalized Intensity  Dissimilar

o

Similar

L1 L2
Speaker Index

Figure 8. Similarity between any two of L1/L2 speakers by intensity patterns in
sentence layer.

4.3.2.1 Discussion

By intensity similarity of sentence, the two distinct blocks by shading value representing L1s’
and L2s’ patterns are found. It suggests between-speaker similarity by intensity of sentence is
greater when they are in the same speaker group. In other words, L1 and L2 produce
respective prosodic patterns with great within-group consistency but within-group features are
discriminative to counterpart group. Between-group discrimination and within-group
consistency is not found by timing/pitch patterns. The results suggest loudness patterns
elicited by syntax-induced narrow focus in sentence layer are distinct L2 feature of TW
English.

5. Discussion and Conclusion

The present study examines prosodic characteristics of Taiwan English in relation to native
English and Mandarin, mother tongue of TW speakers. Prosody classification among native
English, TW L2 English and TW Mandarin is conducted by machine learning technology and
results show Taiwan L2 English is found to be distinct from L1 English in prosody. However,
TW L2 English and Taiwan Mandarin share some common prosodic characteristics which
differentiate them from L1_Eng. Further comparison by each prosodic feature shows distinct
L2 features of TW English can be attributed to prosodic transfer of Mandarin is tempo contrast
elicited by syntax-induced narrow focus in sentence layer and loudness range by
lexicon-defined stress in word layer. By examining prosodic patterns of word/sentence,
similarity analysis suggests that between-speaker similarity is greater when they are in the
same speaker group in both word and sentence layer. In other words, L1 and L2 speakers
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produce respective prosodic patterns with great within-group consistency but their
within-group patterns are discriminative to counterpart group by loudness patterns in sentence
layer and timing/pitch patterns in word layer. We believe the above study with incorporated
linguistic knowledge not only sheds light on better understanding of TW L2 English, but can
also be applied CALL system implementation. Future works will include providing prosody
evaluation matrix of L2 by word and by sentence with degree measures of similarity and
improvement scoring so that L2 learners will become more sensitive to prosody features.
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Appendix A. Target words by syllabicity, stress type and experimental condition

2-1 3-1 3-2 33 4-1 4-2 4-3 4-4 LH RH
YN (risc) money | Wonderful | ap igh white
wine
WH (fall) clevator | available information | misunderstand | Supermarket
Cont (rise) January peri Californi. Vi Dep
store
Decl. (fall) morming | Video tomorrow | Japanese afternoon
Narrow Money wonderful | Apartment | Ovemight | Elevator | Available i i d F t white
focus moming | Video tomorrow Japanese | January Experience | Californi Vi ] wine
store afternoon
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Quantitative Assessment of Cry in Term and Preterm

Infants: Long-Time Average Spectrum Analysis
Li-mei Chen*

Abstract

Long-time average spectrum (LTAS) was used to analyze the cry utterance of 26
infants under four months old; 16 of them were full-term and the other 10 infants
were preterm. The results of first spectral peak (FSP), mean spectral energy (MSE),
spectral tilt (ST), high frequency energy (HFE) were used to compare the cry
production between term and preterm infants. In addition, cry duration and percent
phonation were also compared. According to previous studies, cry production of
term and preterm infants show significant differences because immature
neurological development of preterm infants. Major findings in this study are: 1) no
significant difference in unedited cry duration across groups; 2) no significant
difference in percentage of cry utterance across groups; 3) no significant difference
in FSP across groups, and higher FSP in term infants; 4) no significant difference
in MSE across groups, and a decrease of MSE in both groups over time; 5) no
significant difference in ST across groups, and a quicker reduction of energy with
larger ST in preterm infants over time; 6) no significant difference in HFE across
groups, and a significant decline of HFE over time in both groups. Systematic
characterization of infant cry can help to estimate health condition of infants in
order to provide appropriate care.

Keywords: Long-time Average Spectrum, Infant Cry, Preterm Infants

1. Introduction

Previous studies show that preterm infants are prone to immaturity of neurological
development which leads to their sensitiveness toward pain stimulation, and the greater pain
they suffer would reflect on cry production. If a set of distinctive measures can be identified, it
might be possible to differentiate infant cries due to organic pathology and cries in the
spectrum of normative behavior, including infant colic which is frequently found in infants

* Department of Foreign Languages and Literature, National Cheng Kung University, TAIWAN
Email: leemay@mail.ncku.edu.tw
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younger than 4 months of age. The measures can thus be used to support doctors’ diagnosis to
identify if the unknown cries are caused by just infant colic or other more complicated factors
in order to provide appropriate care. Cry utterances were analyzed with long-time average
spectrum (LTAS) in two groups of newborn infants in this study. Non-partitioned cry episode
and the 3 equal-length partitions (P1, P2, P3) were analyzed. First spectral peak, mean spectral
energy, spectral tilt, and high frequency energy, as well as unedited cry duration and percent
phonation were measured.

Colic strikes infants who are under four months old, and it makes the infants cry in the
evening on a daily bases or at the moment of waking up (Lester etal., 1990). The cause of this
pain is still unknown (Zeskind & Barr, 1997). Colic occurs when infants are around one month
old and it often disappears without a reason when infants are older than three months (Clifford,
2002). It is a universal and commonly-seen phenomenon which is the cause for excessive cry
behavior. Though previous studies suggested that higher fundamental frequency and a larger
percentage of dysphonation in cry could be found in the pain cries of infants who suffered
from colic, no standard acoustic features in cry utterance of infants with colic was established
(Zeskind & Barr, 1997). Long-time average spectrum might provide an option to investigate if
there are any significant characteristics in the cries of infants with colic.

Though infants are not able to talk, they can express their feelings and emotions through
cry, facial expression, and body movement. Diseases are able to be discovered by some
characteristics in cry production (Radhika et al., 2012). For example, different pain stimuli
would lead to different fundamental frequencies in infant cry utterance (Radhika et al., 2012).
If more specific characteristics are found in certain diseases, it would be more effective in
prescribing and curing. Sometimes parents can differentiate why their babies cry by their
various cry production (Soltis, 2004). As for the way of eliciting cries, Johnston, Stevens,
Craig, and Grunau (1993) proposed two different ways: the heel-stick procedure and injection.
In this current study, injection was used as the only standard method to elicit cry to avoid any
nuances that might caused by the different types of pain stimuli. However, even though there
are measures to quantify the pain intensity infants endure, the experience of pain is quite
subjective and is not merely related to physiological but also psychological factors (Qiu, 2006).
Moreover, since infants use cry to arouse caregivers’ attention, it can be expected that infants’
cry utterance differs with and without their caregivers around them (Greenet et al., 1995).
Usually, the responses from caregivers bring cry behavior to a halt (Green et al., 1995). Cry is
thus a way of drawing others’ attention to help infants get rid of the uncomfortable situation or
meet their needs (LaGasse et al., 2005). Therefore, cry is not only an independent behavior but
also plays an important role in social interactions between infants and their caretakers (Green
etal., 1995).
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Because of the immature development of nervous systems caused by premature birth, cry
production of preterm infants is believed to reveal different characteristics from that of term
infants whose nervous system is comparatively well-developed. Premature infants were
reported to have higher fo in their cry utterance, and it might be due to the immature, and
shorter vocal folds (Johnston et al., 1993). Or as Zeskind (1983) stated that high-risk infants
were not able to perfectly control their cry production and that they tended to react more
intensely towards pain stimuli than did low-risk infants. Infants react differently to the same
stimulus pain whether they are healthy or born at risk. However, while some studies reported
that preterm infants were more sensitive to pain stimuli, others found that some premature
infants had less intense reactions towards pain than normal infants (Qiu, 2006).

The main objective of this current study is to find out how the cry production between
term and preterm infants differs from each other. The findings might help in detecting infants’
health conditions. Moreover, if the difference of the cry utterance can be systematically
characterized, the measurements can be further applied to identify features in neonate cry due
to infant colic.

2. Method

2.1 Participants

Previous studies indicated that gender did not lead to significant differences in first spectral
peak, mean spectral energy, spectral tilt, and high frequency energy (Goberman & Robb, 1999;
Goberman et al., 2008). Therefore, gender was not controlled in this study. There were 26
infant participants; 16 were term infants and the other 10 were preterm infants. The infants
were all under four months old for both term infants and preterm infants according to their
gestational ages. All of the infants in this study were considered to have normal hearing
according to interview with parents.

2.2 Data Collection

For collecting cry utterance of both preterm and term infants, TASCAM wave recorder and
RODE uni-directional microphone were used in audio recording. The microphone was held
near the infants’ mouth. All infants were in the supine position while receiving the injection.
This can also avoid influence of different postures in acoustic properties, for example,
fundamental frequency (Lin & Green, 2007). The cry production of both groups of infants was
recorded during and after they received the injection in the hospital. The pain stimulus was
thus the same in both groups of infants.
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2.3 Acoustic Analysis

The analysis in this current study was mainly based on Goberman and Robb (1999). A cry
episode of infants was defined as the duration of the continuous cry utterance, beginning with
the first audible cry utterance after the pain stimulus, and an episode was completed as soon as
the infants stopped cry. The non-voiced parts of a cry episode were first edited out in the cry
utterance, making a “non-partitioned cry episode” (Goberman & Robb, 1999). In this current
study, the inspiratory cry was eliminated, and only the phonatory parts were analyzed. Then, a
non-partitioned episode was divided into three partitions with the same length of durations (P1,
P2, P3). P1, P2, P3 are regarded as the early, middle, and late sections of the cry episode,
respectively, corresponding to the attack, cruise, and subdual phases of a cry episode as
suggested by Truby and Lind (1965). Unedited cry duration, percent phonation, first spectral
peak, mean spectral energy, spectral tilt, and high frequency energy were measured.

o First spectral peak (FSP): the first amplitude peak across the LTAS display.

e Mean spectral energy (MSE): the mean amplitude value from 0 to 8000 Hz. Average energy
from 0 to 8000 Hz - first peak energy

e Spectral tilt (ST): the ratio of energy between 0-1000 Hz, and 1000-5000 Hz. Average energy
from 1000 to 5000 Hz / average energy from 0 t01000 Hz

e High frequency energy (HFE): the sum of amplitudes from 5000 to 8000 Hz. Average energy
from 5000 to 8000 Hz *(8000-5000) / the bandwidth of LTAS

%j FI/P k HFE
*

Figure 1. Typical LTAS display showing the location of the first spectral peak
(FSP) and high frequency energy (HFE) between 5000Hz and 8000Hz.
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3. Results & Discussion

3.1 Unedited Cry Duration

Cry duration reveals respiratory capability, and term infants were thus expected to have longer
cry duration than preterm infants (Cacace et al., 1995; Michelsson et al., 1982; Thoden et al.,
1985). In this current study, the average duration of cry episodes for the 16 term infants was
42.27s (SD = 31.27s), and for the 10 preterm infants was 36.21s (SD = 30.93s). As expected,
term infants had longer average duration of cry episodes. However, a t test was performed to
examine whether cry duration differed statistically between these two groups, and indicated no
significant difference between term and preterm infants, t(24) = 0.48, two-tailed, p = 0.63. The
result is the same as that of Goberman and Robb (1999).

3.2 Percent Phonation

The amount of cries in term infants was reported to be larger than that in preterm infants
(Cacace et al., 1995; Michelsson et al., 1982; Thoden et al., 1985). The percentage of cry
utterance in a long-term non-partitioned, unedited cry episode was calculated in this current
study. However, no significant difference in percent phonation was found between these two
groups in this current study. The average percent phonation across the cry episodes of the 16
term infants and the 10 preterm infants was 67.25% (SD = 17.04) and 67% (SD = 13.98)
respectively. That is, 67% of the unedited cry episode contained cry production. Like what
was found in Goberman and Robb (1999), there was no significant difference across groups in
the percentage of cry utterance, t(24) = 0.039, two-tailed, p = 0.97.

3.3 First Spectral Peak (FSP)
The non-partitioned and partitioned first spectral peak values of the 16 term and the 10

preterm infants are listed in Table 1 and illustrated in Figure 2.

Table 1. First spectral peak from the non-partitioned episodes (NP) and three
partitioned cry episodes with equal length (P1, P2, P3) in the term and
preterm infants

FSP (Hz)
Group NP P1 P2 P3
Term Mean 182.07 135.88 184.79 149.46
SD 139.06 113.24 142.45 119.31
Preterm Mean 130.44 104.35 117.40 139.14

SD 71.74 52.06 67.36 82.11
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Figure 2. First spectral peak in term and preterm infants over time (P1, P2, and
P3 are three equal-length partitioned cry episodes.)

A two-way analysis of variance (ANOVA) was performed to calculate if there were
significant differences in FSP values between the two groups (term factor), and whether there
was significant variation between the three equal-length cry durations (P1, P2, P3) in each
group (partition factor). The results indicated no significant term by partition interaction (p =
0.64), no significant main effect for term status (p = 0.17), and no significant main effect for
partition (p = 0.56). Despite the fact that there was no significant difference in statistical tests,
from overall observation, term infants demonstrated higher FSP in non-partitioned and the
three partitioned episodes than that in preterm infants. Moreover, term and preterm infants
displayed different trends of FSP in P1, P2, and P3. Term infants’ cry episode involved more
distinct phases with decrease of FSP in P3, whereas FSP kept increasing from P1 to P3 in
preterm infants.

While the infants were receiving injections, the sharp pain stimulated them and all the
infants burst out to cry. According to the previous studies (Johnston et al., 1993; Goberman &
Robb, 1999), preterm infants were expected to have higher FSP because preterm infants were
thought to be more sensitive and would react more intensely to pain. Intensive cry causes the
increase of the subglottal pressure and the stiffness of the vocal folds. Premature infants,
compared to term infants, were thus reported to have higher fo in their cry phonation due to
tension of the larynx. However, this difference was not found in this current study. The mean
FSP of the term infants turned out to be higher than that of the preterm infants, in both the
non-partitioned episode and the three equal-length episodes. Nevertheless, the difference
between these two groups was not statistically significant as mentioned above. More data with
controlled methodology in future studies can verify the discrepancy of the findings.

Another distinction between these two groups was the changes of FSP across three
partitions. The trend of increase followed by decrease of FSP in term infants was not found in
preterm infants. FSP kept increasing in preterm infants over time. This distinction was also
found in Goberman and Robb (1999), in which FSP decreased significantly in term infants and
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there was no reduction of FSP in preterm infants.

3.4 Mean Spectral Energy (MSE)

The mean spectral energy values of non-partitioned and partitioned episodes of the 16 term
and the 10 preterm infants are shown in Table 2 and Figure 3.
Table 2. Mean spectral energy from the non-partitioned episodes (NP) and three

partitioned cry episodes with equal length (P1, P2, P3) in the term and
preterm infants

MSE (dB)
Group NP P1 P2 P3
Term Mean 19.368 19.982 19.507 14323
SD 9.627 9.523 11.158 11.266
Preterm Mean 22.801 25.201 18.695 15.628
SD 5.785 6.409 7.963 6.153
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Figure 3. Mean spectral energy in term and preterm infants over time (P1, P2,
and P3 are three equal-length partitioned cry episodes.)

A two-way analysis of variance (ANOVA) was performed to investigate if there were
significant differences between term and preterm infants (term factor), as well as across P1, P2,
and P3 (partition factor) in each group. The results indicated no significant term by partition
interaction (p = 0.36). There was a significant main effect for partition (F = 6.47, p = 0.003),
yet there was no significant main effect for term, p = 0.52. One-way ANOVA tests were then
performed in each group to check the changes of MSE in P1, P2, and P3. In term infants, P2
was significantly higher than P3 (p = 0.029). In preterm infants, P1 showed significantly
higher energy than P2 (p =0.042) and P3 (p = 0.012).

MSE refers to the average energy in the frequency range of 0-8000 Hz, which was



84 Li-mei Chen

indicated to correspond to tension of the laryngeal musculature (Fuller & Horii, 1988). In this
current study, although no significant difference could be identified, preterm infants showed
higher MSE in non-partitioned episode and the three equidurational cry episodes. This shows
that during the cry duration, the preterm infants’ laryngeal muscles were tighter and they had a
more severe reaction toward pain stimulus. The tighter laryngeal muscles suggested a more
intense cry production. This finding was also indicated in Goberman and Robb (1999).
Moreover, a decrease of MSE over time could be observed in both term and preterm infants.
This might suggest that the laryngeal muscles of both groups of infants loosened by phase,
especially in preterm infants. There was a sharper decrease of MSE from P1 to P3 in preterm
infants. The trend seemed to correspond to the distinct phases in a cry episode indicated in
Truby and Lind (1965) with the attack phase (high amplitude) and the cruising phase followed
by the subdual phase (the lowest period of stress).

3.5 Spectral Tilt (ST)
The spectral tilt values of non-partitioned and partitioned cry episodes of the two groups are

listed in Table 3 and displayed in Figure 4.

Table 3. Spectral tilt from the non-partitioned episodes (NP) and three partitioned cry
episodes with equal length (P1, P2, P3) in the term and preterm infants

ST
Group NP P1 P2 P3
Term Mean 1.381 2.242 1.423 1.118
SD 0.307 3.207 0.387 0.300
Preterm Mean 1.839 1.935 2.811 3.218
SD 0.685 0.659 2.795 5.326
3.4
3.2
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E 24
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Figure 4. Spectral tilt in term and preterm infants over time (P1, P2, and P3
are three equal-length partitioned cry episodes.)
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In order to evaluate if there were significant differences of ST between the two groups
and whether there were significant variations between the three equal-length cry durations (P1,
P2, P3) in each group, a two-way analysis of variance (ANOVA) was performed. There was
no significant term by partition interaction (p = 0.223), no significant main effect for partition
(p = 0.994), and no significant main effect for term (p = 0.123). To investigate changes in ST
across partitions within each group, separate one-way ANOVA tests were performed for term
and preterm infant groups. In term infants, post hoc comparisons identified a significantly
higher ST in P2 than in P3 (p = 0.003), but no significant difference in ST across partitions in
the preterm infants.

Spectral tilt measures the ratio of low frequency energy and high frequency energy,
revealing how quickly the energy declines over time. The quicker the decline is, the larger the
ratio. Overall, the term infants showed higher ST values at the onset of cry production which
decreased across partitions, whereas the preterm infants had lower ST values at the onset,
which increased over time. That is, there was a quicker reduction of energy across partitions in
preterm infants. The ST of term infants did not increase over time as mentioned in Goberman
and Robb (1999), on the contrary, the increase of ST was found in preterm infants. A higher
ST value was reported to be related to hypoadduction of the vocal folds, and a lower ST
reflects a hyperadduction of the vocal folds (Mendoza et al., 1996). In this current study,
hyperadduction was observed in the decrease of ST in term infants, whereas hypoadduction
was observed in the increase of ST in preterm infants.

3.6 High Frequency Energy (HFE)
The high frequency energy values of non-partitioned and partitioned cry episodes of the two

groups are listed in Table 4 and illustrated in Figure 5.

Table 4. High frequency energy from the non-partitioned episodes (NP) and three
partitioned cry episodes with equal length (P1, P2, P3) in the term and
preterm infants

HFE (dB)
Group NP P1 P2 P3
Term Mean 1672 1703 1543 1272
SD 582 552 720 590
Preterm Mean 1737 1807 1511 1227

SD 469 514 546 509
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Figure 5. High frequency energy in term and preterm infants over time (P1, P2,
and P3 are three equal-length partitioned cry episodes.)

In order to identify if there was significant variation of HFE between term and preterm
infants, and whether there were significant variations between the three equal-length cry
durations (P1, P2, P3) in each group, a two-way analysis of variance (ANOVA) was
performed. No significant term by partition interaction (p = 0.805) was found. Like in
Goberman and Robb (1999), there was no main effect for term (p = 0.962). That is, there was
no significant difference in HFE across the two groups. There was significant main effect for
partitions (F = 8.29, p = 0.001). One-way ANOVA tests were then performed to check
changes in HFE across partitions within each group. Significant differences in HFE were
found across partitions for both term infants (F = 3.91, p = 0.031) and for preterm infants (F =
4.57, p = 0.025). There was a significantly higher P1 in HFE than P3 in both infant groups (p
=0.029 in term infants, and p = 0.02 in preterm infants). In both groups, HFE decreased over
time. The HFE of term infants did not change drastically over time; however, in preterm
infants, the HFE showed a steep descent, crossing from 1807 to 1227.

HFE measures the energy in the range of 5000-8000 Hz, which was indicated to be
related to the noise elements in phonation (e.g., irregular cry utterance). It was reported that
dysphonation in infant cry was very likely related to neurological disorders (Mende, Herzel, &
Wermke, 1990). However, no significant difference of HFE between groups was found in this
current study. Further studies with more data from both term and preterm infants might verify
the correspondence of HFE and its physiological bases.

4. Summary and Suggestion for Future Studies
Cry productions of 16 term infants and 10 preterm infants under 4 months of age were
analyzed with long-time average spectrum (LTAS). Major findings were:

1. There was no significant difference between term and preterm infants in cry duration.
However, term infants had longer overall cry duration, which corresponded to better
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respiratory capability to support phonation;

2. There was no significant difference across groups in the percentage of cry utterance although
previous studies indicated that the amount of cries in term infants was larger than that in
preterm infants;

3. No significant variation was found between these two groups in FSP. Term infants showed
overall higher FSP, which is different from previous findings. Moreover, FSP in term infants
involved more distinct phases across three partitions, declining toward the end of cry
episode;

4. There was no significant difference of MSE between term and preterm infants. Overall,
preterm infants showed higher MSE, which corresponded to tighter laryngeal muscle and
intense cry production. A decrease of MSE was found in both groups over time;

5. No significant variation was found between these two groups in ST. There was a quicker
reduction of energy with larger ST in preterm infants over time, which revealed
hypoadduction of the vocal folds;

6. There was no significant difference in HFE between two groups, and there was a significant
decline of HFE over time in both term and preterm infants.

Some of the results in this current study did not match the findings in previous studies.
The differences could be due to a few discerning variables. First, although the uni-directional
microphone was used in this study, the environmental noises could not be completely
controlled because the nurses were required to explain the procedure to the caregivers.
Moreover, there was unavoidable overlapping from noises of cry from other infants. Once
infant cry overlapped with adults’ voice or cry from other infants, the partitions could no
longer be used for further analysis. Second, all the infants receiving injections had their
caregivers around. Both term and preterm infants might use more strength in cry, hoping their
caretakers would alleviate their pain. This caused inevitable interaction between adults and
infants, bringing unexpected disturbance to the results. Third, some caretakers tended to
soothe the infants as soon as they started to cry, which would significantly change the natural
cry episode since the soothing and consolation from the caretakers might influence their cry
production. The infants might feel safe and stopped crying. This might cause incomplete early,
middle, and late sections in a cry episode, as Goberman and Robb (1999) mentioned. In
further studies, the environmental noise (e.g., from nurses, parents, and other infants around)
should be controlled. Moreover, video recording should be implemented in order to identify
whether the infants stopped crying spontaneously or their attention was drawn by things
around. By controlling disturbance, future study can acquire sufficient data to identify
systematic distinction in the pattern of cry production between term and preterm infants.
Furthermore, LTAS analysis utilized in this study for cry analysis can be automatically
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processed and more features can be incorporated in the analysis in future studies.
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