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Social Metaphor Detection via Topical Analysis
Ting-Hao (Kenneth) Huang*

Abstract

With the massive amount of social media data becoming available, there is a rising
interest in automatic metaphor detection and interpretation from open social text.
One of the most well-known approaches to this subject is identifying the violation
of selectional preference. The basic concept of selectional preference is that verbs
tend to have semantic preferences of their arguments and that violations of these
preferences are strong indicators of metaphorical language use. Nevertheless,
previously, few works have focused on metaphor detection of social media data. In
response to this problem, we propose a three-step framework that is based on the
technology of selection preference modeling to detect metaphors in social media
data. We conduct a pilot study of this framework on the data of a real-world online
support group. Furthermore, to improve our approach, we also leverage topical
analysis techniques in our framework. As a result, we address the challenges of the
task of metaphor detection in social media data, provide qualitative analysis for our
experiments, and illustrate our insight based on the results.

Keywords: Metaphor, Cluster, Selectional Preference, Social Media Data.

1. Introduction

With massive social media data, e.g., comments, blog articles, or tweets, becoming available,
there is a rising interest in automatic metaphor detection from open social text. One of the
most well-known approaches to this subject is detecting the violation of selectional preference.
The idea of selectional preference is that the predicates (i.e., mostly verbs) tend to have
semantic preferences of their arguments. For instance, the verb “flex” has a strong preference
of “muscle” and “bone” as its object. If we find that, in some text, the object of “flex” is not of
the semantic class of “muscle” and “bone,” it is very likely to be a metaphorical use.

Previously, researchers have studied metaphor identification by modeling selectional
preference (Loenneker-Rodman & Narayanan, 2010; Shutova et al., 2010; Shutova, 2010;
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2 Ting-Hao (Kenneth) Huang

Resnik, 1997; Shutova & Teufel, 2010; Calzolari et al., 2010; Preiss et al., 2007), while few
papers have focused on social media data. In our work, we call the metaphors occurring in
social media “social metaphor” to emphasize their different properties and difficulty.

Furthermore, to improve the technology of metaphor detection, we also leverage topic
analysis techniques in our approach. The intuition behind combining metaphor identification
and topic analysis is that both verbs and arguments exhibit strong tendencies towards a few
specific topics, and this topical information provides additional evidence to facilitate
identification of selectional preference among text. For instance, in the topic of sports, the
subjects of “flex” are mostly humans; but in the topic of finance or politics, the subjects of
“flex” are mostly organizations or countries, e.g., “China to flex its financial muscles at US
meeting.” In this paper, we study how the metaphor detection technique can be influenced by
topical analysis techniques.

The problem of automatic social metaphor detection poses two main challenges. First, as
social media data is usually noisy, how to effectively preprocess the input texts before an
actual detection component is employed should be studied carefully. We should estimate
empirically the performance of existing NLP tools, especially lemmatizers and POS taggers.
Second, how to apply and evaluate the proposed approach on a real world data set is not
straight-forward. As there is neither an existing data set nor benchmark to evaluate metaphor
detection, we need to create a benchmark that can show the performance difference
effectively.

Furthermore, incorporating topical analysis into metaphor detection has another layer of
challenges: how to automatically discover the topical distribution for each term (including
verbs and nouns) within open text, which is not a trivial problem. Moreover, we need to study
how to leverage the topical distribution of each verb and noun to metaphor detection.

In this paper, we will define the problem before proposing our 3-step approach for
meta-phor detection. Specifically, we first preprocess the input text by extracting tokens and
further clustering nouns then detect selectional association outliers. Finally, we apply a
selectional preference strength filter to extract metaphor-embedded text snippets.

We then conduct experiments on a real-world social media data set. The LDA model is
applied to partition the input corpus based on topics, and we adopt the 3-step approach both on
the whole corpus and on every single topic data partition. Finally, we compare the metaphor
detection results between those with and without the influence of topics, and we observe
which one performs better.

The rest of the paper is organized as follows: In Section 2, we summarize related work
for metaphor detection based on selectional preference detection. In Section 3, we formally
de-fine the problem of automatic social metaphor detection. Then, in Section 4, we conduct a
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preliminary test to compare two technologies for metaphor detection and choose one to
establish the 3-step framework we will describe in Section 5. In Section 6, we further discuss
the details of topic analysis. Finally, we demonstrate the experiment in Section 7, discuss the
results in Section 8, and conclude the work in Section 9.

2. Related Work

In this section, we briefly survey papers that investigate approaches to detect metaphors in
text.

2.1 Automatic Metaphor Detection

There have been many computational approaches in the field of natural language processing
toward modeling metaphors. Based on Shutova et al. (2010), the research of modeling
meta-phors could be divided into two sub-fields: metaphor detection and metaphor
interpretation. In this paper, we focus on metaphor detection. In this field, the first challenge is
how to define a metaphor. As mentioned in Loenneker-Rodman and Narayanan (2010), “there
is rich continuing theoretical debate on the definition and use of metaphor.” In our work, we
limited the scope of our research in that we only aim to detect a “non-conventionalized
metaphor,” which usually has low frequency and could reasonably be considered as an outlier
of selectional preferences. For instance, conventional metaphors like “Life is a journey” or
“Time is running out,” which would not strongly violate the selectional preference, are
considered to be out of scope of this work.

In the field of metaphor detection, the Met* System (Fass, 1991) can be considered the
first attempt to explore this field, and the following approaches include (Goatly, 1997), (Peters
& Peters, 2000), CorMet System (Mason, 2004), and TroFi System (Birke & Sarkar, 2006).
Most of them adopt the concept of selectional preference that we mentioned above, along with
some hand-coded knowledge base, e.g., VerbNet. VerbNet contains information about the
constraint of arguments of verbs. By matching the text with the verb and its argument, we are
able to detect the violation of arguments. Nevertheless, in this paper, we apply a different
approach that learns the violations directly from statistics based on natural texts. One
advantage of this approach is that we do not need any hand-coded knowledge base, so it could
be ported to other languages more easily.

2.2 Topical Analysis

Many topical analysis techniques have been developed, e.g., latent semantic analysis,
proba-bilistic LSA, NMF, and LDA. Latent Dirichlet Allocation (LDA) (Blei, Ng, & Jordan,
2003) models documents using a latent topic layer. In LDA, for each document d, a
multinomial distribution 6, over topics first is sampled from a Dirichlet distribution with
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parameter a. Second, for each word wy;, a topic z,; is chosen from this topic distribution.
Finally, the word w, is generated from a topic-specific multinomial distribution ¢.4.
Accordingly, the generating probability of word w from document 4 is:
P(w|d,0,9)= 2 P(w|z,¢,)P(z|d.0;)
zeT
Basically, we will use this approach as our topical analysis component to discover the
un-derlying topic distribution for nouns, verbs, and adjectives.

3. Problem Definition

In this section, we formally define the problem of the social metaphor detection via topic
diversity identification.

Social Metaphor detection: We aim to recognize non-conventionalized metaphors in
so-cial media text by a fully automatic approach, where the input would be real text from
social media. Based on the word distribution among the input data, we aim to detect
metaphors without using any external knowledge resources.

There are many sub-categories of metaphors. In this work, we only focus on
“non-conventionalized metaphors,” which reasonably could be considered as an outlier of
language behavior. One advantage of non-conventionalized metaphors is that the approach can
be language-independent and there is no need of external knowledge resources. This type of
framework reasonably could be ported to other languages.

We will present how to tackle the problem by our proposed 3-step framework and
discuss how to take the advantage of topical analysis for metaphor detection. We will also
show how to quantitatively calculate these values in the next section.

4. Preliminary Test

As mentioned above, one of the most important approaches of metaphor detection is to
identify the violation of selectional preference. Nevertheless, none of the other approaches are
proposed as a baseline model to compare with the proposed model. In this section, to
investigate the reliability of selectional preference modeling, we adopted another possible
approach for metaphor detection, ie., the semantic outlier word detection, and run a
preliminary test to compare their effectiveness.

4.1 Semantic Outlier Word Detection

Intuitively, for a certain topic, people tend to use the words that are “semantically related” to
the topic. Therefore, we can assume that the set of words that are used frequently to describe a
certain topic are more strongly related to each other than to the words used to describe other
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topics. For instance, the words used to describe “finance,” e.g., bank, money, and business, are
semantically more similar (or related) to each other than to the words used to describe
“entertainment,” e.g., movie, music, and star. Based on this idea, we can detect the “semantic
outlier” in a chunk of text, which can indicate the words that are borrowed from other topics to
establish metaphors.

In this paper, we basically followed the method proposed by (Inkpen & Désilets, 2005) to
detect the semantic outlier words. For a chunk of an input sentence, we first use the DISCO*!
package to calculate the pair-wise semantic similarities between any two words within the text,
before calculating the average of the three greatest similarities of each word as its “semantic
coherence (SC).” Finally, the semantic outliers tend to have obviously lower semantic
coherence than other words, so we just set an empirical threshold to capture those outliers.

4.2 Selectional Association Outlier Detection

Selectional preference (also referred to as selectional association or selectional restriction)
describes the semantic preference of predicates to noun classes in a given grammatical
rela-tion. For instance, the predicate “eat” prefers the noun class of “food” as its direct object
more than the noun class “building” and also prefers the noun class of “human” and “animal”
as its subject more than the noun class “vehicle”. Modeling selectional preference could help
us to find the anomaly grammatical argument, which is an important clue to metaphorical
language.

In this paper, for a given predicate p and a semantic noun class ¢, we adopt the measure
of selectional association (SA), which was proposed by Resnik (1997), to present the
selectional preference value between them. The selectional association equation can be
calculated similar to point-wise mutual information, as follows:

1 Pr(c|p)
Ag(p,c)= Pr(c|p)log——+
Sr(p) Pr(c)

Ag is the selectional association value between a given predicate p and a semantic noun
class c¢. SR is the selectional preference strength of p, which can be formally defined similar to
the K-L divergence between prior and posterior, as follows:

Sg(p.c)=D(Pr(c| p)|IPr(c))

- zpr(c|p)|og P;(C(“)”)

Finally, similar to Section 4.1, the selectional preference outliers tend to have obviously
lower SA value than others, so we set an empirical threshold to capture those outliers. Note

! http://www.linguatools.de/
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that, for this preliminary test, we only focus on the direct-object (dobj) and subject (subj)
grammatical relations.

4.3 Experiment and Discussion

Since labeling metaphor embedded sentences is laborious, we conduct experiments on a
relatively small benchmark corpus, which contains 122 sentences extracted from the Web,
where 61 (50%) of them contain metaphors and 61 of them do not contain metaphors.

We apply both approaches on this data set. For the selectional association outlier
detection, the best resulting F-1 score is 0.58, with precision of 0.60 and recall of 0.56. On the
other hand, for the semantic outlier word detection, regardless of which value of threshold we
set, the performance remains very low. This method returns a huge number of false positive
semantic outliers, which is mainly caused by two reasons.

First, the semantic coherence can be affected easily by very general words, which usually
have very high similarities and occur very often. If one sentence has more than one very
general context word, e.g., "take," "put," or "get," the semantic coherences of all other words
could be systematically increased, and thereby fail to present the outlier words. We believe
this is the main reason this method cannot detect the semantic outliers we expected.

Second, the measure of semantic similarity between word pairs is not very reliable for
in-frequent words. The similarities calculations that are based on the text of a large corpus
usually have this problem — being reliable on high frequency words, but not on low frequency
words, which are exactly what we aim to capture.

To conclude, the selectional association outlier detection method outperformed the
semantic outlier word detection in the preliminary test. Therefore, in this paper, we only focus
on selectional association to develop our technology.

5. 3-Step Framework of Metaphor Detection

In this section, we introduce our approach to the problem of social metaphor detection.

In particular, our approach consists of three steps: (1) word extraction and building noun
clustering, (2) selectional association outlier detection, and (3) selectional preference strength
filtering. The first step deals with noisy input social media data, and it produces relatively
clean output with richer NLP information labeled on the text. In the second step, we use a
statistical method to calculate the selectional association scores of particular types of token
pairs, based on the tokens and noun clusters extracted from the first step. Finally, as a
post-process step, the output generated from the first step will be further analyzed and false
positives will be filtered out via an empirical threshold.
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5.1 Step 1: Word Extraction and Noun Clustering

Different from well-phased corpora, e.g., Wall Street Journal or Wikipedia pages, which are
used by other metaphor detection works, social metaphors tend to be embedded in noisy social
media texts, e.g., blog and forum texts. The goal of word extraction is to filter out the noise
from grammatically structured phrases and tokens.

We first use a POS tagger to label the tokens with part-of-speech tags. Nevertheless,
since the POS taggers are unlikely to produce high quality results on noisy data, we only
select nouns with word frequency greater than 5 and greater than 70% of the overall
occurrences as a noun. For adjectives and verbs, more strictly, we require a word frequency
greater than 50 and over 80% of all occurrences should be adjectives or verbs. All of these
parameterized thresholds are set experimentally.

Then, based on the nouns we extracted, we build a set of semantic noun clusters, which is
the foundation for modeling the selectional preference. In this work, we apply the spectral
clustering algorithm as follows.

1. For each noun W, we use the DICSO toolkit, which uses Wikipedia as the knowledge
source, to generate its top 100 semantically similar nouns. For the first similar word Wg,,
the similarity weight Sim(Wy, Wy,) is set to 1/2; for the second word, Sim(W,, W) is 1/3;
for the third word, Sim(Wy, Ws;) is 1/4, and so on.

2. For all nouns, the first step will generate an asymmetric graph of word similarity. Based on
the graph, we run the spectral clustering algorithm on it and get the noun cluster.

Note that, although the DISCO toolkit calculates word similarity based on Wikipedia,
which is a reliable corpus, we only focus on the nouns actually occurring in the input data set,
i.e., the social media data. Namely, if a certain noun appears in the extracted “top 100
semantically similar nouns” but never occurs in the input data, we just ignore it. Moreover, we
ignore the similarity score produced by the toolkit and calculate the similarity based on the
similarity ranking. This is because, for the top 100 similar words, we tend to trust the ranking
more than the scores, which is a common engineering trick for a clustering problem.

5.2 Step 2: Selectional Association Outlier Detection

Based on the formula mentioned in Section 4.2 and the semantic noun clusters built in Step 1,
we measure the selectional associations for the most frequent verbs we extracted, particularly
on the three kinds of grammatical relations, namely, adjective modifier (amod), direct object
(dobj), and subject (suby).
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In this work, we intentionally include the adjective modifier (amod) relation. When
speak-ing of the selectional preference, most previous works have focused only on verbal
predicates. Nevertheless, in the grammatical relation of adjective modifier, the modifier can
also be considered as a predicate and the words being modified are mostly also nouns.
Therefore, we also apply our approach on the amod relation and see if the method effectively
captures adjective metaphors as well.

We considered the relations with negative SA values as “SA outliers,” and we labeled the
sentences containing “SA outliers” as metaphors.

5.3 Step 3: Selectional Preference Strength Filter

As mentioned in Section 4.3, the selectional preference strength of a predicate is defined as
the K-L divergence between the prior and the posterior of noun clusters. For the predicates
with strong preference, e.g., “filmmake,” it significantly affects the posterior probability
distribution of noun clusters. In the case of the direct object of “film-make,” the probability of
the “movie/film” noun class is increased considerably. On the other hand, some “light verbs,”
e.g., “get,” “put,” or “take,” have quite weak preferences toward their direct object or subject.

The idea of selectional preference strength filtering was first proposed by Shutova et al.
(2010) and suggests that the predicates with less strong selectional preference would rarely
“violate” their own weak preference. Therefore, if we filter out the predicates with weak
se-lectional preference, the false positives of metaphor detection will be reduced, and the
preci-sion will increase significantly. In our framework, we apply this filtering method as the
final step. Note that, due to the lack of a training and development data set, we just set the
same threshold, which is 1.32, as suggested in Shutova et al. (2010).

6. Topic Model Analysis

We use LDA to model the topical distribution of words and documents of corpora, and we
want to observe the changes of selectional preferences among various topics. The steps are as
follows.

1. We train an LDA topic model with k& various topics based on the whole input data set, i.e.,
social media corpus.

2. For each document d in the input data set, we assign d to its favorite topic. Namely, we
partition the corpus into £ document collections, based on topics.

3. Run the 3-step process mentioned in Section 5 on the whole data set and on the & dif-ferent
document collections.

4. Compare the SA outlier detection results among the data with and without topic modeling.
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The underlying hypothesis in this comparison is that the selectional preference would increase
for certain predicates in certain topics; thus, the outlier of SA values would be further
emphasized. In that case, the metaphor detection technique could be improved.

7. Experiment

7.1 Data and Setting

Our method requires a fully-parsed data set, so we decided to choose a relatively small size of
social media data. We collected the whole text of posts from a large online breast cancer
support community, Breastcancer.org, which also is used in Wen er al. (2013). We have
collected all of the public posts, users, and their profiles on the discussion board platform from
October 2001 to January 2011. During this period, there were a total of 90,242 unique users
who posted 1,562,459 messages. We then parsed it by the Stanford Parser toolkit?. In our word
extraction step, we extracted 55,511 distinct nouns, 3,242 distinct adjectives, and 1,827
distinct verbs.

In the noun clustering step, we experimentally set the number of clusters (k) as 2,000.
Note that we also manually removed the following three clusters to avoid some systematic
parsing errors of the Stanford parser:

® hours, minutes, times, days, weeks, months, seconds, ...
o yourselves, oneself, somebody, everybody, someone, anything, everything, anyone, ...

e bay, girl, child, woman, children, guy, kid, person, ...

In the topic model analysis phase, we adopted the JGibbLDA?® toolkit to build the model
and set the number of topics (k) as 20.

7.2 Results and Case Study

For the whole data set, the top 10 sample detected selectional association outliers* (of the
three grammatical relationships) are listed in Table 1. We also demonstrate the result of one

2 http://nlp.stanford.edu/software/lex-parser.shtml

® A Java Implementation of Latent Dirichlet Allocation (LDA) using Gibbs Sampling for Parameter
Estimation and Inference: http://jgibblda.sourceforge.net/

4 For each pair of predicate and noun cluster, we try to select the most “metaphor-like” usage if multiple
outliers are detected. To protect the privacy of forum users, we also skip all the examples which
contain name entities.



10 Ting-Hao (Kenneth) Huang

out of 20 topic document collections in Table 2 for comparison. Note that example usages are
lightly disguised based on the techniques suggested by Bruckman (2006).

We found out that the strength of selectional preference of each predicate was actually
in-creased in split topics. Nevertheless, the increase had no clear benefits to metaphor
detection in our results. It successfully detected “outliers,” but those outliers were not
necessarily metaphors.

Take the results of direct object for example. Without topic analysis, the top outliers we
detected were (accomplish, Bianca), (defy, breast), (occupy, breast), and (sprinkle, germ).
Most of them are just rarely used verb-object combinations, but not metaphors. With topic
analysis, we picked one topic out of 20 as an example, and the top outliers we detected were
(celebrate, cancer), (join, skin), (draw, brow), and (play, head). We can observe that the verbs
and nouns are actually more concentrated. In this case, the topic seems like
celebration/play/event/play. Nevertheless, those pairs are rare, but not metaphors.

8. Discussion

Though the final result is not very promising, we gain some valuable experience in this work.

First, a parsing error is lethal for our approach. It would hurt our performance in at least
two aspects: putting incorrect nouns in the noun cluster, which is the foundation of the whole
method, and creating a significant amount of noise in the data, thereby impacting the statistical
modeling phase. Therefore, the pre-processing is critical. After we added the strict word
extraction strategy into our system, the quality of output was improved.

Second, from our experiments, we found that the strength of selectional preference is
actually increased when clustering the documents by topic modeling. In each topic’s document
collection, we collected documents by word co-occurrences. Therefore, predicates are more
concentrated on their preferred grammatical arguments. Nevertheless, the enhancement of
selectional preference strength turned out not strong enough to improve metaphor detection.
For some certain topics, the top SA outliers were even worse than those of the whole set,
because selectional association is a linguistic phenomenon with high data sparsity.
Partitioning would further reduce the amount of data and affect the reliability of the model.

Finally, we noticed that our fundamental hypothesis might not be accurate. We found
that the SA outliers are not necessarily metaphors. Some of the outliers just rarely-used
language, or some “weird” usage, e.g., (hug, multiply) in “the hugs we are storing will
multiply” of Ta-ble 1, or the (play, head) in “It keeps playing through my head now” of Table
2. In the future, we might need to reconsider the hypothesis we adopted.
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Table 1. Examples of Selectional Association Violation Identified without Topical
Analysis
Relation (arg0, argl) SA(10°®%) |Example Usage Analysis
amod
amod (breast, yearly) -2.7306 |“yearly breast MRI” Parsing Error
amod(skin, circular) -2.7079 |“circular skin patches” Non-metaphor
amod(skin, greasy) -2.6896 |“greasy skin” Non-metaphor
amod(head, administrative) -2.6864 |“the administrative head of this institute” Weak metaphor
Sentence
amod(hug, weary) -2.6461 |“...get weary. Hugs to you all...” Segmentation
Error

amod (breast, uncertain) -2.6138 ;E:ﬁmogggﬁ;tm,, dimpling and uncertain Parsing Error
amod(kiss, french) -2.5970 |“...about French kiss...” Non-metaphor
amod (breast, slim) -2.5752 |“My breasts are not slim but not fat...” Non-metaphor
amod(tomarrow, crisp) -2.5636 |“...it's expected to be a crisp 72 tomorrow.” Parsing Error
amod(wing, seasoned) -2.5510 |“seasoned chicken wings” Non-metaphor
dobj
dobj(defy, breast) -2.5893 |“gravity defying breasts” Parsing Error
dobj(occupy, breast) -2.5749 |“...(cancer) occupy the whole breast...” Non-metaphor
dobj(sprinkle, germ) -2.5350 [“sprinkle wheat germ” Non-metaphor
dobj(ooze, skin) -2.5260 |["oozing skin" Non-metaphor
dobj(circulate, breast) -2.5157 |“...let air circulates around patient’s breast.” Parsing Error
dobj(win, tomorrow) -2.5095 [“If John win tomorrow night, ...” Metonymy
dobj(hire, dvd) -2.4972  |“hire the dvd” Non-metaphor
dobj(defy, cancer) -2.4773 |“...to defy the cancer and smile...” Non-metaphor
dobj(float, cancer) -2.4380 |“...cancer cells float around in my blood...” Non-metaphor
dobj(shut, head) -2.4141 |“...shut my head off...” Metaphor
nsubj
nsubj(cleanse, breast) -2.5783 |“breast cleanse” Parsing Error
nsubj(metabolize, tumor) -2.5513 [“Tumors metabolize ...” Non-metaphor
nsubj(deny, adjuster) -2.4950 [“The claims adjuster denied this claim ...” Non-metaphor
nsubj(occupy, head) -2.4827 |*“...keep my head occupied ...” Weak metaphor
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nsubj(multiply, hug)
nsubj(constipate, hug)
nsubj(overtake, belly)
nsubj(multiply, treatment)

nsubj(pay, patient)

nsubj(manufacture, expander)

-2.4617
-2.4286
-2.3276
-2.2361
-2.2164

-2.2056

Ting-Hao (Kenneth) Huang

*“...the hugs will multiply.”

‘... hugs ... that percocet is constipating.”
“... my belly has overtaken the boaobs ...”
“...treatment for.. , multiply that by...”

“...patients pay for...”

“...ask the expander manufactures come up with

better tissue expander.”

Metaphor
Parsing Error
Metaphor
Weak metaphor

Non-metaphor

Parsing Error

Table 2. Examples of Selectional Association Violation Identified Based on Topical
Analysis (for one Particular Topic)

Relation (arg0, argl) SA(10®) |Example Usage Analysis
amod

amod(head, gray) -2.5469 |“gray head” Metonymy
amod(belly, former) -2.5462 |“your former belly” Non-metaphor
amod(carcinoma, vaginal) |-2.5452 |“... vaginal squamous cell carcinomas ...”  |Non-metaphor
amod(cancer, unilateral) -2.5144 |“unilateral breast cancer” Non-metaphor
amod(breast, unilateral) -2.4714 |“unilateral breast” Non-metaphor
amod(lesion, bilateral) -2.3713 |“bilateral lesions” Non-metaphor
amod(treatment, immediate)|-2.3687 |“immediate treatment” Non-metaphor
amod(flyer, weekly) -2.3064 |“weekly flyer” Non-metaphor
amod(symptom, bilateral) |-2.2976 |“bilateral symptoms” Non-metaphor
amod(tumor, enlarged) -2.2626 |“enlarged malignant tumor” Non-metaphor
dobj

dobj(celebrate, cancer) -2.7801 |“...celebrate my 10th cancer free year.” Parsing Error
dobj(weigh, head) -2.7256 ;g;)d.’many questions ... s weighing my Metaphor
dobj(join, skin) -2.7097 |“...join the skin together...” Non-metaphor
dobj(draw, nose) -2.4197 |“...drew a nose on it.” Non-metaphor
dobj(play, cheek) -2.3255 |“...play up my eyes...” Non-metaphor
dobj(join, slew) -2.1792 |“Mary joined a slew of women ...” Non-metaphor
dobj(play, tomorrow) -2.1190 |“Playing golf tomorrow...” Parsing Error
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dobj(apply, forehead) -2.0029 |“...apply directly to the forehead.” Non-metaphor
dobj(pay, cancer) -1.9471 |“...price to pay for surviving cancer...” Non-metaphor
dobj(regain, head) -1.9457 |“...regained a full head of hair...” Parsing Error
nsubj
nsubj(specialize, patient)  |-2.3001 ..._spemahies In working with breast cancer Parsing Error
patients, ...
nsubj(pay, treatment) -2.2237 |“...get the treatment and self pay, ...” Parsing Error
nsubj(cover, cheek) -2.0421 |“...my cheeks covered with...” Non-metaphor
nsubj(pay, head) .1.8908 | -you're drl_nkl,rJg safe and only your head is|(Weak)
paying the price. metaphor
nsubj(pay, homeschooling) [-1.7228 |*...the homeschooling paid off.” Non-metaphor
nsubj(build, expander) -1.3925 |“... an expander to build ...” Parsing Error
nsubj(cover, melatonin) -1.3865 |“...melatonin covers the need for...” Non-metaphor
nsubj(cover, wife) -1.2500 |“...so his wife should be covered...” Non-metaphor
nsubj(cover, nurse) -1.1849 ...the nurses ”talklng about the insurance Parsing Error
would cover it.
nsubj(cover, dose) -1.1708 .o the single big dose to cover 2 Non-metaphor

weeks...”

9. Conclusion and Future Work

In this paper, we tried to leverage one of the most well-known approaches in detecting the
violation of selectional preference with topical analysis techniques. The idea of selectional
preference is that verbs tend to have semantic preferences of their arguments, while topical
information provides additional evidence to facilitate identification of selectional preferences
among text. Although our experimental results show that topics do not have strong impact on
the metaphor detection techniques, we analyzed the results and presented some insights from

our study.

As our next step, to reconsider our hypothesis, we need to quantitatively compare our
re-sults to the gold-standard benchmark. Another interesting experiment might be to cluster
the predicates, similar to nouns, as in our experiments, because the predicates still suffer from

the sparsity issue.
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Modeling the Helpful Opinion Mining of Online

Consumer Reviews as a Classification Problem
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Abstract

The paper addresses an opinion mining problem: how to find the helpful reviews
from online consumer reviews via the quality of the content. Since there are too
many reviews, efficiently identifying the helpful ones earlier can benefit both
consumers and companies. Consumers can read only the helpful opinions from
helpful reviews before they purchase a product, while companies can acquire the
true reasons a product is liked or hated. A system is built to assess the difficulty of
the problem. The experimental results show that helpful reviews can be
distinguished from unhelpful ones with high precision.

Keywords: Helpful Opinion Mining, Online Consumer Review, Online Customer
Reivew, Text Quality.

1. Introduction

Online consumer (or customer) review is a very important information source for many
potential consumers to decide whether to buy a product or not. Li et al. (2011) shows that,
compared to an expert product review, “the consumer product review in the online shopping
environment will be perceived by consumers to be more credible.” This fact makes opinion
mining of consumer reviews more interesting since it shows that opinions from other
consumers are more appreciated than those from experts. Nevertheless, some reviews are not
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very helpful, as we can see from the voting results on each consumer review from readers on
Amazon.com.

This paper will address an opinion mining problem: how to find the helpful reviews from
online consumers’ reviews before mining the information from them. This task can benefit
both consumers and companies. Consumers can read the opinions from useful reviews before
they purchase a product, while companies can acquire the true reasons a product is liked or
hated. Both save time from reading meaningless opinions that do not show good reasons.
Figure 1 shows a clip image of an Amazon.com customer review. Each review has been
labeled with stars by the author and people who found the review helpful and has been labeled
with the number of total votes. A three-class classification problem is defined to model this
application. A system is designed to find the helpful positive reviews for finding good reasons
to buy a product; to find the helpful negative reviews for finding reasons not to buy a product;
and to filter out the unhelpful reviews, no matter whether they are positive or negative.

Customer Reviews

RO (1,703 “ Walter Isaacson's biography of Steve Jobs is the only book that really takes you through all sides of th
4.4 out of 5 stars icomn. ™

5 star Cloud25 | 636 reviewers made a similar statement

4 star

3star “ I highly recommend this well written and well read book. ™
2 star Dee | 413 reviewers made a similar statement

1 star

See all 1702 customer reviews “ The book is very well written and easy to read.

G. Anders | 183 reviewers made a similar statement

Most Helpful Customer Reviews

1,115 0f 1,197 peaple found the following review helpful

Yolcdedolc Gripping but amazingly incomplete October 27 2011

By Diavid Dennis

Format Hardcover

This is a gripping journey info the life of an amazing individual. Despite its girth of nearly 600 pages, the book zips along at a torrid
pace

The interviews with Jobs are fascinating and revealing. We get a real sense for what it must have been like to be Steve, or to work with
him. That earns the book five stars despite its flaws, in that it's definitely a must-read if you have any interest at all in the subject

But there are places in the book where | have to say, "Huh?"

The book is written essentially as a series of stories about Steve. The book continuously held my interest. but some of the dramas of his
life seem muted. For instance, he came close to going bust when both Next and Pixar were flailing. There was only the slightest hint that
anything dramatic happened in those years. In one paragraph, Pixar is shown as nearly running him out of money. A few brief
paragraphs later. Toy Story gets released and Jobs' finances are saved for good

Figure 1. A clip image of an Amazon.com customer review.

The paper is organized as follows. Section 2 describes the related works. Section 3
describes the features that can be used to classify the reviews as helpful or unhelpful. Section
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4 describes the data collection of this study. Section 5 reports and discusses the experiment.
The final section gives conclusions and future work.

2. Related Works

Early works on opinion mining focused on the polarity of opinion, positive or negative; this
kind of opinion mining is called sentiment analysis. Another type of opinion mining focused
on finding the detailed information of a product from reviews; this approach is a kind of
information extraction (Hu & Liu, 2004). Recent research has focused on assessing the review
quality before mining the opinion. Kim et al. (2006) explored the use of some semantic
features for review helpfulness ranking. They found that some important features of a review,
including length, unigrams, and stars, might provide the basis for assessing the helpfulness of
reviews. Siersdorfer et al. (2010) presented a system that could automatically structure and
filter comments for YouTube videos by analyzing dependencies between comments, views,
comment ratings, and topic categories. Their method used the SentiWordNet thesaurus, a
lexical WordNet-based resource containing sentiment annotations. Moghaddam et al. (2011)
proposed the Matrix Factorization Model and Tensor Factorization Model to predict of the
quality of online reviews, and they evaluated the models on a real-life database from
Epinions.com. Lu (2010) exploited contextual information about authors’ identities and social
networks to improve review quality prediction. Lu’s method provided a generic framework to
incorporate social context information by adding regularization constraints to the text-based
predictor. Xiong and Litman (2011) investigated the utility of incorporating specialized
features tailored to peer-review helpfulness. They found that structural features, review
unigrams, and meta-data combination were useful in modeling the helpfulness of both peer
reviews and product reviews.

3. Classification Features

3.1 Observation

Observation is necessary to find features for the helpful/unhelpful classification. Connors et al.
(2011) gave a list of common ideas related to helpfulness and unhelpfulness, shown in Table 1,
which was collected from 40 students, with each student reading 20 online reviews about a
single product and giving comments on the reviews. The study provided 15 reasons people
think a consumer review is helpful and 10 reasons why it is unhelpful. These ideas can be
considered as features for a classifier. Nevertheless, some of them are difficult to implement
and require clear definition. For example, mining comparative sentences from text requires
considerable knowledge of the language. (Jindal & Liu, 2006).
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Table 1. The 15 reasons that people think a customer review helpful and the 10
reasons they think it to be unhelpful (Connors et al., 2011).

Helpfulness Times Mentioned
Pros and Cons 36

Product Usage Information 30
Detail 24
Good Writing Style 13

Background Knowledge of Product 12

Personal Information about Reviewer 12

[N
o

Comparisons

Layman's Terms

Conciseness

Lengthy

Use of Ratings

Authenticity

Honesty

Miscellaneous
Unbiased

Accuracy

Relevancy

Wl wl w(ih|hplOoO|lOoh|W N |N|[0|©

Thoroughness

Unhelpfulness Times Mentioned

Overly Emotional/Biased 24

Lack of Information 17

Irrelevant Comments

Not Enough Detail

Poor Writing Style

Using Technical Language

Low Credibility

Problems with Quantitative Rating
Too Much Detail

gl oo || o | ©
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3.2 Features

Table 2 lists the features that we implement in this study. Compared with the features used in
Kim et al. (2006), we add more features, based on the observation of Connors et al. (2011),
especially the degree of detail. The first three features are common n-grams used between a
review and the corresponding product description. We believe that they are effective since a
good review should contain more relevant information and use exact terminology. The fourth
feature is the length of the review. A very short review cannot give much information, and a
long review might give more useful information. The fifth feature is whether or not the review
makes a comparison among things. A good review should compare similar products. Our
program detects whether the string “compare to/with” or the pattern “ADJ+er than” exists in
the review or not, with the help of a list of comparative adjectives. The sixth feature is the
degree of detail, which is a combination of length and n-gram. The degree of detail has not
been defined well in previous works. Our definition is only a tentative one. We define the
degree of detail of a review as:

l0g;g(Unigram+Bigram+Trigram+Length) (D)

where unigram, bigram, and trigram are the common n-grams between a review and the
corresponding product description. Length is the length of the review. The seventh feature is
the number of stars given by the review author. The eighth feature is whether the review
contains “Pros” and “Cons” or not. Our system detects whether the string “Pros” and “Cons”
exist in the review or not.

Table 2. Eight Features used in our system.

Feature Description

Unigram (Product |[The number of unigrams used between the review and the
Description) corresponding product description

Bigram (Product | The number of bigrams used between the review and the corresponding
Description) product description

Trigram (Product | The number of trigrams used between the review and the corresponding
Description) product description

Length The length of a review

Comparisons The review uses the string “compare to” or “ADJ + er than”
Degree of detail Defined by formula (1)

Use of Ratings The “Star” ratings of the review

Pros and Cons The review contains exact the strings “Pros” and “Cons”
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We use an example to show the eight feature values. Consider the review in Figure 2,
where the “pros_cons” value is 1, since we can see the author explicitly lists the pros and cons.
The “Detail” value is 1.17760, as defined in Formula (1). The “Length” value is 568, which is
the number of words in the review. The “Compare” value is 4, because the author really makes
a comparison of this product with other products. The “Star” value is 5, since the author gave
five stars to the product. The “Unigram” value is 15. The “Bigram” value is 0, since we found
no common bigrams between the review and the corresponding product description (not
shown here). Hence, the “Trigram” value is also 0.

6 of 6 people found the following review helpful

sevededest Great laptop for the price., January 9, 2013

By K Bot - See all my reviews

Amazon Verified Purchase (What's this?)

This review is from: ASUS VivoBook S400CA-DH51T 14-Inch Touch Ultrabook (Personal Computers)

Pros:

Price (I bought it for $665 and an extra 4gb RAM stick for 25 dollars)

Speed

Touchscreen is lovely and better responsiveness than the touchpad (easily) and great for windows 8. I used to wonder whether or
not I would enjoy having a touchscreen but it is surely a plus to have considering they don't cost much to add to the computer.,
Battery Life/Weight/Style.

Windows 8 is nice

Sound is good quality and I was impressed with how loud the little speakers get.

The SSD/hard drive combo is very fast, this is the one component that REALLY lags behind on most 2-3 year old computers but not on
this beast.

The screen is only 720p but 1 think it looks great still. In my opinion its not worth the extra 100-200 dollars for 1080p since laptop
screens are so small anyway.

Cons:

Touchpad

I wish there was a seperate button for turning off the laptop screen (for when I HDMI something or want to hide something quickly)
instead of doing the fn + f7 or f8.

Hopefully I never have battery issues since the laptop must be opened (take out screws) to remove the battery which is kind of a
pain (I believe most ultrabooks are like this though).

No back-lite keyboard is semi annoying (really only when 1 hdmi to my tv otherwise the light from the screen illuminates the keyboard
Just fine).

Figure 2. Example of review

4. Data Collection

In order to test the idea, we collected online customer reviews manually from Amazon.com in
March and April 2013. The reviews were from eight different product domains: Book, Digital
Camera, Computer, Food & Drink, Movie, Shoes, Toys, and Cell phone. Without any special
selection criterion in each domain, we collected the first available 1000+ reviews with an
equal number of reviews of one to five stars. The average length was 80.63 words. The
summary of our data collection is listed in Table 3.
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Table 3. The summary of our data collection of 8 classifications and 8,690 reviews.

Product Reviews Total Reviews Words | Average Length s.d.
Book 1,065 93,497 87.79 1.8
Digital Camera 1,028 93,404 90.85 2.7
Computer 1,067 83,708 78.45 2.1
Foods & Drink 1,025 71,027 69.29 1.7
Movies 1,097 94,037 88.13 2.5
Shoes 1,000 75,237 75.23 1.6
Toys 1,100 85,196 77.45 1.7

Cell Phone 1,308 101,957 77.88 2.0
Total / Average 8,690 884,964 80.63 2.02

The helpfulness score is given by the readers. As shown in Figure 1, the reviewer labeled
the number of stars and other users voted the review as helpful or unhelpful. We take the
confidence in being helpful as an index to sort the reviews. Figure 3 shows the distribution of
polarity (from 1 to 5 stars) and the helpful/unhelpful confidence, where the y-axis is the
confidence score. Note that the confidence score in previous works has been defined as:

@

Confidence=100%><(#0f Think helpful votej

#of Total vote

Nevertheless, since there are some high confidence reviews with very little support, the
reviews might not be very helpful. We discount the confidence of them by redefining the
confidence score as the log-support confidence (LSC):

#of Think Help ful vote * }

3
(#of Think Help ful vote/ # of Total vote) ®)

LSCzloglo{

Figure 3 shows the data distribution. The positive reviews (with 4 or 5 stars) get higher

helpfulness confidence in most product categories. This fact shows that readers think other

consumers are credible. The confidence of helpfulness is lower for the negative reviews. The
average LSC confidence scores for each product category are listed in Table 4.
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Figure 3. Stars vs. helpfulness distribution of our data collection. The x-axis is the
number of stars of customer reviews; the y-axis is the confidence score
LSC.

Table 4. The average LSC Confidence scores of the eight product categories.

Product LSC C?r:/f?gigie score
Book 1.134
Digital Camera 1.373
Computer 1.140
Foods & Drink 0.932
Movies 1.116
Shoes 0.808
Toys 0.807
Cell Phone 1.005
Total average 1.039

4.1 The Three-class Classification Problem

Instead of finding the correlation between the ranking of helpfulness and the prediction, we
define the problem as a three-class classification problem. The three classes are: the helpful
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positive reviews, for finding good reasons to buy a product; the helpful negative reviews, for
finding reasons not to buy a product; and the unhelpful reviews.

Since there is no distinct boundary between the helpful and the unhelpful and since one
purpose of the system is to filter out the most unhelpful reviews, the sizes of the three classes
can be adjusted by setting different thresholds. A higher threshold filters out more data. We
can control the filtering level by setting different thresholds.

In our experiments, Class 1 includes positive reviews with 4 or 5 stars and the
helpfulness confidence higher than the threshold. Class 2 includes negative reviews with 1 to
3 stars and the helpfulness confidence higher than the threshold. Class 3 is the remaining
reviews, which are regarded as unhelpful, where the helpfulness confidence is lower than the
threshold.

5. Experiments

The goal of the experiment is to test the filter accuracy of the three-class classification
problem with different thresholds. We use the libSVM?! toolkit to build the classifier, based on
the features described in Section 2.2.

5.1 Experimental Design

We divide the data into a training set and test set, consisting of 7,690 reviews and 1,000
reviews, respectively. The class distribution of the test data are balanced to one third for each
class. The different thresholds tested in our experiment are 1.039, 1.5, and 2.0. The first
threshold is the average confidence score in Table 5, which filters out 56.1% of the reviews as
unhelpful; the second threshold 1.5, filtering out 79.6%; and the third threshold 2.0, filtering
out 91.0%. The numbers of useful (both positive and negative) reviews of each product
domain to the three thresholds are listed in Tables 5, 7, and 9. The sizes of classes
corresponding to the three thresholds are shown in Tables 6, 8, and 10.

Table 5. Number of reviews over the threshold “1.039”

Product Reviews
Book 522
Digital Camera 698
Computer 532
Foods & Drink 404
Movies 521

! http://www.csie.ntu.edu.tw/~cjlin/lib
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Shoes 246

Toys 318

Cell Phone 571
Total Reviews 3,812

Yi-Ching Zeng et al.

Table 6. The size of the three classes with the threshold “1.039”

Table 7.

Classes Reviews | %
Use?lIJ?SIgolsi:tive 2,112 | 31.2%
Usegjlﬁ\?eé;tive 1,100 | 12.7%
N((:)Itals.lssgfijl 4,878 | 56.1%
Total Reviews 8,690

Number of reviews over the threshold “1.5”

Product Reviews
Book 270
Digital Camera 354
Computer 254
Foods & Drink 189
Movies 341
Shoes 49
Toys 174
Cell Phone 139

Total Reviews 1,770

Table 8. The size of the three classes with the threshold “1.5”

Classes Reviews %

Class1: .
Useful Positive | 126° | 14:5%

Class 2: .
Useful Negative 505 5.8%
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Class 3 :
Not Useful

Total Reviews 8,690

6,920 | 79.6%

Table 9. Number of reviews over the threshold “2.0”

Product Reviews
Book 129
Digital Camera 202
Computer 104
Foods & Drink 72
Movies 160
Shoes 9
Toys 73
Cell Phone 32
Total Reviews 781

Table 10. The size of the three classes with the threshold “2.0”

Classes Reviews | %
Use?lIJ?SPsols i:tive 604 6.9%
Use%ﬁ\lsei];tive 177 2.0%
ot et | 7910 | 910%
Total Reviews 8,690

We conducted two experiments. The first one was a 10-fold validation on the training set, and
the second one was a test on a separated test set.

5.2 Experimental Results

The average accuracy of the 10-fold cross-validation result of each configuration is shown in
Table 11. The 7,690 training data were separated into ten folds, and the system used 90% of
the data as the training set and the other 10% as the test set. A SVM classifier was trained in
each fold and repeated 10 times. The result shows that, with a higher threshold, 1.5 or 2.0, the
accuracy of our system is about 72%.
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Table 11. The average accuracy result of each data set in the ten-fold cross-validation

Data set Average Accuracy
LSC threshold 1.039 60.83%
LSC threshold 1.5 72.72%
LSC threshold 2.0 72.82%

In the second experiment, we used the 7,690 reviews as a training set and tested the
classification on the 1,000 test set, where the number of tests of each class was balanced to 1/3.
Note that the actual class of the test was fixed during the test, which corresponds to a
threshold 1.039. The classifier was trained with three different class distributions. The
confusion matrix of our system is shown in Tables 12 to 14. The precision and the recall of
each class are also shown.

Table 12. The confusion matrix (LSC threshold is over 1.039)

) Actual o
Predicted Total Precision

Class1 | Class2 | Class 3

Class 1 172 75 46 293 59%

Class 2 80 196 24 300 65%

Class 3 81 62 264 407 65%

Total 333 333 334 1,000

Recall 52% 59% 79%

Table 13. The confusion matrix (LSC threshold is over 1.5)

) Actual o
Predicted Total Precision

Class1 | Class2 | Class 3

Class 1 213 47 28 288 74%

Class 2 42 257 14 313 82%

Class 3 78 29 292 399 73%

Total 333 333 334 1,000

Recall 64% 7% 87%
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Table 14. The confusion matrix (LSC threshold is over 2.0)

) Actual o
Predicted Total Precision

Class1 | Class 2 | Class 3

Class 1 203 45 27 275 74%

Class 2 46 263 10 319 82%

Class 3 84 25 297 406 73%

Total 333 333 334 1,000

Recall 61% 79% 89%

5.3 Feature Analysis Result

To compare which features are more important in the classifier, we conducted a series
experiments with one less feature each time. The results are shown in Table 15. We can find
that the “detail” feature is the most important. Second, third, and fourth are length, star, and
unigram. Since detail is a hybrid feature, this result suggests that a hybrid feature works better
than the combination of individual ones.

Table 15. Accuracy with all-minus-one features

Features Accuracy
All-(Detail) | 38.569%
All-(Compare) | 52.152%
All-(Pros_cons) | 49.727%
All-(Length) | 39.594%
All-(Star) 39.342%
All-(Unigram) | 42.493%
All-(Bigram) 55.339%
All-(Trigram) | 49.469%

5.4 Discussion on the Experimental Result

Table 11 shows that the average accuracy numbers of the three data sets are 60.83%, 72.72%,
and 72.82%. We find that setting the threshold to 1.5 is expected to prune 79.6% of data; our
system can get 72.72% accuracy on the helpful/unhelpful classification. This is a considerable
reduction of human labor to find better mining candidates.

From the confusion matrix in Table 13, we find that choosing the threshold as 1.5
enables our system to classify the three classes with precision 74%, 82%, and 73%; while the
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system recall for the three classes are 64%, 77%, and 87%. We also can find a similar result in
Table 14, where the threshold is 2.0. The precision is almost the same, and the recall is
slightly different.

From Table 15, we can find that the “detail” feature is the most important. Without it, the
accuracy drops from 60.83% to 38.57%. Nevertheless, each feature helps the performance, so
no one feature can be omitted. This result also suggests that more features might be necessary
to attain higher performance.

6. Conclusion and Future Works

The paper reports how a system can find helpful online reviews, and the system is tested on a
three-class classification problem. The threshold of helpful/unhelpful reviews can be decided
according to the amount of data that the users want to prune. The overall accuracy of the
three-class problem is about 73%. Helpful negative reviews can be found with 82% precision
and 77% recall. Helpful positive reviews can be found with 74% precision and 64% recall.
Unhelpful reviews can be filtered out automatically from the consumer reviews with a high
recall rate of about 87% with 73% precision. Considering the original data distribution (only
20% as useful), the system performance is quite high.

Currently, our system is based on features observed by humans in previous works, and
we only implement some of them. In the future, we will try to implement more features and
attempt to extract features from the training corpus automatically.
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Abstract

Event classification is one of the crucial tasks in lexical semantic representation.
Traditionally, researchers have regarded process and state as two top-level events
and discriminated between them by semantic and syntactic characteristics. In this
paper, we add cause-result relativity as an auxiliary criterion to discriminate
between process and state by structuring about 40,000 Chinese verbs to the two
correspondent event hierarchies in E-HowNet. All verbs are classified according to
their semantic similarity with the corresponding conceptual types of ontology. As a
result, we discover deficiencies of the dichotomy approach and point out that any
discrete event classification system is insufficient to make a clear-cut classification
for synonyms with slightly different semantic focuses. We then propose a solution
to remedy the deficiencies of the dichotomy approach. For the process or state type
mismatched verbs, their inherited semantic properties will be adjusted according to
their PoS and semantic expressions to preserve their true semantic and syntactic
information. Furthermore, cause-result relations will be linked between
corresponding processes and states to bridge the gaps of the dichotomy approach.

Keywords: Event Classification, Process and State, Lexical Representation,
Cause-result Relativity between Verbs.

1. Introduction

Clarifying the nature of verb classes is a crucial issue in lexical semantic research, being of
great interest to both theoretical and computational linguistics. Many classification and
representation theories have been presented already, including the widely cited theories
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proposed by Vendler (1967), Dowty (1979), Bach (1986), Parsons (1990), Levin (1993),
Pustejovsky (1995), and Rosen (2003). Additionally, several online verb classification
systems, such as WordNet (Fellbaum, 1998), VerbNet (Kipper-Schuler, 2006), FrameNet
(Fillmore et al., 2003), and Levin’s verb classification also are available. Each approach views
events from a different perspective, and each approach clarifies a different part of the overall
problem of understanding the linguistic representation of events. Overall, they can be divided
into two main schools, one is semantic classification, such as Vendler’s approach, and the
other is syntactic classification, such as Levin’s approach.

Since different event classifications pinpoint the basic features of events that need to be
represented, we need to clarify the goal we want to achieve before adopting or proposing an
event classification. In this paper, we aim to achieve a better lexical semantic representation
framework for E-HowNet (Chen et al., 2003), and we adopt the typologies of process and state
as the two top-level event types. Since verbs may express different aspects or viewpoints of
conceptual events, however, it is difficult to make a clear-cut difference between process and
state verbs in some cases. Verb-result compounds, such as H#¥ gou-tuo ‘to complete
procurement,” are obvious examples of being either pure process or state. Furthermore,
semantic interactions of the verbs also need to be clarified. Consider, for example, the
synonymous words (strictly speaking, near synonyms and hyponyms) of zf 75 ji-de
‘remember’ in Mandarin Chinese: (a) #E#E xiang-gi ‘call to mind,” ZHY ji-qu ‘keep in mind,’
ETREZK bei-qgi-lai ‘memorize,” (b) &&= nian-nian-bu-wang ‘memorable,” and ZI|’& #4.0»
ke-gu-ming-xin ‘be remembered with deep gratitude’. Although these words are near
synonyms, their senses shift slightly according to different semantic focuses, often resulting in
different grammatical behavior. If we classify Group (a) as a process type, and Group (b) as a
state type by their fine-grained semantic focuses, we may lose the important information that
they are actually near synonyms and have the core sense of {5 ji-de ‘remember’. Therefore,
in order to design a better semantic and syntactic representational framework for verbs, we try
to clarify the polarity and interaction between process and state.

The remainder of this article is organized as follows. In the next section, we begin with a
review of past research. Section 3 clarifies the polarity between process and state before
addressing difficulties of the dichotomy approach. In Section 4, we describe the interaction
between process and state, propose solutions to overcome the difficulties mentioned in the
previous section, and discuss other event relations that should be represented in analogy with
process state dichotomy. Finally, we conclude our findings and possible future research in
Section 5.
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2. Background

Over 2300 years ago, Aristotle (in Jonathan Barnes eds., 1984) proposed the first event-based
classification of verbs. His main insight was the distinction between states and events (called
‘processes’ in this paper). Since the late 1960s, a large number of event classifications,
variously based on temporal criteria (such as tense, aspect, time point, and time interval),
syntactic behavior (such as transitivity, object case, and event structure), or event arguments
(such as thematic role mapping, agent type, and verb valence) have been suggested and have
aroused heated discussion. These representations can be roughly divided into the two main
schools of semantic classification and syntactic classification. In the following discussion, we
take Vendler and Levin as representatives for the two schools and we find that both schools
treat process and state as two clearly different event types.

2.1 Vendler’s Classification

Vendler’s classification (1967) is the most influential and representative system in terms of
the semantic classification approach. He classified verbs into four categories “to describe the
most common time schemata implied by the use of English verbs” (pp. 98-99). The four
categories are given in (1).

(1) a. States: non-actions that hold for some period of time but lack continuous tenses.

b. Activities: events that go on for a time, but do not necessarily terminate at any
given point.
c. Accomplishments: events that proceed toward a logically necessary terminus.

d. Achievements: events that occur at a single moment; therefore, they lack
continuous (progressive) tenses.

Distinctly, states denote a non-action condition and are irrelevant to temporal properties,
while the other three denote an event process or a time point in an event process. Vendler’s
successors, such as Verkuyl (1993), Carlson (1981), Moens (1987), and Hoeksema (1983),
extended this discussion without changing Vendler’s basic framework. According to Rosen
(2003), the successors all pointed out that state and process are two major event types. Ter
Meulen (1983; 1995) thus suggested a redefinition of Vendler’s classes. She defined states as
having no internal structure or change, while events, i.e., the processes dealt with in our paper
and composing Vendler’s other three event types, are defined on the basis of their parts.
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2.2 Levin’s Classification

Levin (1993) believes that identifying verbs with similar syntactic behavior provides an
effective means of distinguishing semantically coherent verb classes. She proposed a
coarse-grained classification for verbs based on two observations: the first is that many result
verbs lexicalize results that are conventionally associated with particular manners, and
vice-versa, many manner verbs lexicalize manners that are conventionally associated with
particular results. The examples she gave are listed in (2):

(2) The pervasiveness of the dichotomy (Levin, 2011)

Manner verbs vs. Result verbs

Verbs of damaging: hit vs. break
Verbs of putting—2-dim smear Vs. cover
Verbs of putting—3-dim pour vs. fill
Verbs of removal shovel vs. empty
Verbs of combining shake vs. combine
Verbs of killing stab vs.  kill

Levin argued the origin of the dichotomy arises from a lexicalization constraint that
restricts the manner and result meaning components to fit in a complementary distribution: a
verb lexicalizes only one type and those components of a verb’s meaning are specified and
entailed in all uses of the verb, regardless of context. Further, not only do manner and result
verbs differ systematically in meaning, but they differ in their argument realization options
(Rappaport & Levin, 1998; 2005). For example, result verbs show a causative alternation, but
manner verbs do not, as shown in Example (3); and, manner verbs show considerably more
and different argument realization options than result verbs (Rappaport & Levin, 1998), such
as those described in (4).

(3) a. Kim broke the window./The window broke.

b. Kim wiped the window./*The window wiped.
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(4) a. Terry wiped. (activity)
b. Terry wiped the table. (activity)
c. Terry wiped the crumbs off the table. (removing)
d. Terry wiped the crumbs into the sink. (putting)
e. Terry wiped the slate clean. (change of state)

f. Terry wiped the crumbs into a pile. (creation)

Levin’s manner verb and result verb dichotomy characterizes semantic and syntactic
interactions between verbs. Specifically, this syntactic dichotomy is caused by the semantic
characteristics of the language. We consider a similar semantic relation of cause-result
between process verbs and state verbs to show the dichotomy and interactions between them.
In fact, Levin’s result verbs are verb-result compounds in Chinese, such as the process verb §T
% da-po ‘break’ in our classification. We regard results of processes to be result states, such
as W24 po-lie ‘broken’. Hence, the aforementioned verb pairs, such as stab and kill in (2),
are both process verbs. By our notion of process and state dichotomy, wounded and die are
result states of stab and kill, respectively.

2.3 E-HowNet’s Classification

E-HowNet (Chen et al., 2005) is a frame-based entity-relation model that constructs events,
objects, and relations in a hierarchically-structured ontology. By following the conventional
event classification theories, verbs are partitioned into process and state first, which is a higher
priority dichotomous classification criterion than the syntactic classification in E-HowNet,
since E-HowNet primarily is a semantic classification system. Furthermore, semantic
classification is more intuitive and more in line with the general view of the real world. Based
on this criterion, the top-level E-HowNet ontology is established, as depicted in Figure 1, and
a snapshot of E-HowNet is given in Appendix A.

E-HowNet Ontology
TopNode

en‘tityl =Y relatio‘n | B
[ ! [ !
event |5 object| s e e

process| ﬁ'i}j‘ (cause) state| ;(7:(%? (result)
AIterReIatio?lﬁﬁﬁ{% AlterState | S8R fE correlati :|BELIE ct ‘ | SR e ‘
AIterPossessiLnlﬁ%ﬁE Alterl‘salﬁﬁjl—i ‘ OwnOr(‘)wnNotl‘%ﬁE be‘I% ‘...
take|Hy  givel&s - own|7% BelongTo| &R -

Figure 1. The Architecture of E-HowNet
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3. The Polarity and Interaction between Process and State

Process and state have long been treated as two top classes of events. Semantically, their
distinctions are evident and intuitive, such as the difference between the process verb B
qu-yue ‘please’ and the state verb =1{fZ xi-yue ‘joyful’. With respect to syntax, process and
state verbs also have their own individual characteristics; for example, H{[{ qu-yue ‘please’
must have a patient object but =1 xi-yue ‘joyful’ does not. Differentiating them is considered
obvious in theoretical and practical linguistic research areas. Nevertheless, from the
perspective of a fine-grained lexical analysis, researchers have also found that it is difficult to
make clear-cut differences between process and state. Take the following as examples. The
state verb ZE 45 sheng-gi ‘angry’ may accept an object goal in Mandarin and is difficult to
differentiate from the process verb #&f% sz fa-pi-qi ‘get angry’ in semantics. In this paper, we
do not aim to strictly partition 455 sheng-gi ‘angry’ and %453 fa-pi-gi ‘get angry’ into
state and process type. Instead, our objective is to discriminate processes from states with an
emphasis on why we encounter difficulties of discriminating them and what better
representations may preserve as much semantic and syntactic information as possible. For
example, the verb 2 yu-hai ‘be murdered’ can be either classified as a process of kill or a
state of die, with neither classification being absolute. A better solution might be that, even if
the verb is misclassified into either type, we can still recognize that the experiencer of %
yu-hai ‘be murdered’ is killed and dead. In this section, we emphasize the general distinction
between process and state. Then, in the next section, we introduce several approaches we
adopted upon encountering difficulties of process-state dichotomy.

The differentiating characteristics between process and state verbs, other than semantic
differences, are not obvious. Summarizing the previously mentioned theories in Section 2, the
polarities between process and state can be generalized as follows.

(5) The polarities and interactions between process and state

Processes: cause of states, dynamism (i.e., relevant to temporal properties), object
domination

States: result of processes, stasis (i.e., irrelevant to temporal properties), object
modification

The polarity of dynamism and stasis is a semantic-based distinction, whereas the
domination of objects or their modification is a syntax-based distinction. They are both
common but coarse-grained event classification criteria, and most verbs can be distinguished
by these coarse-grained classification criteria. Nevertheless, some verbs, like #8543, fa-pi-qi
‘get angry’ and ##2E yu-hai ‘be murdered,” are not classified easily. In our study, we propose
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an interaction between cause and result as an auxiliary criterion, which asserts that processes
are the cause of states and they denote an event process or a time point on an event process.
On the other hand, states are the result of processes and they denote a non-action condition
and are irrelevant to temporal properties, i.e., they have no internal structure or change.
Although it would appear that cause-result is a natural differentiation criterion between
processes and states, it may not be a one-to-one relation and some verb types may not have
obvious cause-result counterparts. For instance, the concept of causative process {earn|ff}
may achieve several resultant states, such as {obtain|5:%(} and {rich|E}, although the
process of {swim|j%} does not have an obvious result state. Nonetheless, if we can use the
characteristics of (5) to differentiate all verbs into process and state types, it may help us
achieve the first step towards a lexical semantic classification for verbs. We then use semantic
expressions, part-of-speech (PoS) features,* and relational links, such as cause-result
relationship between process types and state types, to make a better lexical semantic
representation. Regarding the verb type classification, the following questions may be raised.
Is the process-state dichotomy approach feasible? How are the verbs denoting complex event
structures, such as verb-result compounds, classified? Is it true that all states have causing
processes and all processes have resulting states? The following observations will provide the
answers to these questions.

3.1 Observations and Difficulties of the Process-State Dichotomy in
E-HowNet

In order to develop the lexical semantic representation system E-HowNet, we classified all
Chinese verbs into a process and state type hierarchy, as illustrated in Figure 1. We use the
characteristics (5) of dynamism and stasis as semantic-based distinctions, the domination and
modification of objects as syntax-based supporting criteria, and the cause-result relation as a
complementary criterion to distinguish process from state. It is interesting that, with the
exception of general acts, almost all top-level Chinese verb types, whether of process or state
types, necessarily have their cause-result counterpart. Nevertheless, for the fine-grained lower
level types or lexical level verbs, there are three different cases of lexical realizations of
cause-result dichotomy, which are listed in the following.

Case 1: Process types have result states and vice-versa. An example of cause-result mapping
between process and state is given in (6).

1 For simplicity, in this paper, we only tag the top-level PoSs, i.e. active PoS and stative PoS, which are
adopted from the classification of CKIP group (1993).
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(6) Causative process type {brighten|{#i=2}: e.g., EEYE mo-guang “burnish’, #25% ca-liang
‘polish &>
Resultant state type {bright|if}: e.g., /K== shui-liang ‘bright as water’, Y%/ guang-can

‘shining’

For this case, the process and state are two different types and can be differentiated by
the fundamental differences between dynamic and static types or by the cause-result relation.
Nevertheless, lexemes may shift their senses due to different compounding, resulting in a
classification dilemma of semantic similarity first or dichotomy of process and state first. As
was mentioned in the above example, the causative process type {kill#%=}, e.g., 3k
diao-si ‘hang by the neck,” has a resultant state type {die|3t}, e.g., ¥4 wang-sheng ‘pass
away’. Then, how about the result-state verb 753 yu-hai ‘be murdered’? Should we classify
32 yu-hai ‘be murdered’ as a process type {Kkill|#Z} or as a state type {die|3£}? The verb
12 yu-hai ‘be murdered’ seems to be the resultant state {die[#E} in terms of stativity, but
from the perspective of a semantic focus, it is more akin to a causative process {kill|#%=}.
This classification difficulty always occurs when we analyze verbs denoting different aspect
situations, such as passive or achieved aspects. As a result, near synonyms of the same event
type could be separated for denoting different aspectual situations.

In terms of the E-HowNet ontology, the cause-result matching between processes and
states almost reaches 100% respecting hypernymy concepts exemplified by corresponding
lexical pairs, as shown in Figure 2. Nevertheless, at the hyponym or lexical level, we found
that the correspondent rate was not as high as in top-level concepts. This results in Case 2
below.

Case 2: Process types do not have nodes of result states nor do state types have nodes of causing
processes in the E-HowNet ontology, which means the result states or causal processes are either

vague or they are not lexicalized common concepts. (7), (8) are typical examples.

(7) The causative process type {punish|zZ i}, such as 77| xing-xing ‘execute’ or JzEH
chu-jue ‘put to death,” have corresponding aspectual resultant states, such as =]
shou-xing ‘be put to torture’ and k% fu-fa ‘be executed,” but no lexicalized concept in
common to denote being punished or being tortured in Chinese. Therefore, there is no
proper node of state type to which the above two stative verbs belong in E-HowNet.
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Figure 2. The Matching between Processes and Result States in E-HowNet

(8) There is no lexicalized concept in common to denote causative processes, such as 1
FE(B®) ban-qu-(lian) ‘put on a stern expression’ and F & zheng-se ‘with a stern
countenance’ in Chinese, which are the cause of the resultant state type {austere|/4 1%},

e.g., BtE ning-zho

D A

ng ‘serious,” ~NEj S %

bu-gou-yan-

xiao ‘serious in speech and

manner’. That is, there is no proper node of the process type to which the above two
process verbs fiZ#EHE ban-gi-lian ‘put on a stern expression” and [F & zheng-se ‘with a
stern countenance’ belong.

For lexemes of Case 2, the characteristics of process and state of (5) can still differentiate
the lexemes on the process and state types, but there are no actual corresponding conceptual
nodes in the ontology. This means that some stative verbs must be attached to the process type
node and some process verbs should be attached to stative type nodes in the ontology for the
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sake of keeping reasonable semantic consistency.

Case 3: Some processes and respective states co-exist concurrently and are not in the
cause-result temporal sequence. We call such a concurrent process and state a dual process-state.
There are 22 dual process-state type primitives in the E-HowNet ontology (refer to Appendix B),
with Example (9) describing one of them.

(9) The dual process-state {living|4=;%} includes: (a) >K4= giu-sheng ‘seek to survive,’
& H du-ri ‘subsist,” and (b) Z:{F sheng-cun ‘exist,” fF1t: zai-shi ‘be living,” — & 5{F
yi-xi-shang-cun ‘be still alive’. The semantic focus of (a) indicates a process of making a
living or to live, while (b) indicates the state of being alive or be living. The two types of
process and state coexist and they do not have cause-result relation.

For the dual process-state type, we encounter the similar dilemma of the previous two
cases. If we choose the bipartite process and state approach, near synonyms will belong to two
nodes far apart in the ontology. If we adopt the approach of a unified conceptual node for each
dual process-state type, the result will be the same problem as in Case 2, i.e., stative verbs and
process verbs are of the same type.

Furthermore, in Mandarin Chinese we have many verb-result compounds (VR), such as
2% lei-bing ‘sick from overwork,” #3E jing-tui ‘frighten off,’ and [%%% gou-tuo ‘to
complete procurement’. Since the causative process and resultant state are contained in the
same verb, how should we classify them?

4. Knowledge Representation for Process and State Verbs

The difficulties of the dichotomous approach are caused by the semantic interaction between
state and process. We thus propose the classification criterion (5) and a representational
scheme according to the above observations, and we try to solve the difficulties without
changing the framework of the dichotomy structure. The idea is that all verbs are classified
into the most similar conceptual types, according to their respective sense. The process or state
type mismatched verbs will have their types adjusted by their PoS or semantic expressions.
Such an approach is functional, like using the feature of ‘don’t fly’ to adjust the flying
property for penguins as bird type and still maintaining the inherent properties. Furthermore,
cause-result relations will be established between corresponding processes and states to bridge
the gaps of the dichotomy approach.
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4.1 Lexical Semantic Representation for Process and Stative Verbs

For the Case 1 verbs, every process has a corresponding result state, and every state has a
corresponding causal processes. For synonymous verbs with a process and state dichotomy,
each verb is placed under its corresponding conceptual node. In addition, the cause-result
relationship will be established between corresponding process types and state types, as
exemplified in Figures 2 and 4. In real implementation, there are 310 corresponding
cause-result pairs established. Nevertheless, from a practical point of view, all semantic
representation systems are discrete systems. Given that they use a limited number of primitive
concepts to express complex concepts, the result is that some words are forced to be classified
to the most similar concept node but with a mismatched major semantic type, such as %
yu-hai ‘be murdered’ possibly being classified as the process type {kill|#%Z£} instead of the
state type {die|#E}. We will resolve such problems by following the same method for Case 2
verbs.

As shown in the observation of Case 2, some of the cause-result corresponding concepts
are vague and some are not lexicalized, neither of which occurred as conceptual nodes in the
ontology. As a result, for verbs whose potential hypernyms are missing, we will classify these
verbs to their cause-result counterpart conceptual nodes instead. After that, we use the
part-of-speech to recover the correct semantic type of state or process, as exemplified in (10).

(10) Causative process: {FondOf|=#1} <-> there is no corresponding resultant state

The typical examples of semantic type of {FondOf|=#i} are 4 kan-zhong ‘take
fancy to,” =% xi-ai ‘love,” EEE ku-ai ‘ardently love,” and 2t re-zhong ‘be addicted
to’. They are tagged with an active PoS. The verbs %g[% chi-qing ‘be infatuated” and
IR xing-zhi-ang-ran “‘full of interest,” however, are stative verbs, but there is no
lexicalized state primitive to place these verbs. Hence, they are classified to the most

—t==

similar hypernym concept node, i.e., {FondOf|=#x}.

With part-of-speech tags, we have no problem discriminating state verbs that are attached
to a process primitive. In fact, we can define state verbs in {result({process})} format; or
process verbs in {cause({state})} format in order to make both semantic distinctions and link
relations.

—

(11) E+ kan-zhong ‘take fancy to,” =% xi-ai ‘love,” [iE& ku-ai ‘ardently love,” #i%

—=

re-zhong ‘be addicted to’ are defined as {FondOf|=#1};

%E[& chi-ging ‘be infatuated,” BiE(ELIR Xxing-zhi-ang-ran “full of interest’ are defined as
{result({FondOf|Z#1})} and have stative PoS.
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Moreover, fine-grained part-of-speech tags also provide syntactic information for each
verb; this solves the difficulty of Case 2 and effectively expresses fine-grained semantic and
syntactic distinctions for near-synonyms.

4.2 Lexical Representation for Dual Process-State Verbs

For Case 3 dual process-state verbs, the bipartite classification for state and process no longer
exists for two reasons. First, it is difficult to make a distinction between process and state for
the dual types. Second, state and process are just two different viewpoints of the same events.
A single dual process-state conceptual type may contain both process and stative verbs of the
same event type but different viewpoints. We use part-of-speech tags to tell the difference
between semantic focus and the syntactic behavior of each verb. In addition, the dual
process-state type also indicates that the process and state coexist at the same event duration.
For instance, both verbs J& H du-ri ‘subsist’ and 7£1tt zai-shi ‘be living’ are belong to the
same conceptual type of {living|4: &}, but have the active PoS and stative PoS, respectively.

4.3 Lexical Semantic Representation for Verb-Result Compounds

In addition to the verbs belonging to Cases 1-3, we also wanted to address the solution for
classification difficulty of VR compounds. A VR compound may be a composition of a
process event followed by an event of result state, such as F]H7 da-po ‘break’. The verb in
(12.a) is more process-like, but the same verb in (12.b) is more state-like. It is a dilemma to
classify the verb into either process or state.

(12.a) SE=FTHYACHR Zhang-san da-po hua-ping  ‘Zhang San broke the vase.’
(12.b) {ERFTHY T hua-ping da-po le  “The vase is broken.’

Nevertheless, if its semantic expression provides sufficient information to clarify the
accurate word meaning and relation between V1 and V2, as well as a suitable PoS
classification, there is no difference in the event type where it was classified. Although it is
controversial to recognize the semantic focus of these verbs, i.e., to determine whether they
are more state-like or more process-like, it is not an important issue in making a semantic and
syntactic distinction in lexical representation. We built explicit links of cause-result relations
between sub-events in the LESRE framework of E-HowNet (Chen et al., 2013). For example,
the sense of VR verb #7E jing-tui ‘frighten off’ is expressed as in (13). We also encoded the
co-indexed arguments for all related event pairs, i.e. the patient of {frighten|ifiu£} is the agent
of {leave|#fFdA} in (13).
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(13) 3B jing-tui “frighten off’ def:{frighten|Uiue: patient={x}, result={leave|&
fil:agent={x}}}

In order to maintain fluency and legibility of the article, the PoS features and semantic
expressions of all of our examples are listed in Appendix C.

4.4 Lexical Representation for Linking Semantic Related Concepts

The connection of semantic relations between concepts is almost as important as the
classification of events in a hierarchical framework. Since the construction of a hierarchical
taxonomy is primarily by hypernym-hyponym relations, many semantically related concepts
may be far apart in the taxonomy, such as cause process and result state. Therefore, we must
also take semantic connection and fine-grained lexical representation into account when
classifying events into groups. There are 11 types of explicit relations in HowNet identified by
Dong & Dong (2006), also adopted by E-HowNet, to link the related concepts. They are
synonym, synclass, antonym, converse, hypernym, hyponym, cognate role-frame,
part-to-whole, value-to-attribute, attribute-to-host, and semantic-roles-to-event. In fact, the
supplement linking relations between two semantically related but hierarchically far apart
concepts in E-HowNet are more than the aforementioned relations. We use E-HowNet
expressions to express semantic equivalence and link the two concepts. For instance, for the
related concepts of able and ability, bad and good their relations can be expressed as
ability=degree({able|gE}) and {bad|zZ}=not({nice| R #F}). In this paper, we find processes
and states exist with a cause-result relation that can be expressed in a function form as
result({act| 17 & })={state| ik B& } or cause({state| fk #& })={act| T & }, such as
result({CauseToAppear|Z8¥3 })={appear|H¥7} or cause({appear|Hi¥:})={CauseToAppear|Z
IH}. In the future, important relations regarding entailment and precondition between two
concepts will be further explored.

5. Discussion and Conclusion

Levin (2010) pointed out that different studies support positing verb classes of varying
grain-sizes, including (a) coarse-grained classification discriminating manner verb, result verb;
(b) medium-grained classification discriminating motion verbs, speaking verbs, etc., with
Fillmore’s verb classification being regarded as a representative of medium-grained
classification; and (c) fine-grained classification discriminating run, which lexicalizes a
manner of motion that causes directed displacement towards a goal. Nevertheless, while these
classifications are different in grain-size, they are not contradictory for the classification
criteria.
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In E-HowNet, we carry this viewpoint through the whole construction by first classifying
events into causative processes and their corresponding resultant states, i.e., the top two levels
of events we mainly discussed in this paper. We then further subdivided these into more than
1200 generic events (i.e., primitives) into a semantic hierarchy framework as a
medium-grained event classification. Finally, the near synonyms were attached to each
primitive and discriminated by fine-grained features that were integrated in the lexical event
structure representation of E-HowNet (abbreviated as LESRE; see Chen et al., 2013). The
content and formation of LESRE is shown in Figure 3.

— temporal-based lexical event structures

— foreground information [ core participant roles (i.e. arguments) and their semantic restrictions
Lrelations between sub-events and their co-index arguments

— adjuncts

Generic event  — background information aspect

(Primitive) modality

— viewpoint |- Speaker’s attitude

perspective

focus

L_Syntactic: ICG and constraint rules

Figure 3. The Content and Formation of LESRE

We believe the varying grain-size classifications provide different semantic and syntactic
realization options, such as the coarse-grained classification in which process verbs show
considerably more and different argument options than state verbs; further, the idiosyncrasy of
each grain-size classification, as well as their interaction, will provide us with advanced
knowledge in lexical representation. We will, therefore, continue to complete the LESRE
theory in the near future, with the ultimate objective being to establish a completed event
classification system that can be applied to both theoretical and computational linguistics. The
sketch of different grain-sized event classifications in the E-HowNet construction is shown in
Figure 4.

coarse-grained classification (cause) act| {7} (result) state |j[RE
AlterRelation| 223l % corelation | Bl
AlterPossession | Z24H/E OwnOrownNot | 48/
medium-grained classification
take | Y own|f
earn| i obtain | 54
Active verbs Stative verbs
13 4% to gain money, % & receive benefit,
6 ined dlassificati $ 2 to recover one's capital (in a risky adventure), ¥ % win prize,
ine-grained classification(LESRE) i #k 2| have earned, % @ 4% reap without sowing,
Stative verbs Active verbs
A% make big money, # 1% to gain,
&3k earn without doubt, #8#| approach to profit,

Figure 4. Three Grain-sizes of Event Classification in E-HowNet Construction
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Event classification is one of the crucial tasks in lexical semantic representation.
Traditionally, researchers have regarded process and state as the two top level events and
defined them by counter temporal features and syntactic rules. In this paper, we added
cause-result relativity as an auxiliary criterion to discriminate between process and state, and
structured about 40,000 Chinese verbs to the two correspondent event classes. All verbs were
classified according to their semantic similarity with the conceptual types of the ontology. The
process or state type mismatched verbs would have their types adjusted by their PoS or
semantic expressions. Furthermore cause-result relations would be linked between
corresponding processes and states to bridge the gaps of the dichotomy approach.

We not only aimed to claim the deficiency of dichotomy approach, but also to point out
that any discrete event classification system is insufficient to make a clear-cut classification
for all verbs, such as synonyms with slightly different semantic focuses. Although
misclassification maybe unavoidable, under our framework of event classification, we
proposed the remedy of using fine-grained feature expressions to recover erroneous
information inherited from the mismatched classification and differentiated the fine-grained
semantic differences for near synonyms. The E-HowNet feature expression system is an
incremental system, i.e., fine-grain features can be added gradually without side effects.
Currently, we have resolved the medium-grained classification among 1200 generic event
types for about 40,000 Chinese verbs. In the future, we will improve their fine-grained feature
expressions to achieve better lexical semantic and syntactic representations.
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Appendix A: A Snapshot of E-HowNet Ontology

= TopNode
= entity |
= event|H$
= state|ikaE
#- PhysicalState |¥pEikas
- MentalState |FE{LAE
#- change|${E
@ corelation |§i
#- PropertyValue |54
#- SituationValue |{£i5{i
& actlf7®h [ 178 ]
# MentalAct|¥E5Eh{E
% GeneralAct|iZ @
(= SpecificAct |8l
E controlliEH [ B , X= , £F , W% , €E , R , B , B8 | IBIE | IE , SIE , SR,
FH, FRRA , EH  IE 2%, e, B, B8, £, 2B, ERF , B8, 18iE , B,
T, RN, IR0E L BiE L BEE BE—F L Bh L RBE L B L IER 2]
B manage|WHE [ ¥ , X® & 5 78, &4 , 08 5 ¥R L ¥, EE O ER¥ &
B IBE BN B8 8% BT BN, EN L BN 6 TR R B ]
] haﬂdle]$!![ gg t{’F* r*ﬁfﬁ*gilﬁfa}:ﬁmrﬂgiﬁiuﬁi fﬁsgfgi Jﬁﬁ!
CEF e, MR W BF ST LR L W, M, BT L E L S, LK)
B arrange|ZHE (/B , /¥, =W, HT . H8  KE  HE B 828 B 2R, E ]
- Other(control|{Z#l)
stabilize |72 [ 4D ]
{32} [ 8% , % )
#- {stabilize |7 %:patient={country|E=} }
B {3BE} [ BE ]
= alter|d®e [ FIP=RRE , o0 , 8% , M, BUn , 3R, M, Wey , WEh , WOk, WR , W, I

B o1&, 8BA (L, 82, 88 28, F]
[+ AlterRelation |#:BE{%

[+ AlterState|#{tiE
#- Other(alter|ais)
| - Other(event|%{%¥)
- object|7il [ Tty , Fhe , ¥H ]
- Other(entity|¥17)
#- relation |B3E

0
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Appendix B: Dual Process-State Type Primitives in the E-HowNet Ontology

Process State - Dual Process-State Example
1. reproduce|ZE5H ComeToWorld|[&tH ComeToWorld|HtH [#4:= jiang-sheng ‘born’
H N H pras
2. CauseToLive|f#)E animated|f5 4y N i 4 wei-sheng ‘earn a
living|4E75 T,
3. MakeLivinggi4=  alive|j&Z living
4. KeepOn|{H4sE GoOn|44484 KeepOn|{si4geE 248 dai-xu ‘continued’
P . )
5. keeplfiti withstandfif  keeplf £ guguen “keep in
6. resume|f{g BeRecovered|{E/F  resume|{&{& {E8¥4% fu-shu  ‘resuscitate’
7. stay|{E=d situated|pz ji* stay|{£&4 faE du-chu  “solitary’
8. AImAtE[H facing| &= AImAL|E ] WA yi-xiang  “face to’
9. attract|Uz5| attractivelz% A attract|l 5| #E{E mi-zhu ‘preoccupy’
10. economize|&ji® thrifty|fg economize|&fi Biff jie-jian ‘scrimp’
11. lavish)EZ& extravagant|Z& lavish|JRZ¢ REEE xu-mi ‘waste’
12. ExpressAnger|7R#4%  angry|4E R ExpressAnger[;RZX ZE5& sheng-gi ‘angry’
) . : . - 7 kuan-rong
forgive|JF lenient| & forgive|[5 i FHeer H
13. forgive|5zx ient| TR give|JF & broadminded’
14. slack|fgiHg lazy|fi& slack|fgihg J& hun “drift along’
N L, H
ity benevolent|{™ ity| 135 LK xin-ruan
15. pity|{#1H volent|{— pity| {71 softhearted”
16. betray| 7t treacherous|it betray| %5 £ #5467 bian-jie ‘defect’
i 4= i = A2
17. recreation| 4 enjoy| = enioy |52 {45 zi-yu ‘amuse
e »
18. SeekPleasure|=#  enjoy| =7 oneself
19. None illjyE%e illjyE%e 4% sheng-bing ‘sick’
20. None err|H g err| 4§ 4238 shi-wu ‘mistake’
21. None lack|®&/ 1> lack|f/ 1> Bz que-fa ‘lack’
22. None ServeAsFoil|[%#i  ServeAsFoil|55#  FH#H xiang-chen ‘match’
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Appendix C: The PoS Features and Semantic Expressions of Examples in the

Paper

Examples PoS Semantic Expression

¥4 gou-tuo ‘to complete active  {buy|=:aspect={Vachieve|:%}¥}}

procurement’

AE#E xiang-qi ‘call to mind’ active  {remember|ZC{5

=CHY ji-qu ‘keep in mind’ active  {remember|zt{5}

E#EZK bei-gi-lai ‘memorize’ active  {remember|zt.{5-:aspect={Vachieve|?Z [ }}

272 = nian-nian-bu-wang stative  {remember|5Z.15:manner={continuous|#4&}}

‘memorable’

ZIE$%.0» ke-gu-ming-xin ‘be stative  {remember|ZC.{5:degree={extreme|fix} }

remembered with deep gratitude’

¥TH% da-po ‘break’ active  {beat|T:patient={x},result={split|i%5:
patient={x}}}

2L po-lie ‘broken’ stative  {FormChangel|Jf’%&:StateFin={incomplete|&1}}

HY{5 qu-yue “please’ active  {please|H{ {52}

=16 xi-yue ‘joyful’ stative  {joyful| =17}

A= sheng-qgi ‘angry’ stative  {ExpressAnger|;r%&X}

2R fa-pi-gi ‘get angry’ active  {ExpressAnger[;x7%}

2 yu-hai ‘be murdered’ stative {killjfx=E

BZ5¢% mo-guang ‘burnish’ active  {brighten|{si==:means={rub|EEz}}

#2Z ca-liang “polish’ active  {brighten|{si==:means={wipe[f&#:{}}

7K=2 shui-liang ‘bright as water’ stative  {bright|#5}

S guang-can ‘shining’ stative  {bright|35}

F5%E diao-si ‘hang by the neck’ active  {kill|#= :means={coil|§2%%}}

1¥4 wang-sheng ‘pass away’ stative  {die|L}

{77 xing-xing ‘execute’ active  {punish|Z £:means={kill|5%=}}

&7 chu-jue ‘put to death’ active  {punish|j& £}:means={kill|z%=}}

ZJH| shou-xing ‘be put to torture’ stative  {punish|EZ £j:domain={police|%}}

fR£ fu-fa ‘be executed’ stative  {punish|EZE £:means={kill|#%=}}
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M (%) ban-qu-(lian) ‘put on a active  {austere|41%}

stern expression’

1Fff zheng-se ‘with a stern active  {austere|/5l&}

countenance’

#EEE ning-zhong ‘serious’ stative  {austere|/% 1%}

RE=5 bu-gou-yan-xiao ‘serious stative {austere| %1%}

in speech and manner’

kK4 qiu-sheng ‘seek to survive’ active  {living|4:’&}

FEH du-ri ‘subsist’ active  {living|4 &}

A1% sheng-cun ‘exist’ stative  {living|4E 5}

et zai-shi “be living’ stative  {living|4:)&}

— B4 {F yi-xi-shang-cun ‘be still  stative  {living|4= &}

alive’

2" lei-bing ‘sick from overwork®  stative  {ill[E#E: cause={tired|j&F = }}

B3R jing-tui ‘frighten off’ active  {frighten|iffiug: patient={x}, result={leave|&
Gi:agent={x}}}

ZE kan-zhong ‘take fancy to’ active  {FondOf|=#x}

=& xi-ai ‘love’ active  {FondOf|=#x}

it ku-ai ‘ardently love’ active  {FondOf|=#x:degree={extremelfix} }

#hE re-zhong ‘be addicted to’ active  {FondOf|=#}

Eel% chi-ging ‘be infatuated’ stative  {FondOf|=#:manner={mad|J& i} }

BB #EIR xing-zhi-ang-ran ‘full of  stative {FondOf|=#}:cause={interesting|#}}

interest’
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Abstract

The study aims to explore the salient linguistic features of Chinese lexical items
from different L1s learners. The research method is corpus-based, including
comparing the learner corpus and the native-speaker corpus, as well as sub-corpora
for different L1s. The learner corpus which consists of more than 1.14 million
Chinese words from novice proficiency to advanced learners’ texts is mainly from
the computer-based writing Test of Chinese as a Foreign Language (TOCFL). The
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sub-corpora of Japanese, English, Korean, Vietnamese, Indonesia and Thai are
observed. Japanese corpus is top 1, which occupies twenty four percent of the total
data, followed by English, Korean, and etc. And the native corpus is from the
Academia Sinica balanced corpus. Through the overuse or underuse linguistic
forms and keyword-keyness analysis, some salient features are discovered. For
examples, comparative to Chinese learners with other L1s, English language
background learners show the unusual high frequency on pronouns and unusual
low frequency on sentential final particles in Chinese writing. And Japanese as well
as Korean background learners tend to overuse the post form ‘de hua’ instead of
‘ruguo’ when expressing the ‘if’ sentence, and overuse ‘suoyi’ instead of ‘yinwei’
when expressing the cause-effect relation. The article also provides possible
explanations for these results from the aspects of learners’ native language
typology, linguistic structure, syntactic category and culture.

Keywords : Mandarin Chinese, Learner Corpus, Contrastive Inter-language
Analysis , Keyword-keyness, CEFR, Language Transfer
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for Languages) (COE, 2001)-K[E]ZE4K 2238 # P 5 ZaVaa4 & » A2 fy 1000 {#z5 ~ B1 £
2300-3000 {@zd ~ B2 & 4500-5000 {5 - C 4k & 8000-10000 {#z5* - 5E#] (2013a) H7
Eal i T RNERE N EE H{E R S BRI - BEEEEE i - EWREREIEE

(Hawkins & Buttery, 2009:164) - Bl » fEZ 20 HE S /KEAVEE S » (EH S B IR
MG AR (p.147) - fEsBARHEO I - SRFYE (2013b) AEF AR A GEREH
BLEE B F R EE Y EL - (B R [FIRE S B AR 0y ) U R 80 il - 4
Wa] o B et ITAE IR v DI E e e AR BER R & o ATy HAERZ R E R
A B RFRE R =B A AR -

2. WFR T AELD ER

B (EHS R RSB ER 4347 7554 (contrastive interlanguage analysis, DL T f&f% CIA)
CIA EiBRlEE S —sE = RS SR Es - TS HRvERER TS
bt > —EBABAGERHER 2 E EEERENILE  — B A E RS S E B E M1
tbig: (Granger, 1998: 12) - fEFRFTEEEL AT o] DA HEREE /DR (underuse) BCiEfE
f5H (overuse) MRESFHE : ERGEE LT > AITTREIRH ST A E RS REEE
MIFESFFE - AR E B R B R ELE 5 > B 88 A Y 228 5 sE R R B2 A 2 iy
TOCFL gEflE - FEEEERERERER - BIEAEEEHIRES RER ) HSK AlfE
HEFEER -

By TBIE AN FEINEES 2B HERE O MR EREEE R ERRE TR
75 EF-5EHHE (sub-corpora)—3% ~ H ~ &~ i~ EHIE ~ £ (R 1 MET] > HEEAHE
HEBEI B - (h2RERBRI 24% /4 - MiE N EEEEES RAEERHE TOCFL sERHE
PEAFI NS > SUEEREBERENE Y 2t A » DUT R SHE TR E A8 B DL R AL
EREERNE s A -

S BRI HSK B, - EVIREEAY - - mER - AEESERREESEL -
¢ CEFR IS TIZEHE 5 = 5540 » BV SREI BB AL F & ALIA2, BLB2, CL/IC2 ; TOCFL F i E
ST A2 5| CL S GGERIN S ARELEIS FIE 13% - 48% - 33% - 6% -
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56 TR

&L ANE T EARE 7 AR

Hah Seah WA HpEEE | HIJEsh | 2=
A (token) 271869 | 160400 | 110396 | 108999 | 87989 | 40071
54EEEk % 23.92 14.11 9.71 9.59 7.74 3.53

AWFCIE FHEERHE e 2 T H o Ry T RERI S (keyword-keyness ) 72 (4517724
El A R R - BE AR R R ME SISO Y R i sErRE
SEPETAT (Keyness) He i F— FRESCARREEEER . (William, 1976) - BEZAFIHHZ FE R
SCEEAS 3T - (HEEEBGE A F RS T st S — A =E =4H  (unusually
high) =A% &M (unusually low) (Scott, 1997: 236) » 4, tH A 5] 5E /e AR 6 = A B
ERIRAIRH S EEEEE (Baker, 2006: 139) - fEFZ il A2 A [F RlaE & =2 E EHY R EE R -

H Al A 22 BRI 7 A M i o8 T E A RITESEEY (Rayson & Garside, 2000) » —/2%
— {5k} B — (iR (BEAE ) SERHERVLLE: - HWVEREHREE N EME (HE) K3
HAWE LR R R VR R 5 iR M E 2= AN 2 A/ NGB R AR ELE: - B Y2 A2 H
AL SRS (RERHE ) BVRHE - BAR R EA A8 I70E - ehE R (EsE R E LT
SRR - EEMLEZ BN FE S HECN 8RR - EmiE Lt FREE PRy
oA o AamUREEAEY - AN E# 2 —(E 2 00EERE (reference corpus) » —{El 52842
=EflEE (observed corpus) - S:HEEERETL AN ZEIZLEE R E (Scott & Tribble, 2006: 58) -
R R = EiFT 2IRMEER - BEHMEILHNGER - —2% 114 5525 EEHE S
HOEERHE - B ekl R 2 BEEE R E . — B E HeE S Reb Rl E - JLehERlE
SHEEEICHEE® » HoM 3B Ry 2 B 2 e Bk -

STHEERE el R EIREEE (35~ H ~ 58~ B EIE ~ 2) AUsERIERER 55
Tl (ZBigeBhlE) - #ITEE TIER - A AntCone (3.2.4w 7)) E(EzERHE T H
FEH BN & FRERHEMEE T > A& A A T H _F Keyword list TgE - 51 HE ] Keyness » #{22
EANEREEES REE BN AR - B 1 AT R R EEERE keyness (1Y
AntConc Ef° -

S frEmEklEE T E WordSmith (Scott ,1997, 2008) ¥, AntConc (Anthony, 2009) 1 » #5a] H, keyness 35 {
TIRE °

® yRIEeE HEE - Y A2 EERE > TEERBEMEEHEEN % 0 Hit TEREN 21
TR RHEESETEIBN (S -

T BRSO R B R T S T S B 69 1 B B M A AR T E SR - S 4
http://ckipsvr.iis.sinica.edu.tw/

¢ BEPEEFE T EEY ) EEBEENSE > HEERE RSB T E 1T B
R A - 2 5 45 SR AR (T SR IR A E A EERHEE R (6] - #EZALNIE » AR e B R MR I HYE & -
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C d C d Plot | File View | Clusters | Collocates | Word List | Keyword List
Hits Kewword Types Before Cut: 8469 Keyword Types After Cut: 1139

Rank Freg Keyness Keyword

1 611 254289 =E: 3

2 %60 231.261 iE

3 1924 186,159 PLL

4 1440 102,539 iR

5 10846 0364 3

6 104 87758 =h:4

7 157 83292 T

3 16847 22264 #

9 34 79.188 BEY

10 644 72414 —iE

11 380 67654 8]

12 29 63318 =R

13 113 60.400 BFEA

14 351 60321 e

15 3247 52.192 iR

16 20 50391 BT

17 504 47792 5]

18 58 46,841 R

19 44 45.131 =

0 101 469 9y

21 1247 41524 7B

= 220 41.0% TR

3 579 40 466 LA

) 401 40,161 e 3

& 1. AntConc 3.2.4w & Keyness Z /a7
3. AEINEEE =W IR

EA L EAE TR EA R B E—(E AR - RFRY B B ERE A - A
RAER ETRERE T o] LB EIA =5 M s =5 (AR S - e e D 2828
HREEEANRRE -

3.1 FREEMERGR

TREBME 2 GAbTFE AT HIRRAL - R8T SR A RE S sR R > MR ARSI HIRT 20
= R A AR 2 - (R 2 W LLE T — (B — 2B 2 - RS R R REEE ST
ne o B SRR L G s BRI M RA A A R RERE A A #4ad) > > B SBRERE S AY T H
A~ BHAN, o FEBHRESE R F0 FEA ) FE o S (HE R AT
EHRE > RAAEEGEETEETNMEEC ~ REFFRE AU SHEEIEE - B
ABLARFFEEE NGRS EE AR RIESCR - ([CEE: - ] Wb e
{E BRI SRRV 774 > HORRE AT DA PR PR RS 2 th 7 88 I (5 e s e es o Y A 5l F
e

® 4E LFTR > BB ERIEHEAE S o BT AT 20 ZERsE -
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o e

SRR

B 2. N TR A B A e R IEAYET 20 S e

TEHE A 20 1SR S

5 HA &6 Frbl Bz B HX 1L 19 B —# A5 FE HEA
IE 7 BT 5% e E3 #Hi

- WG fr (8 =B H EE 51t M HR R OR TER £ %

b St R g eTLL EF

58 wEE PR AR WELA B SR B OBR By $RE s IR Dlg
REEIE WE TR AT E Y 55

® & IR &Nz TR &0 S Wtk MR 28E b 28 A
RFE fH wpE BHif % 5 R

£ He 82t & 5y &t T & Wi £ M 86 th W RE
AL AT 3 S K

2 R Ml ¥t F SR Fh A EA PP B2 BTG Kk FE BT

N = B REA BEA

TNER 3~ F 4 WEERANE - W0 Rk H SRS A 2 R E - S AT
s T M2 Ay R MR (—BHAT =) - RREMETTe I AR SRR
S BRI EZ LB EEREA - Ll TER 3 (IHEERE/SR) ARSI E
i T8 SR HIRR SR RS - 2% 4 ELASLEERERIE B2 IR - HaE B B H AU (E 1B Y
RS - RR H SRR SRR - A TFRASRIE AT -

7 3. BAHEERIYESLLATHT 20 ErlRgat 7

Sl Hil 20 ERAgEs CED

. Nh EEC f1 2559 8 @04 Neu fifff] 3 Caa #% — 5t # D -

~ Nb VL E% 4 [5E -~ Frbl ~ I -~ 9]

" s HEA BREE B SEE EYE WERE FE S N R 24 D

* EACE G2 MR & B [ 2% 1]

o # D % E #kf 3 COLONCATEGORY #t #fE s &3 albl 4
& Da i /MZ 75 B8 /R BT BAS  [AY - 5 BEE - 3R FRLA

0 HIE D & 7 AR TILL Mt B A5 fbffd th 3 2 KA Caa B3
* P RE M [ 5E - BT

- ZB 5t i 3 Nh Nb D #h 3EE VL F &% %50 £ # A

- 0 B S48 B [0 55 - B - Frol ~ 1E)
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4. SLHTHIIELILAIFT 20 BRI
ekilaa 4l 20 g CFD

REED B T B2 EREIA FEY) UC PAUSECATEGORY Ng ALl %%
£ 28 RFT By B 2R e FW a8 DIk [1E & - EE(Nh)

0 PAUSECATEGORY T #iFd & & K 2H8 & 45 EMH 1 &
S 2 0 iSfE Da i &% Mg 1 [0V & ((Nh) -~ (E - &

FIJE D g% T th ETCCATEGORY & b B R f5 B3 4 {9

L

B g % otm W@ B R RGN - (6]
. | % T COMMACATEGORY X ft. it /il %% TF i 4%

H Z#EA & &1 &% PAUSECATEGORY V 24 A [HY - & - fi]

TEE F B R BRI SE B R L 2R B T LB BB R R+ 3
PHEMBIEEIE A7 - FRIRE TS EGRE (e ) - WILE FEmES
Far T DB SRS o S0+ thR T A BLLESHT - RS S S s s th
— BT EE A S AR IR TER 3 % 4 < Bl - FIEREEH
Lot SEEEEE A VL - I - ]
DT R PIRHR B BB A B (I - R ABIE T TPI/205 % 3 -
4 s (B0 THA ) REAEEAERGE (Fla - (E, ) o TEERE
SR TR TDIRERTSIRE » LUE— 5 ST R T A A -
1. REERSEEEERI AR
(1) BEBEL - I T s R B P AOSRERTZE - B R
AT LIRS 23 (Nh) HE R -
(2) BEBEILL  SEREENE T - WL HORAIESEH - BIH 8 B L T @
O PR A S -
(3) BBmIEL - (P T OB - BUE o VR S A FRIEL o 0 -
(4) BBeBLL - (F PR AU HOSERAREE - BIE L TRLL F T
55 RO -
(5) Bt~ ik~ EIVE ~ ZRHLL » SEO(TYALEL DA « B ERREILL » A0 SRR (I -
2. R R HEEEI AR
(1) BB - FEAIREE IR IR HOEEAEEZE -
(2) BRESHBSILE - T HOREATREE S, -

0 R B ARV S S AN (1995) -
B R TEILPY TR - 5 R B EBEGIRAIRTE - B AE  S5 T 3
PR BT R R © (IR M A -
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(3) BRASHEMLL o HUBERSE [ ATLL - 956 ) (OREAUESRATEZ - BIE - L - EUE - %
SILE - AL -

(4) SRBEBEEILL RO T AOREAVERAAS M - B R - thE -

3. BB R EEEH A

(1) ERRHEh - (R TR MSERIRELE -

(2) BURBBEIL  THY ) KRR EE -

(3) BUCBEIEL B RTLL - AT L MO FSRREISE - BLUCHILLRE - T
BA A -

(4) SRBEBEEILL  SEBN (U AOREAVESRAE R - BUCHLLRS - the -

(5) SRBCBEILh - B3 B (OREAIRSRIEIZE - BRI - B T AR
BRI - Bl CE | HRH -

4. RIEE RyEEE MY SR

(1) BUREEIL (R TR - 1 AORRRAEZE -

@) RIS - I oI, C A

(3) BETEEILLEE - BB TR HOIE AR -

(4) SUBSEBEILL I AL WA - SLEELENS - MR

| BUGEHELES - B A MBI -

RiEE Ry ENERE BRI A&

BEHIEL - AaEE T~ At HOSRERAEEZE -

HEEIEL > RERRENEE & ~ WL AUSERAE I ZE - BRI RERIEERT T g > AL
RE ) AHEMS -

(3) BIEZEGHILL - (ERIEREE " BUE ) HUSERMEEZE - EREEERELNT - T B0 - A, M
B % o BSGEHEER - T EEE ) M -

(4) BIELEGYILE > B0EA T RIS o BAOL - HEEEER - e e

(5) BUELEGMILL > 1R&RET T, ARBSZE o BLBEEEE > this -

(6) BABCRILERT - SEBE TR MRS -
6. REEERREEHI AR

(1) BLEERG¥ILE > (5 Wﬂ > B~ T APSHRAEEZE - BLHFEEIERT - A5
(S AR St o BLOCEBIIEERS - Tt - fR(F] - 5% AEEE" -

(2) EAEEAG¥ItE > &5 FK o HBRERATEZEH - BAHEREIEER - s -

UN‘{U

Eu \EE \EE \EE \

5.

(1)
()

&

2EE S
2EE S

‘E ‘E

Y ORPEREZRE PRk S o (A TEY ) RE—-r2EE (BLEY) - BEIERS -
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(3) BiEZEGHILL > BIEE T mb, MHEIZEH - BAIL - HEEEE - e
(4) BAGGERIELE - SEBhEE (T) HYEERISERZE -

3.2 siETHR
FRIE Rl HIERG - Ry 7O 2GR A I R R AR B T sE R A
T I DAFA AR S TR ©

3.2.1 R4

TERASRIE TGS R AE - FEE G HY Nh) ERHESREMAEES T REE
B AEE - R T SRR R % - B HEEMELL - SeEEE B4 S
SRIVRESR MR 2R - B~ B - EIEEHANG A B[R -

RAFEATERE S EEREEHFEH - AR EEGEES BT g5 H vl 2 E E iR
. —#E A G Z(GE( zero anaphora ) - (1575 B4 R FARL = B 72 B 258, 2001
54) - MZEBITRAVE REZESEEPE T2 EE » Fl4 - Jin (1994) {¢5E= By
A PRETRIEE R ItsE 2 EE - R E BN TEEENES (358 - ABEEENE
FEAETERTECER TS TRES VIS AESS (2011) RESHEREE A RUEER R
BRI EE ERAES N - SAEREVHANER - HREHEEGEEEER
FEE G R R - EERER RS S R R A N - hRE g A
HZEE S/ EERIERES (Li & Thompson, 1976) ~ {{EEH% (pro-drop) sES/FEAEERL
SEE AR YRR S VIR -

BB R R e N R 2 E EH A R ANER - BRI HE M S
HEERE - A A SEERZRE R A L Rl - B iRy Em %
2 NS R LM ERE S & RV E ERGEE - HRIRMFEErE N EES
Bt REEEENIEAGER TS/ FEEEES - HA A s EE = #W @ GRS
FREREESE= (Chomsky, 1981: 284, footnote 47; Li and Thompson, 1976) - = #EZE:EREE
FAEAR A E 7 Y 28 MR B ARG BARWT 78 M N EE SRR — 2 IRMTE R
AT TR R R - [H AN SRR E E A OERR S T HSET &R - fla - 15
MR, (2011:14) ~ #RZEE, (2008: 62) f5tHitEM R T - BPAWRSRBELRS » itd
BHEAARSNERAZE A MEERET SO A REE S BB A E K
IiRERIVIE A > RIS HTE T fRRAVIR R - SMREAEBE b LR PO B
HEEATIE T M 2 ZHE -

it > FEENRAEBEEEEA - GRS RS E AR A SR RS AT
RE S T R BEUEBL S A TERTED - B REE S H B R A

B 5| E48% 32 - thai.world68.com/upfiles/Z2sE Al {33 Ef#.doc
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AEH > UER - SEEENVEEAGEHNR HEESURE—EREREY  ERERE
R LRI T AR -

SN S5 3R S BB RS SRR B B 1 B ~ SRR LRI - R B UAAE T
AP EL R SR - BT A HYSCRRE - M B A AR (UG S R - 1 L2 8O A BRI
PN ER N PAFOR % ~ i - ik - EREERRE (B Y7, 2008: 46) - EREH]
RAME - BRTEZARE T WSRO Bl AR RS ey ks -
AENM B2 H AR A RGN - Frl A RS > SIRIRSE - By BRHE A
I - AT AR EE TR R T EMIHIHEA - LSS IR ERE T ARG A
KBk~ TR - BIS OB A BEERSUS NS > BEAE ARG - B2
BELTFHERSEEP > G5 T W~ &, -

oy

3.2.2 HEFE
FEEEEENTER Sy > ARHTE SRt T RB/FT DL ~ 2050958 | B WAL 23N S RS M B i —
Erar i
3221 THRE/FTB
JRATSE (2013a) BRERACER A BLER ) E gl (0 A o ff0E > BIDEREIEEEHEM TR
AsRRE: TR Ry S BRI ARG o FRAERASE MR o 23 H B FIREREE R T TR
M RSN - HREERIE @A BWIIEEE E BB HE 58S » BT DABERR
WEE -~ B e SN E B R TN LAEFERE R REER G T’ - BTl
HE ERSp R AR » Rt > FRMHEHIHEE  weEE L B0 (E (R R 2 B EEs
ZEH I RE A

TRESTE THE -~ FTLL ) EWEERE > 9t H - BEC (AR REEESE
RINTE AR - = 5 BUn - =B EEEA —(EIEES > BlERTEE I HREERE
TIRIFE A o A0SR 2 BEAR B A A RS T AL /2 0.13-0.56 > T (A fy /& 0.16-0.85 »
ALAEHEEEGER TR BVERMAR AT 0 T ATEL ) BUE R RAIES] B2 (2L
) BEJTEEEEEE AR A -

4 Jarvis, Gastaneda-Jimenez and Nielsen (2012:61) 3T s R/ B2 2 )2 B 40 S\ 5B £ 31 f5]
5 B S5 TREE S E A B B oAt REREE /) FH9EEEHY a, the » 2R Ry 23 a5 )2 A 7t 37 (articles)
E—EFEER - H—0IZE - FREEFRIAEE S ERASE R4 EEEREEIE R AT L
S| DS EE by T B E AT HEE he, she IYHFH I > M E M RFEEZ 5D -

© B eAERE R EE R AR ERE R o SRR RS P Rk E
58 #H % ( http://elearning.ling.sinica.edu.tw/CWordfreq.html ) DL K% ¥ 55 55 F} BB 485 K :H B

(http://mmce.sinica.edu.tw) o BahaERHE R H 30 (& H %G5 - 26 (1 EES [$E5EH1 29 ([ £7E
SRR A BERR TR > 4931 40 53 SRR RTINS 2012 4F 4 FARH - FHTARRAIR GE
S (EE SR KA - LU RIS % > 1995 fERIIL 1.0 HEAHRIALR 200 W37 - ABF
7% {61 FHHY-2 3.0 ki 500 &3 ( http://app.sinica.edu.tw/kiwi/mkiwi/) -
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&5 T AR, FE - H - EEEEEEGT

A2 (%) B1 (%) B2 (%) C1 (%)

H 7Z»5 1.4609% 1.0139 0.5603 0.4166

Fit A i 1.4859 1.0445 0.3855 0.1543
e 0.9783 0.5923 0.2912 0.2419

H oT 0.6598 0.5564 0.4854 0.2406

A Fs [ 0.7676 0.6017 0.3905 0.3305
I 0.8145 0.6282 0.5670 0.3892

BHPNOIHEEEEREM "Ll AERE R - SEEEEHEN T B
DL i 4H A REE A e FO E ARRE AN Lleas - B TR, USRS AT, o REEER
BHENNE] B2 T4 A A 5 (#1417 (0.3905:0.3855) © HAREEEEN—HEH "Aill, &
7 TR ) HURER -

JERI (2001) f£ £ ~ %~ HEFEEREFHIE R R LESHAEEE) —ChE#
T RS BRI

(1) HEAMASEAERS BT - FrRARIRT -

(1") He came late because his car broke down on the way.

(I™a. # (& HEhE 2 &P BRI HoOoLDT - kD 0 B Ehi-
Kare wa zidoushaga tochujiko ni attanode, kiru no ga okureta

b. # I HEE 28 & FH 2 Hoke o Kb D 2 EO -
Kare wa zidousha ga tochujiko ni atta dakara kiru no gaokureta

(5[ E /&, 2001: 46 {51%] 20 )

st AR AR H R Ry e ] DU BB > W11 a DT (HEy) - el DUAIEE
G Wb A S (FrEL) - BEEEEE R R BT | B R AT B R A -

WA ELARG H B TRl AR H BRI (e.0. 403/271869) » FnFFRE A H
B8 (A TRrLL, AILER -

YO SIHZESBIT A TR TR B R FIBIET > PR o RIEHH () LR
TR e

¥ TR REE AN ¢ TR T I S R TR R R B P R B S 1
A& E > FPIE 2 BATEMRE SR feEE R R s sE PR AEENREEZ 5T
PP 2 Ry B P AN B B > T F e o SCRT BLoy By Se TR S e o et T ifiae] oA Bhaa] A o8
MRZE > ATEFTEEN R B E 2R E/ NI E - AR - RIHEEMEZ &% 6
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1 HF R (s - S pe B - ReE I RIERE R rREE  (& TR ...
Fill...; ) -

IM7% ~ HFRRERBEGIRER > B2 RATERT - 5RAER - QIR E SRR UM
Ry R ARE - ARG R TH - W& HIRAERT (Chao, 1968: 132) ** - FfT#E—H
EHOT (RE) MRS (Frll) EWEEEHSEVRRHE - S5 o RE
DT - BT MR HEE2EE M Al SRR e ERARE - —2RAH
SEAE A o HRRBHEE —HREERE - M2 s (Frll) BRRNERO T (KH
Fo) % BEEEBERIEESTY M TR BISEERHEN HAM R E R EE R 5
B AGATEEL - R B  WPIRE ST B A B AR — 2
RIEHGEREH - 2ot UN) AEME - [FEFEEE A BEHEE - NimEWh
—HRZE > EEBES—ERE > EEREEES B R, - saERER R (Y 7 A
REHEERE/NR - R WA G —(EH#E - AHREPR - EREEESE L
FEA R H B S = KB -

3.2.22 THIR.. .HIEE

EREFON B R B AR EREEE - B RAVEE TR (WEE) L o Hp TR
AR S e P sl e B St R A T YsE o TR WA RERR A
AVEEEE R BN B RE S R A E LB Nime T2 TR BT - 2
BRSEME AT - HEE - sRREE 23 T AVEE ) USRI - PO AR SRR T L
H-s=fEEsEA TR, B TAEE ) DUREEA TR EE ) E=EAEP
GERMTE

6. #E - A ETE AR 0 EHLOIRET

WH...HEE WH... | .HUEE /et

it 15.51% 71.62% | 12.87% 100%
H 45.45% 18.18% | 36.36% 100%
it 29.60% 25.37% | 45.03% 100%
ENEUN 6.51% 80.72% | 12.77% 100%

RE[ R iza o 72 » 1%t Lo A B IR E - wBLAT BB S R B 2 ST/ Vi
frE - ALAIRAE » FABETIRE > A AT SR R s -, (5]E &I, 2001: 42)

1 Tai (1985) fiFfE AR - R | EIEEEAYE ZASEF (natural order) 5 TAERRSE - & HI
=L BEEE 7 (salient order) o

2 BEFS L1 SEZAERS - 17 Jarvis and Crossley (2012) F4RAyEh - AR/t - Hl40 » FHsE
SIS HSEERE AL A SGE come B (H5SLAVSER S A A5 T 3EAIPG D 3552383 (p.62) - B2
S RESE A SIS SR A B - RTEAIPGEERIEE g llegar (arrive)irs » SZMA{E(# AT
BLEENF > arrive AYEHZE SN come o

A THIEE | BT (SR, 1992; A, 2002) - B2MEEES P (REEEEH
PRt ) -

&
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e ERFLSR » SNESEIVRAE > SGERE TR TR ) S
LB (7162%) » HEBHTAB AR (80.72%) 2 ; il e imeL A ")
S LPIRE o AR T A ) LERURE © T H WA TR @
PRI BEREA IR ) AVREIUSE T TSLLE - HAEE S 82% - RITIAIA
SRR > FIBe AR R B 3 P A BB » 40 F IRy 1
57

(2) MEMFELE T » FIEIRETE ?

(2) In case she refuses, what will you do?

@Ne L & 2 Wioks -~ Dl lX £295 D TEhpe
Moshi kanojo ga kotowaruttara anata wa dosuruno  desu ka.

(5[ E i, 2001: 49 4] 36)

N H RERRE S 2 HREIRIER (i > B REERh s (REME ) 1P E -
(6] (5 PR TP AT T YEE ) SR (R SE FR - RRE A B SR AR A H SEARAT -
i

SRHERERERy B0 ZEREK -

FH N N e 2B H AP R BN - RSN TR T ... UM ZIMSL
B GETBIREUT M2 E B R ERRER D " DUNZIMI | HIELBlE S oE
BERE L HEEA 93.65% - ##5E 89.23% ~ JLEEA 69.23% - HENCREA R E R AYEL BT
R\ A S RENHRERGEPEEE ST HREEE -

HRER-FEERNAFRPA > HEEEELFAE—FIEMRTE SR
FEPR 0 MIFEM BEE A LEESRERPR - (e RE - DePtn]
DU Y H gt 5 BT - BREE R SR RITY At Ben™ -

2 BT R R TS A R 4.0 AR (http://140.109.19.114/ ) FRRGHK -

3 UEEAS (2011 26) FSHEERELE TasE ) foeE T2 (D) | WRCES A -
LB -

2 REEEREYAERE (Lehmann, 1978 219) - M35 - 3R ERES (agglutinative
language) > /2% B A SN A G R DU I B MR A TNRENRE S - B m i BT e S
(inflectional language) - #% i 5a J 8 (L R R B A GE AN REM o 88 - R (R M I B BB =
(isolating language) - 7 #4587 FITHRE SRR 2= AR (5 -
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3.2.3 RERRENE
FEREREBIEAIRYED 7y - JREREEERY g ~ WL, ARt c HesEEEe T e -
AL BB o RELHRE A2 IREERE - HIENE AR £2 5 4 S sE B 0 ()
PR ZE o BB S — SR L5 5 R EEERE R T > WA E B R - fEEE
SEEEE b R —(EARRAIEEES (BBSF(S, 2009: 113) o —fCEETEHTZEE 2 REREIEE
ERARIAEAR TR (FEHE, 2006) - HEFHE (2009) ARE HSK BIRE(FSCGERHE S -
iRt & g8~ WL AR B F I E R B R (R A 53R - B (omission)
BLERIN (addition) iERBUEESR (mis-selection) BAEF (mis-ordering) FIRILLAZ
T — STk AR O AR A BRI DU A 2 fm st s A -
HNEE N PGRENERE - I MBI HRET B e 8238 4 B 8RB RE R B sd IR 5%
EtFEE AR - ERE Mt IEREERE BT o - 1ERE S B A R ofe i - BL~F m] DU IEAL By
PR B BUERERE BB s A AHAT YRR SN S AEENE - STt T DU AV GRS -
HEAN —E R —H— 0 ARER 8% - EFEEEHENE - IR E B EZ LR
s A ERE R FRA G ARSI S © TROEILRESSRE T & ~ 7L
B HA TSR EEAY S BRI > W] DUKHE AN EL A B fR E E H R B B R E S
B o R > REOTE—FE-FEEMR > ARSI > IR - A
1 B E TR - EEEE B2 H4R (TEdo HET HSK BRI TaikET " &
IR - &SRR 7 FoR
7 1. TOCFL 2/ B2 ZRFaEIVE & FIEHITH

R | BEARE | fmaNaT | BURKE % | B % | SEAEE %

H | 260 [396(0.53) | 305 204 | 66.89 | 81 | 2656 | 20 | 656
| 122 |418(107) | 127 54 | 4252 | 37 | 2913 | 36 | 2835
| 130 | 268 (0.68) 42 16 | 3810 | 9 | 2143 | 17 | 4048
# | 41 | 96(0.89) 28 10 | 3571 | 4 | 1429 | 14 | 50.00
EJE | 112 | 335(1.05) 38 2 5.26 3 789 | 33 | 86.84
ik | 188 | 401(0.73) 28 5 | 1515 | 12 | 3636 | 16 | 48.48

HEEEEE R G PR > SEEREEE R > WA WEZ AT - Hit
SRR EE SRR » RAEFEE I

xR T WA bEL  AENEE T G RREEER A — BESKRMEENE
P T ER B SR AR ERRA (B8 B > 2EEEZ AN HEPEHEE
B MHEHNEFECEI AR RN B2 2EELS - /R T g, sHAAER
BE R AR - B HBERIIES - EBIFEBEEE R AR - M
NMEREAPERRE T PR RS2 OTEINNEZEEINAR) -
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() *FE R ERES TR — (B VIR BEEIVESR UHEBINER [§] %2R -
(B2 285+ - LT 2 )

(4) *AREBGE TSR DR | SRS > ARG [8] BRIz -

(5) * L RWIEISGER [8] BEETARSMFEE > IO R - B

3.2.4 FEREE

R REEERT R A RRAVEE RIS 20 T~ 0~ Ui B5E o AE SRR MR Y
MréERep - BT LUBAE TR HILsB A HAth T (B s 38 S 52 7 B 2 - it - 945
EEHIRBEREEH LR T B D RIEER - H - @ AR % AsEEE e
s ~ HJEsE ~ ZRsB RS NIISEERI LY - 1 SR RIS AR S - PO SR EEs
HKE - PeaERA A RRE R S o 2 H BB s A R AR SRR B R ¢ i
H - E Rl 5 & P ARERROVEE N ER Ky REEE VAN EEFENA -
TRiAE (2003) ¢ HEEERATEER AR T T8 ) BUREA IS - feHUERE TIE ) &
A LSRR AR S B B e EE AR Lo 7] DU H SRR P =0 o BEf A
R BT TR B N EAELS DU e MEMERB AT &)+ 2810 H SRR e B E ST
PRI > SHECE I RESABDEE - B0 “42” » WAE Ry T A TR PR (A an (S S T
a0 M —TEVE TR (AR TE: o EEEES > WPt B EHEN TGRS -
HEEEREEREE S EEE T IE ) AR MRS RS > T EZAERRENR
AYZHiEE R > RS 20U HIRERE » G140 > N IEEEAHIE H R E F 02 50
K WTLIE RN T WOZA EVAMERYRRE - (A TR B A EMNEER - 2
HEETT R RSORATRER -

WELGEFAIME S TIREE - BN URFEEAVEREA R TIES ] DIEARIRAY.OE
[EIRF A R IEENRAR - SESmiRHY L TEAEMEYS5E - SR ZIERSE Hu Mk
B B REIRE EADLA tEYEEEL - fEyRE TS 7 A HEE R
WRERMLFA LY > HEAE > MBS B AT - N RREERT - PR A DA —
MEHIEEEIRE] TIA o W H AT LS > IRE AR SR o B EREEY
gt A (TR R R et A - AT T AR AR AR % T A AR
ZFar oo |

(BRI © TOCFL sEkIE HFE B2 5253%)
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REREHRE SRR TR HEEEAN % » EEE DR AR R E S & IR AR E
(#52 2011:26) - BUEGRAVAREEAAMM - #52 (2011: 27) SP AR EER 4 i e
TEPURES AR - G TR A RN INRE SR PUESIFOR @A HAY > FOS IR
a2 Y fmaR > Hep AR T TR BYEER - ARTIE R BB R R N > A
f bt H sE SR B HVE B SR - A DLRIE AR 2 A ERE R R - o] AR R H 522 E
o RERRGBSHBFNERERE - ENZHNAE - R UbsEE N R B
HEERIMSHAURER - 2/ VEMEEIITERAE » HadBh e 22 EE R
EFRYRIR L SRy HER AR S -

325 &
TERTEE Y - JEEEREE T, ATSRESR M R AR B ZE A o MBI HoA FLE SENEE
= o SLEHE A S S R S R RV R SRS o (EEN B AAGER - B ER
IR LA HEEAE > W — TR, & — T, & - B BTEEEEEEH
[RimifERR TE , 2IAFE SRS - RIHENE SN - EEEE LAV T
adl + B+ AE ) WAEE - BEBFMERERNEF > HEf —ErREEEFMAEE
e > S5~ —EEIERE - 1 "8 R TRl AR AR e R
SEEBRENEAR > ZEEE TH, o NItECERAFER TE ) FERREEEI T
sg At 2 — BRI R A (2008: 9L )P 7 aE sEfHEE 15 2R R B &5 SRt nT EIEE:
i FIE 1636 (EERSZERA [ ARG T - f5H T, BB 1076 &) - (GLEEEY 66
% > HfemEREEs RSt - TE ) 10zAL o (57T 52.53% - HREEBIE ST -

50 > WS H - ¥ - FEEFEHEEEFNCURT 3R - fERELES
EiE—H > HEXRENERL - S50 E SR EFERFEEE N RMEE (2T
71, 2011 ; s:HERN, 2011 : °RIf, 2008) - ¥HIELLEREAIN S - LA EEGREE ARG
& > BFETRIGE A (2008: 79-97) 4atiEEE A RIBKSSE L RYIEER B - AT fmasiiy
EEBI (11%) EEekE (7.3%) Kigm > o EHEAA A HEGEEE RN S © 25
B SRS R AN S o 2R -

7% 8 /& TOCFL FERIE T /N (E TrErHE SR A EN - o] LU B E H M
" EEEFEGATE B AR 6% A - EMMREERE S T =2 EE e
Ao EEERERME AR « @SB ERTR A AR SR — 2 A i
W ABSR PR T E R HME ST REEE AN T AvsRoe iR -

P gt R BN AR T » PR — (HREREIVER - bR T FonE MR AR R
stan e HIRE L B fE -

® RELYE A, AR B R TUREREE TH ) SERNY
BB B A T 5w -

i

Y

Tz
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& 8. A REETEE M, EHER

e H T ik 7= ENE
{55 P 8 el A 112 135 84 97 64 84
T{E {ERIE | 2405 3164 1099 1289 486 1086
{5 FH &35 28 5256 8162 2973 3410 1342 2541
"{#E , BH{SECR] | 45.76% | 38.77% | 36.97% | 37.80% | 36.21% | 42.74%

girimizit (BRA) SO 7 R smE e B E i - et 8 E F AR
B ? AIREE— B EN - P RMFARSRE TEERE TE, s
SETRAE 33 (ERAAAGI > PTG T 60% ; HUTEA GG T 40% o (PSS
B SIRI ISR T AR R - N S (B InREN RR R T8 RIRRE - i
YGRS REGESFEIBESSE > (EH T —(E o NS “a/the HYFRE
AR > AT EiEn T IRE R EREEA RS B AT

4. SERBEERZE IR

AW e ERER S M A R A R R R E B HE LAV R - EEDTA
AR PITRER ~ A B — 2 T A R EEE A R E R B B REBEREEEEEN
Fea FIRERREDEE T & - TLL L YR ZEH M AR DRI R REE - Z RS |
Heg 2 BB R e LB " asE ) TP - IR AR TRkl % -

BB B LM B S A - S - 8 SR CUb) FaE
FaaTEERE - BRE (1) £ B ADUE S EE AR SRR g C IR
e ral o B B EEREEBRRBGE - ERBEET "Ll > WAHEER
BlEET TR PR ERREHPR BB MESETE,S
FERGE NI BALA A ERILE - RBMEREN TATLL, - BN TEE L (IO T - RiIE
MERER - AEHEBEAER W EER 206 - 54h - BHEEREETT THVE P
AR - (2) BB aA BUERE S EATEE - It 8 - AIFEA
R PISEEe REEERAMEIER - koA RSB IE R 2 AR
THL o (3) BEEFHSUERE - WG BREEBEAER > FlU0 - MEEEE &£
ZAFEHEE R AT SRS - SRR i) DA A B R T T B RS L -

EEPTFEEAREE R - RN E M TRER SR AR 1T - s LUAR
ik A R S R EEEE SRR W IEREETTE AR E R
BPVEHERET 34 o BRIEEZ AN - ERERA SRR 7 7AAR AR v DUE B FIE A% Es B BhiraR
AR EEVEFRE L (Jarvis & Crossley, 2012) - #E— DM Al AER fmast (JCH:
R EERIISE R ) -

2 pemaEl by hitp://kitty. 2y.idv.tw/~hjchen/cwrite-error/
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EREMEVIFTHEREAEEEGSEREAK (—aE+2EY) - WA A F &
AUSERIEHRAEIRE D (&) B KEE - HAEFRERE Lt - AIEERE
oiff o Bl BREEHELEBHER R GBERE A RMELZE - &% - AR
PARFIELA T - B AT 20 SRS MR - EIR L RTRe A B S R SR AR SR 2L
BIfEE AL SR AV R SRR S0 IR BRI 8 B B BB SN R AR A e Bk A
FIAERH S ELBFFE SRR f 2 e — 2D e - SR AR o e > B > RERAEDEE " ATLL
F—EE S SRR > KRR EE SR AR -

SRR
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