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Welcome Message from Chairs

On behalf of the program committee, it is our pleasure to welcome you to the National Central
University, Jhongli, Taiwan, for the 26th Conference on Computational Linguisitics and Speech
Processing (ROCLING), the flagship conference on computational linguistics, natural language
processing, and speech processing in Taiwan. ROCLING is the annual conference of the
Computational Linguisitcs and Chinese Language Processing (ACLCLP) which is held in autumn in
different cities and universities in Taiwan. This year we received 25 submissions, each of which was
reviewed by two to four reviewers on the basis of originality, novelty, technical soundness, and
relevance to the conference. Totally, we accept 16 oral papers and 5 poster papers which cover the
areas of speech and speaker recognition, text mining, speech processing and synthesis, and natural
language processing. We are grateful to the contribution of the reviewers for their extraordinary
efforts and valuable comments.

ROCLING 2014 features two distinguished lectures from the renowned speakers in speech
processing as well as natural language processing. Dr. Frank Soong (Principal Researcher/Research
Manager of MSRA) will lecture on "Search for the Elementary Particles in Human Speech - Clues for
the Common Units Across Different Speakers and Languages" and Dr. Hang Li (Chief Scientist of
Huawei Technologies) will speak on "Semantic Matching: The Next Big Thing for Natural Language
Processing?". This ROCLING also features two Doctoral Consortiums, one Industry Track and one
Academic Demo Track which provide forums and show-and-tells for PhD students, industrial and
academic researchers and developers.

Finally, we appreciate your enthusiastic participation and support. Wishes a successful and fruitful

ROCLING 2014 in Jhongli.

Chia-Hui Chang
Hsin-Min Wang

General Chairs

Jen-Tzung Chien
Hung-Yu Kao

Program Committee Chairs
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Keynote 1 -
Search for the “Elementary Particles” in Human Speech — Clues for the
Common Units Across Different Speakers and Languages

Frank Soong
Principal Researcher / Research Manager of MSRA

Thursday, September 25
10:00 — 11:00

Location: International Conference Center

Biography

Frank Soong is a Principal Researcher and Research Manager of the Speech Group, where speech
modeling, recognition, synthesis research is conducted. He received his BS, MS and Ph. D, all in EE
from the National Taiwan University, the University of Rhode Island and Stanford University,
respectively. He joined Bell Labs Research, Murray Hill, NJ, USA in 1982, worked there for 20 years
and retired as a Distinguished Member of Technical Staff in 2001. In Bell Labs, he had worked on
various aspects of acoustics and speech processing, including: speech coding, speech and speaker
recognition, stochastic modeling of speech signals, efficient search algorithms, discriminative
training, dereverberation of audio and speech signals, microphone array processing, acoustic echo
cancellation, hands-free noisy speech recognition. He was also responsible for transferring
recognition technology from research to AT&T voice-activated cell phones which were rated by the
Mobile Office Magazine as the best among competing products evaluated. He was the co-recipient of
the Bell Labs President Gold Award for developing the Bell Labs Automatic Speech Recognition
(BLASR) software package. He visited Japan twice as a visiting researcher: first from 1987 to 1988,
to the NTT Electro-Communication Labs, Musashino, Tokyo; then from 2002-2004, to the Spoken
Language Translation Labs, ATR, Kyoto. In 2004, he joined Microsoft Research Asia (MSRA),
Beijing, China to lead the Speech Research Group. He is a visiting professor of the Chinese
University of Hong Kong (CUHK) and the co-director of CUHK-MSRA Joint Research Lab, recently
promoted to a National Key Lab of Ministry of Education, China. He was the co-chair of the 1991

IEEE International Arden House Speech Recognition Workshop. He is a committee member of the



IEEE Speech and Language Processing Technical Committee of the Signal Processing Society and
has served as an associate editor of the Transactions of Speech and Audio Processing. He published
extensively and coauthored more than 200 technical papers in the speech and signal processing fields.

He is an IEEE Fellow.

Abstract

In this talk, we will raise an interesting or even intriguing question: Can we find the “elementary
particles” of a person’s speech in one language and use them for speech/speaker recognition and
rendering his/her voice in a different language? A positive yes” can make ‘“elementary particles”
useful for many applications, e.g. mixed code TTS, second language learning, speech-to-speech
translation, etc. We try to answer the question by limiting ourselves first to how to train a TTS in a
different language with speech collected from a monolingual speaker. Additionally, a speech corpus
in the targeted new language is recorded by a reference speaker. We then use our “trajectory tiling
algorithm,” invented for synthesizing high quality, unit selection TTS, to “tile” the trajectories of the
sentences in the reference speaker’s corpus with the most appropriate speech segments in the
monolingual speaker’s data. To make the tiling proper across two different (reference and
monolingual) speakers, the difference between them needs to be equalized with appropriate vocal
tract length normalization, e.g., a bilinear warping function or formant mapping. All tiled, sentences
are then used to train a new HMM-based TTS of the monolingual speaker but in the reference
speaker’s language. Different length units of the ‘elementary particles” have been tried and a label-
less frame length (10 ms) segments have been found to yield the best TTS quality. Some
preliminary results also show that training a speech recognizer with speech data of different
languages tends to improve the ASR performance in each individual language. Also, in addition to
the fact that audio “elementary particles” of human speech in different languages can be discovered
as frame-level speech segments, the mouth shapes of a mono-lingual speaker have also been found
adequate for rendering the lips movement of talking heads in different languages. Various demos will
be shown to illustrate our findings in talking head lips rendering, speaker recognition in different

languages, speech recognition model trained with the help of data collected in different languages.



Keynote 2 -
Semantic Matching: The Next Big Thing for Natural Language Processing?

Hang Li
Chief Scientist of Huawei Technologies

Friday, September 26
09:00 — 10:00

Location: International Conference Center

Biography

Hang Li is chief scientist of the Noah's Ark Lab at Huawei. He is also adjunct professor of Peking
University and Nanjing University. His research areas include information retrieval, natural language
processing, statistical machine learning, and data mining. He graduated from Kyoto University in
1988 and earned his PhD from the University of Tokyo in 1998. He worked at the NEC lab in Japan
during 1991 and 2001, and Microsoft Research Asia during 2001 and 2012. He joined Huawei
Technologies in 2012. Hang has more than 100 publications at top international journals and
conferences, including SIGIR, WWW, WSDM, ACL, EMNLP, ICML, NIPS, and SIGKDD. He and
his colleagues' papers received the SIGKDDAa08 best application paper award, the SIGIR'08 best
student paper award, and the ACL'12 best student paper award. Hang has also been working on the
development of several products. These include Microsoft SQL Server 2005, Microsoft Office 2007
and Office 2010, Microsoft Live Search 2008, Microsoft Bing 2009 and Bing 2010. He has also been
very active in the research communities and served or is serving the top conferences and journals. For
example, in 2012, he is track co-chair of the web search track of WWW'I2; senior program
committee members or area chairs of WSDM'12, KDD'12, CIKM'12, ACML'12, AIRS'12; co-chair
of KDD'12 summer school, etc.; and an editorial board member on the Journal of the American
Society for Information Science, ACM Transaction on Intelligent Systems and Technology, and the

Journal of Computer Science & Technology.
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Abstract

Most of natural language processing (NLP) tasks, such as information retrieval, question answering,
and machine translation, are based on matching between language expressions. This approach works
quite well in practice; its limitation is also obvious, however. Sometimes mismatch between language
expressions can occur. We argue that “semantic matching’ is an effective approach to overcome the
challenge, that is to conduct more semantic analysis and perform matching between language
expressions at semantic level. In this talk, I will first point out why semantic matching can help
significantly enhance the performance of NLP. I will then justify my argument with some examples.
More specifically, I will introduce our recent work on using machine learning techniques to construct
models for semantic matching. These include latent space model for query document matching in
search, string re-writing kernel for question answering, and deep matching model for short text

conversation.
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