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Welcome Message from Chairs

On behalf of the program committee, it is our pleasure to welcome you to the National Central
University, Jhongli, Taiwan, for the 26th Conference on Computational Linguisitics and Speech
Processing (ROCLING), the flagship conference on computational linguistics, natural language
processing, and speech processing in Taiwan. ROCLING is the annual conference of the
Computational Linguisitcs and Chinese Language Processing (ACLCLP) which is held in autumn in
different cities and universities in Taiwan. This year we received 25 submissions, each of which was
reviewed by two to four reviewers on the basis of originality, novelty, technical soundness, and
relevance to the conference. Totally, we accept 16 oral papers and 5 poster papers which cover the
areas of speech and speaker recognition, text mining, speech processing and synthesis, and natural
language processing. We are grateful to the contribution of the reviewers for their extraordinary
efforts and valuable comments.

ROCLING 2014 features two distinguished lectures from the renowned speakers in speech
processing as well as natural language processing. Dr. Frank Soong (Principal Researcher/Research
Manager of MSRA) will lecture on "Search for the Elementary Particles in Human Speech - Clues for
the Common Units Across Different Speakers and Languages" and Dr. Hang Li (Chief Scientist of
Huawei Technologies) will speak on "Semantic Matching: The Next Big Thing for Natural Language
Processing?". This ROCLING also features two Doctoral Consortiums, one Industry Track and one
Academic Demo Track which provide forums and show-and-tells for PhD students, industrial and
academic researchers and developers.

Finally, we appreciate your enthusiastic participation and support. Wishes a successful and fruitful
ROCLING 2014 in Jhongli.

Chia-Hui Chang
Hsin-Min Wang

General Chairs

Jen-Tzung Chien
Hung-Yu Kao

Program Committee Chairs
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Keynote 1 -
Search for the “Elementary Particles” in Human Speech — Clues for the
Common Units Across Different Speakers and Languages

Frank Soong
Principal Researcher / Research Manager of MSRA

Thursday, September 25
10:00 T 11:00

Location: International Conference Center

Biography

Frank Soong is a Principal Researcher and Research Manager of the Speech Group, where speech
modeling, recognition, synthesis research is conducted. He received his BS, MS and Ph. D, all in EE
from the National Taiwan University, the University of Rhode Island and Stanford University,
respectively. He joined Bell Labs Research, Murray Hill, NJ, USA in 1982, worked there for 20 years
and retired as a Distinguished Member of Technical Staff in 2001. In Bell Labs, he had worked on
various aspects of acoustics and speech processing, including: speech coding, speech and speaker
recognition, stochastic modeling of speech signals, efficient search algorithms, discriminative
training, dereverberation of audio and speech signals, microphone array processing, acoustic echo
cancellation, hands-free noisy speech recognition. He was also responsible for transferring
recognition technology from research to AT&T voice-activated cell phones which were rated by the
Mobile Office Magazine as the best among competing products evaluated. He was the co-recipient of
the Bell Labs President Gold Award for developing the Bell Labs Automatic Speech Recognition
(BLASR) software package. He visited Japan twice as a visiting researcher: first from 1987 to 1988,
to the NTT Electro-Communication Labs, Musashino, Tokyo; then from 2002-2004, to the Spoken
Language Translation Labs, ATR, Kyoto. In 2004, he joined Microsoft Research Asia (MSRA),
Beijing, China to lead the Speech Research Group. He is a visiting professor of the Chinese
University of Hong Kong (CUHK) and the co-director of CUHK-MSRA Joint Research Lab, recently
promoted to a National Key Lab of Ministry of Education, China. He was the co-chair of the 1991

IEEE International Arden House Speech Recognition Workshop. He is a committee member of the



IEEE Speech and Language Processing Technical Committee of the Signal Processing Society and
has served as an associate editor of the Transactions of Speech and Audio Processing. He published
extensively and coauthored more than 200 technical papers in the speech and signal processing fields.
He is an IEEE Fellow.

Abstract

In this talk, we will raise an interesting or even intriguing question: Can we find the fielementary
particlesd of a personds speech in one language and use them for speech/speaker recognition and
rendering his/her voice in a different language? A positive yesd can make fielementary particleso
useful for many applications, e.g. mixed code TTS, second language learning, speech-to-speech
translation, etc. We try to answer the question by limiting ourselves first to how to train a TTS in a
different language with speech collected from a monolingual speaker. Additionally, a speech corpus
in the targeted new language is recorded by a reference speaker. We then use our fitrajectory tiling
algorithm,0 invented for synthesizing high quality, unit selection TTS, to fitiled the trajectories of the
sentences in the reference speakerfs corpus with the most appropriate speech segments in the
monolingual speakerds data. To make the tiling proper across two different (reference and
monolingual) speakers, the difference between them needs to be equalized with appropriate vocal
tract length normalization, e.g., a bilinear warping function or formant mapping. All tiled, sentences
are then used to train a new HMM-based TTS of the monolingual speaker but in the reference
speakerds language. Different length units of the éelementary particlesd have been tried and a label-
less frame length (10 ms) segments have been found to yield the best TTS quality. Some
preliminary results also show that training a speech recognizer with speech data of different
languages tends to improve the ASR performance in each individual language. Also, in addition to
the fact that audio fielementary particleso of human speech in different languages can be discovered
as frame-level speech segments, the mouth shapes of a mono-lingual speaker have also been found
adequate for rendering the lips movement of talking heads in different languages. Various demos will
be shown to illustrate our findings in talking head lips rendering, speaker recognition in different

languages, speech recognition model trained with the help of data collected in different languages.



Keynote 2 -
Semantic Matching: The Next Big Thing for Natural Language Processing?

Hang Li
Chief Scientist of Huawei Technologies

Friday, September 26
09:00 T 10:00

Location: International Conference Center

Biography

Hang Li is chief scientist of the Noah's Ark Lab at Huawei. He is also adjunct professor of Peking
University and Nanjing University. His research areas include information retrieval, natural language
processing, statistical machine learning, and data mining. He graduated from Kyoto University in
1988 and earned his PhD from the University of Tokyo in 1998. He worked at the NEC lab in Japan
during 1991 and 2001, and Microsoft Research Asia during 2001 and 2012. He joined Huawei
Technologies in 2012. Hang has more than 100 publications at top international journals and
conferences, including SIGIR, WWW, WSDM, ACL, EMNLP, ICML, NIPS, and SIGKDD. He and
his colleagues' papers received the SIGKDDC08 best application paper award, the SIGIR'08 best
student paper award, and the ACL'12 best student paper award. Hang has also been working on the
development of several products. These include Microsoft SQL Server 2005, Microsoft Office 2007
and Office 2010, Microsoft Live Search 2008, Microsoft Bing 2009 and Bing 2010. He has also been
very active in the research communities and served or is serving the top conferences and journals. For
example, in 2012, he is track co-chair of the web search track of WWW'12; senior program
committee members or area chairs of WSDM'12, KDD'12, CIKM'12, ACML'12, AIRS'12; co-chair
of KDD'12 summer school, etc.; and an editorial board member on the Journal of the American
Society for Information Science, ACM Transaction on Intelligent Systems and Technology, and the

Journal of Computer Science & Technology.

vi



Abstract

Most of natural language processing (NLP) tasks, such as information retrieval, question answering,
and machine translation, are based on matching between language expressions. This approach works
quite well in practice; its limitation is also obvious, however. Sometimes mismatch between language
expressions can occur. We argue that “semantic matchingd is an effective approach to overcome the
challenge, that is to conduct more semantic analysis and perform matching between language
expressions at semantic level. In this talk, | will first point out why semantic matching can help
significantly enhance the performance of NLP. | will then justify my argument with some examples.
More specifically, | will introduce our recent work on using machine learning techniques to construct
models for semantic matching. These include latent space model for query document matching in
search, string re-writing kernel for question answering, and deep matching model for short text

conversation.
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KL)[13][15] AR+ B S A A FIEE A R U 7 BEEERII =2 704 - #538 TP i ol 7]
FH EE#EEH A [E] 65 (Pseudo Relevance FeedbacK)fiff & A &5 B nI SERYRE A AL AR » 6/ 14H
BB E A SV 2R SR L A 3 P8 L S R P A BB S (R 3R ARl

2.1~ XHAEEIEEE

M o] DAICEE S B SR e E s e R - —BokeR > Bz (Information
Retrieval, IR) 5 1F =544 AH R C{-(Relevant Document) 5[ & {58 1 & Ay 2 Hi A &3 (Query)
& AR K (Information Need) - [EIfEHY - fEESai B SCAHREES » BT E— R dE
SR R A e o SRy —fEEH) (Sentence) 17 Fy {7 258 & 51 B T (Candidate
Information Unit) 5 $2t » FAFT AT DUEERAE AR S S0 B HRAR 5 ArE A EE A5k
A FRE R T HZRAF U T B R R R4 -

EHE R E S D > SXfFh A58 S IYEER MR P(S | D) tT LA kR
ea) S S D IVEREY: - EFEAESEAZGETE P(S | D) Ff1EdE = K e
(Bayesb Theorem)ii& P(S | D) @R RK[3] :

p(s 1) = PEE, &)
Hrf P(D) &304 D BRI » L P(D) Fz 8B mmHEF4E R » BT EIS A a6
H—J5m 0 P(S) &sEH) S HISEATER » DU &I B K 7 /A B TE0CK
13[3] « TRt STt aE fI S AR f—{E9 515345 (Uniform Distribution) » AL P(S) 7R
& o £¢1% > P(D|S) @sEA) S AT EE S AL A B S D 2 iR (S REAE SCAHE
F£) » B DA ZARF RS D BlgEA) S 2 REVAHIRE (% » 218REE4A] S 4 B0 D HUHR(E
frrE o (RFREEH) S B D A A LGB A AEE AR D) » Bl A I sE 2 EsE 4] -
FRAFT O DLUBE 2 — 20 (B S 4 D Hh ] s Bl Ge) 2 2 Ry ML iy - 3 H AN E B i — (s s 1t
S D A= IE B (% (BEES2 a5 (Bag-of-Word Assumption)) » AIEEE] S A2 iS4 D
B ST AEARALLE & {8 (Document Likelihood Measure, DLM) P(D | S) B Hfi# kS {4 D Hhis—
Y I w A 5158 A I IR AR > AESTE RS -

P(D|S) =] ]Pw|S)**, (@)

BEAE AR FerBa] S T — (#3615 (Sentence Model) P(W [ S) » w2 —{EHERAE S

D friyzESE - C(w, D) Zaage w HHFRAE SR D iy sy o Hop > FFTeT R s A BRI

F& i Hl(Maximum Likelihood Estimation, MLE)fY 5 =3k i@ 17 45— ([ 3B A YEE Ay fsi ey

C(w,S) G
|S |

FEE)H - Cw, S) Foradge wiEsEH S thHIRAYREL > [S|AIFIREER S FrEHvAsEE -

P(w|S) =




EAFENE » HREEH S BEERVE TR » RItE 58S E R (Data
Sparseness)Y[HE » 12 G {15EE AR A i A CAH AR (dRIBE > {0 gE i) 2 e ot
(I —(E 5E AT B A T B IE R i o] BER R L Ebsa I R E R E R
BUEEA] S EEA S D IVHESRIE R o Ry T RS LIRS » ARG (] Jelinek-Mercer
-7 {E (Smoothing) £2 filir # Fi 58 DA K & S 5B R SR e iy 27 2 B R S A A
(Background Unigram Language Model) 2k g 7EE A5 [33] » &7 P(D |S) ml#E—F iR
[

P(D|S) =H[Z- P(w|S)+(1- 1) -P(w|BG)]“™"", 4)

weD

Hep > P(w|BG)Zaa%e w Hisr B HEE S AU FTE A AVRE -
2.2 ~ [ H AR A8 2

s s A A SRS o bR T o e A T B e A AE O Tl BEMES N - 55—
i = e R H Ve -3 Eh eSS & {8 (Kullback-Leibler Divergence Measure, KL) »
AR St — (R AV E M - B A ER A -3 A EEERUE 2 E N R
th WHE SIS DA D Y —{EEE A S # R  BI s I Fy—(E B A RE S 1A E A
N HHBEZ S D By A5 (Document Model) » 5B RUARESS SEE AN > AIFE
sO/ AR ATARRE o NBIRER) S AUEE o (EILIEAE T HiEsE U EEEA AT
[15]

KL(D||S)= Y P(w|D)log PwID)
Wev P(w[S)

Hrfr > v (Vocabulary)Z R —1E Fi 8 S #EATA AT RERVRE SRR IAVER & © AEm SCHITSE
oo SCPEEAY P(w | D) BT 5 A UBEEE AR AR (2 0850(3)) » BT HE— 25 ith ¥ (5)
TR iRy - ] DA E SRR & (5 B A BAR U A I(MLE)AYAiTsE | > PR AR H
S AR BB B A FT S EIYEE FIHR R B I S nTRE T (Document Likelihood) Ml
£ 7 AR PHH P 2 E)ATS RIS R AR EI[A] -

H R PR R B e -2 BB E B ER - MEF— B ERREE AR -
— IR BRI S D IR R (B SR (R A OISR EY > TS AR AL & A aE S A
SRIEELPIRBEVETT T - AU Skt ~ S M SRR AR BR o4 5 IREEAHE S
SCAFARELE B {E (DLM) H e st a5 IR A ET TER i - BE R B oo - A B E 2 E(KL)
REIE AR A [FITE R S B IR AT (58 P ACK BGEE A R AU AL > DUES BT 5 Ehi
TAE ©

2.3 ~ Jig fEH A M1

0 S AVRERE /DR s TR 0 B R AR A s R EAH U (R >
S ERERIVME - R > fiEasa) S R R E A 2 N S IEME(LEEE ) S
WS D 2 FEARDUE BUEAS T REAEEUE) » BT AFE e R el S A TR Ay
7 S i i AN A2 —(20EK4)) -

R T B R sE A E R B SO S AL Y RTE - IRFTT R A EE SR
(Information Retrieval)4E1#5 &> JFE FH BV R e A B (2] 68 (Pseudo  Relevant Feedback, PRF)
ol A i bal A A (B (RIS EAMGRZE) 5] - AUt HAY & EESEHR ol aE#E A R S
HREERE S - e BN S BRCE—(E&E(Query) » ki AR —(d &R
24 o IR —SREIEEA] S B vl BEAHRENY SO o T iE Lo SR AR 2 By A BE S

(5)




(Pseudo Relevant Documents) : — & fx% i 5.1y 77 =0 R 2 BB HE 2 e AT i (R & o B =)
(944 S {-(Top-ranked Documents) - /5 | 35 Sh E EEAHRA SO (1% - ko] DRI M A i
o ISR DR AR A B R R S FAE DL AR = FRE

B {0 P R A A O] BE R 1l 2 B B W (B KB - 55 — R0 {m] 228 HL ~ &dif L (Purify)
FE MRS - BRI n] = BR R A A SCAERY T ER 14 (Redundancy) A7 35 EAH BE &
(Non-relevant Information) - 55 — Rl & 410] 5 5 25 FH R #5EAE R S 142 B2 fef R A 1B
s —UERE o B T EREL - CEATF S EERNSEAFERREBELR L - R
Y75 18 5k 55 28 (Relevance  Model, RM)[12] #1f& 5 & & 5 % (Simple  Mixture Model,
SMM) [32]55 (FRAPTRAT 25 PUER /48 -l - A RRIAE ) « 28T B A S —(EHRERAVRH ST - B
IVE VR R Y — SRR A B SO BRI 02 > (B RHE A 28 — (B Pk BRI 9% > (5 E
2 o

B A BB AE B SRR R T =X i A E s R A B e PR = K
(Gapped Top K)BEEHA[27] ~ B 0x(Cluster Centroid)BEHUA[27] 0 K L Eh=-FHll 2% T
J& (Active-RDD)#EH;E[31] » Hrt RDD ={E ¥ FHE57 B #RBEH (Relevance) ~ 7T
(Diversity) L 5 25 (Density) - T~ [HiRF i B A 44 2 EBeAH RE SO AR 88 HU T V4 -

RS K BERUARLE T S HEe S s R (I RaERARE - 0 &y 2)PkEEH
K EARRA SR AR E TR i = HE S BRI BIF AT - Re s BE SCE 10 55
FMERM 2 REM RS 3 RHIZR » RIE— -~ BIURE R ERHE N R EF RS
Perp st - BN K EEUAN T B EEHGEH EA S oS > HEEL
BT AR E N REN « BP0 BERUE A S = BE SCFE 53 EF(Clustering)
SYEEITET LR BRI ETER K Huta(K-means) /3 B2 » AAMEF{E TR
BBk — R AR RIS ARSI B = T SR A BB ]
A BEROEERUE BB EA S oS > SRR K BERUAMEE: > B
OEERUA R —EELEFR EAVERUT A - T8RRI TR ERUE K [F % S sk
FE U R RRER I ~ 2T DU B FE VR —TE & 28 (Greedy) BEHUA[31] - DA R EEHN 502
AN &SRR AR EEE AT S BB SOER5] - AR E R R A
A GES) SRR P A HURALRST -

=~ R s R B SR AL

L EE-REME 2 T E S EAUE - PR T 5 B A B B S (e ke S R) Hh H R
M~ ZITHELUREENE 24 > BAFTEE R EAERE M (Non-relevance) & 3H(1E S L2 FE 5E AJHY
FEAHBA M &) R A& IR AYARER > ] DU 2HE B B i 188 U BE 4 B RE #BEAH A S 1
A e L ARS 5 B I AR R A RN A £ B2 -BElE 2 T s B AUE - 2 Ry EFh=-
[561 Mt 2% T 73 T JEFHRE (Active-RDDN) EEHUE © 55— 5l » Agm SCHLHE i P BB o B
(Overlapped Cluster)ry s A8 By 22 58 BB 3 S8 RE BREAHBE SC 1 » 2/ rédan s

3.1 ~ Bz -l 2 T S A BRI 28 HY

it t) S & AZIER IR R R TS 2] T fE#kF X 4 Drop={D1,D2,....Dm} >
L Eh - B2 T T I FAH B AU A i = PR S o e AU (Iteratively) [R] 5 =5 8 U
HEFENREEARE - 2ot~ SV IRAER & ) 2R B B BACR MY S
5 - BHEHER  Sam PR SR Ay B8 (Candidate) S fF: D & A& [R5 2 VIR
RNZRH—(E&R S S 8 HBERAFANT ¢



D" = argmax [(1—a—p-7)-Mge(S,Dn)+a-Myg(S,Dn)
DmeDTop_DP (6)

+p4-M Diversity(Dm)+ 7-M Density(Dm)]’

:,H\:EF‘ DP %Eé@%)\ﬁ@j{{#% ’ MReI(S,Dm) N MNR(S,Dm) N MDiversity(Dm)& MDensity(Dm)éj\/DJU
R fEE L Dn WYRARSIEEE ~ JEMHIERMRE - ZoctEE - DUEEEEE -
iMoo~ p~y RAESEHEENE LB atpry=1) - HE—RZI0E - ZE)EFHHNE
Al 3R R f7 2 <RI Y 44 % T KB P BRI (Maximal Marginal Relevance, MMR)FH{LL
[2] - 5351 » Rl EAE Mrei(S, D) A E S £ S DmaBm) S HYEER R H e -2 H RS
EAEEI-KLDnS)) - THEFF R 4EIEHB AR EE - ZoTEE - DUEREEE -

3.1.1 - JEHREMEREE

B (GRS - EIEMRATE(Non-relevance) & aHaE i 1] LAGESS — & A R HEE B
TR AT —EE S (R (EHR R (Low-Ranked) SCPR) AR AR &) S HYFEAHBARA P(WNRS)
(o m] R e (R SR AR - I AR M B E AR m] M= on

Mnr(S,Dim)=KL(NRs|Dp), (7)

Hr NRs Rorah ) S HYFRERAM &R » TRRISARHRR S0 « FHFEMHRR & E fE R ) -
TGRS D BLESERYEE ) S HYFEAEREME ARG - AR HERZ g AU E BRI
S 2 R BB D BlsEA] S AYFEMRI A aNEEER - e A IS oG
ARE RN - BIEE > EHEHHE ST (Rm PR U B R B R S E
VERY - FrAEE_ EFATAIA A R SRS MEE R S HYFRAERIRAY - SEAERY
&t > BB A E SeE S A PWIBG)ZKE (E2ahH S AFEFHEHT P(WINRs)

312~ ZtltEE

&R ST - 2T (Diversification) )5 £ 5208 H - FHEC E4E S5 2R
M ERESA RS EERICBRERGER BINE RS TR A E et asma 2o H
ZARMEAVEREER - LU A FEIFRAVEE » MAEREHHHREEE - EimPE X
AYEE M SRS - RGBS & mry B A A KAV TUEREER > BRI SR
B AT A et B (E 5 BAYERUE A SRR S B BB S AT Y S A S
BEHUEA > TRRIEPRiE R SRR TUERME - (ERH R mAV B (SRR - 2ot
M2 ERERECENST De PEHEEES M Dn ARy NETREERUE EVE - AT T
FIFR -

Monersi (D)= min —[KL(D. |, )+ KL(Dn | D ] ®
D;eDp 2 .

313 HEMEHE

S5 > Beim PR SCA TS fE (Structural ) AT DA & Boe— (B SR Z 2 B BEHL
MM HERHAER AT EL T ERAIER - ke o B A8 kY L
7 N R el SR AT R sh el V& ER » K T EIREMEVE » Bff o] DM st Ha
=R S R B S D BLEAt 2 B S {F: D HY S P ¥ 79 (Negative Average
Symmetric) B & B EACER > HATAT AR -



¥ ¥

\ |
Bl BaR)
e @
_1

ey

Ju

e
®©

t

[ pAe

(@) (b)
[ — ~ AR B A B S RO R E
(@)FIF k-NN S fi {5288 (F: D $ N BRI EE > et R BB BF S -
(D)RIEE— (AL D HY S B ST BE(E RS -

M pensity (D)= —=3—.  Z[KL(Dy || Dy )+ KL(Dyy 11 Dy )], 9)

‘DTop‘_l Dy &Drep

D,#D,,

e | Drop| B IR HE SO 2 (B8 - S5 P RS B A » SRR D

B e R S T LA B8 Dn 7R BT » IR AT AR i e S P T B (R A

HISCLE) » BRSO Do ISR (MBSO - FEZ SR A [ » ShErEEls
L (ERERE) - B R AR BRI SR EZPEA -

3.2~ EARITEE

ARG e {5 S4B > BF (Overlapped  Cluster) iy fifh i 2{¢ S 188 H B 47 Ay g #5EAH A S
(B D) LUK I 28 A A [R] R Bt AL it BB oy B R AT A By — (i =P BRHV
i NEIEAE RN > FUEEUARS A
L 58 SRRSO o W W (R B8 S R EIAR U - FE LS R B S PR B K
[ & ZE [ PR (Vector Space Model)3if: {5 I g 5240 EL /& (Cosine Similarity) & B2 HETH -
2. {HER A KA E (K-NN) A Ry B R B S D £ K {El S REATHIAHRR S
7 > MR (E R (B E BT G T —(E 0B - R g k+1 (E3 ) -
3. H{=DER B AR Do BV EET R BB T EER(EB( LR — B2k - o
BESLEGRSE 5 = (o BEATELE - B A EE By B EOR 3) » I H % IR e B sy Bk
HIEEEESEDER - PR ET SRR E S PR S -
BRI SR SRR S P A EETITIE[18] - TR RS HRT XSS
EERARE SRS EA - A Sm SOy B A 8 oy B RE S AR S e
(Dominate) L » 5 — (BB SR BB BHEBIR 2 IS - Fon B RE Y HAES
SR ECAt 88 S - PR AR Ry (UM S » ARG SR B R BB BRI S HIAE
FEE) LR E -



Vg ~ ZERE RS 2 7T

BB EE R ARG S R B B SR (= BE 7 3CF: » BlJ Drop) » BE—2 30
I _E—8R 2 D7 AR S R AR S 1% (B Dp) » 32 N ARGRZEMUSERLEH] - & T 48
RV AL & A BRI i 8 (Relevance Model, RM) ~ fi& BURE &5 8 (Simple Mixture
Model, SMM) LK = B &R (Tri-Mixture Model, TriMM) -

4.1 ~ Bl

R R AR e B8 S BB AR I —EmES: - RUEAST/E » (I
2 FyeBa]HIRE A (Relevance Class) Rs o fEAGw S H » FAMAY HAZE AR E— D Hi Al
(ERABERIFT RV ERR - #E IR E & e R FrsE 2 AVRE B A A s R - 24
if o BEFE LE—aEa S BRI R Ry EIEFEELURERNY » Ryt - FAMZE 8 4 A B o]
fif(Pseudo Relevant Feedback)sfc =54 Bl BEHH 1 o] SEAHRERY —LE S04 » GFEH S LS {4
AT LB R Rs o SEOAREMR > 12 B (F L IR & B AH B SO (& HE P X
{F)D1op={D1,D2, ..., DM}yTE 18 _F—EfifT /4R EERUT /A AR 2 AR i R A B AH R S Dp
PR Ry © 235 > EEfefians w BlEER] S 1Ei8 LeE HEAHR S (- [EIRF
W2 BifR > Al & e s BlsE i S e [12]

Prm (W, S) =X p, cp, PW, S | Dy )P(Dp ), (10)

E R DU RS SE E R R BEH R SRR - 5e gl sh B/ 1Ry - 3 BB I
Y ER et L H A S R SR K P (RIFTaR YRR ) - RIS 168 e HeAH B[] e A i A
YRR Ky -

2D, eD, [Twes P(W'| Dm )P(W | D )P(Dm)
2p e, [Twres PW''| Dy )P(Dpy)

F1I6% 2 P Relevance Model, RM) - AL (BB TE T B EEE BEAERSC
R, BT DL AR R S TR « ARV - POV S
FALARBRE i FUATRE R - o S et R OSBRI BB E RS M DR HR S
AT -

4.2 ~ TE RS HE

1 B R A T O R AR T s 1 A IRl [ B T P 15 1 Y e SR R S (i AH R Y
Heetem e ke S (SR AR BURE S5 Y Psmm(W(S) - SEBHRERNER - fEUR S
FRAU R R FREAHBE ST D #EAYEESE w IR 5 Y R sy R &5 AU (Two-Component
Mixture Model) - H— R EES1EA Pswm(W|S) - 55— Ry maf S A4 P(W|BG) - i
e AR (5 AE RIS (A A (B (Expectation Maximization, EM)/ERAZCE K (LEE
PBEAH B ST BT SO DU (Log-Likelihood) DUAEES TR A {1 » g SR AH RS PR ST R
DRy ERRAT R [32] -

Prm(W|S) = (11)

Llp, = b, cp, Zwev (W, Dp) (12)
-log[(1-a) - Fsmm (W[ S) +a - P(w|BG)],

Heha R PS8 FIAERIE ISR 2 R b fmdr S R S A e R S5

op

10



> ¢(W,Dm) Sy 5 W LR BAHRE L D HIREL > (1)WY R bR BB E AL
%JEE%}?JQ%%BZ

HHSEE AR
(0 _ a- PSSI) (w|S) , (13)
" a PO (W]S) + (1-a)-P(w|BG)

AL B

0
P (w|S) = ZomerC(W’ Dn) -7 " (14)
SMM ZW VZ c(w’ D)7,

Hep | SRS EEAMERTEE | MJJE i (] BB & PR AL O i ot B s
(Specificity)Hga &2 2 4 - BN G 522 A 15 5h = A A iR (Well- EXplalned)
AIg R B - BRI A 5 5 B A i (Discriminant) gE JHYEE A1 AL

2 EE AR R o AR e R S AT -

4.3 -~ =R &R

ST > A L E sl =R AR (Tri-Mixture. Model)[O]FHFSSRE A EMLES - —R&
AR a1 Ry e R LR AR BUR SRS I:E’ﬁ A s e BEAHRE S De AR 52
w s E Y =R SRR (Component Models) » Ei— Ry SC AR P(w|Dm) - H %=k
EEA Prim(WIS) - mef ey St s R AL F’(WIBG) —rRatEAR At AR RIS E
fie KA LI SRR A B KA R R BRSPS B0 (D1 P AE TR E g A ) » LR A BB S F:
B R E 24 1~ [9] -

I'LDP = szer ZWE C(W’ Dm)
\

-log[(1— A - #2) - Priiam (W[ S) + 4 - P(W| D) + g P(w| BG)],
Hoeb AR p R PHir 280 AR R IR S L R =R & *ﬁﬁ”jzﬁiﬁff}'i*”ﬁjz
FAF B » o(w,Dr) 38 W EREBERIR S Dn B2 > SR A( L5
S A A IR U R

(15)

HASE DS -
er,om _ (W, D) - (L= A= 1) Proinana (1)
A=A =20 Primam (W] S) + p- P(W|BG) + 4 - P(WIDm) (16)
lewp c(w,D;) A-P(w|Dyy)
L " @=2- ) Primm (W] S) + - I:’(W||3(3)+/1-P(W|Dm)
BB BR
[ r
£ (wls)= > wom
TriMM Z r
v DrmeDp w ' W,Dp , (17)
P(w|D )= Cwp,
L " z ewD

I =R SRR R AR AU - R B e - AR SRS B AR A FU(2IEE(5))
ATHE— DI RIRAR,

11



KL(D||S)= ¥ P(w|D)log P(w]|D) , (18)
weV 7-P(W|S)+@-y)Primm (W] S)

H0<y<1 > &y =0EMHH=EEHAH R ATE g -

BRI ~ RS HA N — R G E B e R s EAUE 2 EA[12][32][9] - B
FEREER Al DR » ([HIS—fRAVE - BRI - fERSHEAIE )
e AR 5 E[41[19] - (2 =R S B A R A SCE K5 | AR GEE) S M E T
B e

T~ BB el A
5.1~ EhEshk

A Ew S E By sE R E B S R # B 58 Bl (Mandarin Chinese Broadcast News Corpus,
MATBN) » & s I e & R ST AR i = BN SR BB G S F R B BT A
SORTEIEER » HER BN A R K — (B NP Y A W 9T R 2R TS R - FRAPITFh A R
2001 7 11 H % 2002 4 8 H#&3L 205 Al #haE - & oy pialll SR e (Ht 185 R DLECHI
a3 20 ABET RSy - HErHRVARE T AR AR —FrR » &80 205 AlgEE X HRIE
& Fy 1.5 /NEF » TN LU - U EIESHESEN AN SRS » HEHEEH
sk e [ B AR LI AVRE B it SR 2 Fyal ey S f4-(Spoken Document, SD) » (Al EEE= S
LB SRR E YRR R 2 HEE 0 55— 71 BT 205 AIlEE S SO RE N THEESHY
i BN H Pk st SR AV IEMES S EERt - FAFIRE 2 By 5L S0 (4 (Text Document,
TD) » BRI H = BT S sE 1) PR AR N TR et
SCAFBI S SR TERER S 28 « 5 FH EERREE B S RIS S A 2258 - FRqFTRT A
BIZeEE Pt s N SR A 2 28 - AMTRHE =aE S AR SREE R UM B
2001 1| 2002 Ay gt S B (Central News Agency, CNA) - i H LA SRI GBS 1
AU T BG4S0 Y B S A » TR MBS I B 3 S A R B RS SR Y IR AHRR
B A = 5580 » Agm s 2002 4 rp o imEf f YAy 88 Al RIS T e S0 SO
Ry T RAMRIE AR AR AT [4] - BRIREE) S HYREBEAERA U (= HE P ) R8Ny
20(H75k 2| Drop|=20) - &% A A [F] i e AH B SO B R AR BURy 3(JREN|De|=3) -

5.2~ sHETA

HEMMEREHE A LA RE - —REE AN ReHE - 55— REEE RS fra s
AN BT 28 FTE R TR ZE AL - ST AVEEE Ry 15 70 IREAEHILH &
ALAIEA B (RIE 35 e Fedr TR S EE B P EE L 8 S W e 5 - BT AR A A 1
RN Ak 288 L Ay ) 5 R 7 (] SR ) Y SRR (Recal l-Oriented Understudy for
Gisting Evaluation, ROUGE)[16] - H1j* E# A RatEIEEAER A7 > FrLLHAIZ BEH
TSR 2% B PR 1 [ R 2 g o SRR P A 50 R SR RS U7 2 ASEm SR F LAY
)73 - ROUGE J77A/Ea 15 B BN 245 R\ T2 2 MRy BB BEALT(Units) 8 H 5
S5 17 % (Reference Summary) & J& (B AL e AR EE)HIELHT - fETHYER Az m] DUZ N-ZiE
(N-gram) ~ @741 (Word Sequences) » 411 © fRAR[FIEE 41 Eaa] i (Word  Pairs) » HIRY
BT AR REALTEE W TR A gEA B UEFERNMEE I HEEN 2 AT
fig Y ST il o H B A5 BV o> BB =8 > ROUGE-1(Unigram » f§ 5§ /% R-1) -

12



T EREHGEE

Bl R
REIHHE 2001/11/07-2002/01/22 2002/01/23-2002/08/22
SAHE S 185 20
AR 129.4 141.2
S (E 8 326.0 290.3
IR A E S 20.0 23.3
N7 A e AP S
XA phaReR 28.8% 20.8%
(Character Error Rate, CER)
N[ LA RS At 37
XA s ERR 28.0% 29.4%
(Word Error Rate, WER)

ROUGE-2(Bigram> f§% & R-2)f1 ROUGE-L(Longest Common Subsequence % 5 R-L)
538 > ROUGE-1 Z5f{d B #ifE 2 AVl 2 & - ROUGE-2 Zafh B i imig ik
ROUGE-L Zi & IL[FEF & » ARG (A B EARIG T - Rt - EEREdE T 22D
ROUGE-2 738t fs T = Aw S Frae E VR ZE LB Ry 10% - HE 38 Ry S pr & sl s i 8
s AR B LR - R LA s R PTGV BT - fE PRI AR AR
o B F R Ay o Y B ] st AW R ELL P - Ry T IRFrsEnRE B e
M o LSRR BE st e PSR R R R 2

N~ BERRAER

ARG S B B A i A A S AU A Z S8 fr AU » R N R U T AR EE
5 > NEATEEE VA SR DIIRE B U T A R X BRIEEZIN » ARSI E s B S et
&g (5 FH B B B AU R B2 AR ELES - BISZRs [ 2% (SVM)[10] -

6.1 - AbEEE

B PMbbi e R H vl s m ha e (K L) B8 (a5 E B B = = U7 A 2 e -
S teaEayfEEE(Longest Sentence, LS) ~ B afEE(LEAD)[26] ~ o] &2 [EIFE I (Vector
Space Model, VSM)[8] ~ J&ii=E = 5747 (Latent Semantic Analysis, LSA)[8] - &z A= Gl
(Maximal Marginal Relevance, MMR)[2] L iz #8414 #7 & (Integer Linear Programming,
ILP)[22] - —f2KER » PR RAI I fEdl AR S B 1 T EN » R RIE S aEs
REBHITF% R ER R Rl m i A R4S R e R AR E 7L « BRI -
HEHMTTIEIR > U DARFT RIUDARY 7 Ak EERa T /E » (RIHE SR TR i 248 5B
)8 B B AFRMENEER  E AR DA E S 8 BERUFT 2 A58 AR I R S
{RAVIESE © By ReaB i 2 (LS) f B A 22 (LEAD) € 8 I AE — 80 7y BVA R RESRERY L
F £ R EMEETEUE A HEIRY: - 5590 > s EEA B S A RIEE 557 IR R
—{EF & - ME - SR (TR-IDF) RHECRET R — 4 AR EE - SR EisEs
[T e e M R #E FH BR o2 AR US EE ARG - & A sy B = i - RIECA e i R I S
HTEE o VEEEE B o I B AT (i & 22 T A (s T 5 2 — 20 3 o P =5 228 53 f# (Singular
Value Decomposition, SVD)zR £l T] RERY B eint =251 » (2 BEfE % &=/ EaE =Y E M
TS EERE A RERR I SR« B KB PR RE N TR e [ B 22 R Y —{[E A > 7E
MEEAHEFIE S & T TUARMEDUE R aE R o BB MR EE —(E 415 (Global)
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R EBEEERRETR

F-score
ROUGE-1 ROUGE-2 ROUGE-L

LS 0.225 0.098 0.183

LEAD 0.310 0.194 0.276

VSM 0.347 0.228 0.290

TD LSA 0.362 0.233 0.316
MMR 0.368 0.248 0.322

KL 0.411 0.298 0.361

ILP 0.442 0.337 0.401

LS 0.181 0.044 0.138

LEAD 0.255 0.117 0.221

VSM 0.342 0.189 0.287

SD LSA 0.345 0.201 0.301
MMR 0.366 0.215 0.315

KL 0.364 0.210 0.307

ILP 0.348 0.209 0.306

FABE 4 AR £ L(Constraint Optimization)fisB aJ BT /7 7[22] « 2 Ry sl 2 HB e
BRGEE - 5% 7£ TD 9B » KL BUERCREE LS -

LEAD + VSM ~ LSA - MMR 3EBS B3 /7 5447 EE 5 [ LS B LEAD (£ 5
IR SCREGERS L T DU AR B S MR B SRR TR LB B R e
PR« R T » KL R B M7 - IRIELEOR @ IR S st s
HUMIEARELE LS DUR LEAD S/ - KL B VSM S FL 3B HaaGaim) e 8
F KL 3R RS S R P A BRI (5 » BH7 R FeE A S (RHE e
R o BRI 5 A R A (IS (5 B » T ST R SRR -
MMR TERERRS 2556 T TURR &N FTLUMERCRAILL VSM Hef47et - LSA fE8eaE
2P B R B AR DU B - BRI & VSM 47 - B R
(SR % o FTLAE TD LRI LUS BRI AU EARE - %A1 - £ SD (%
Bieh o+ KL [FRER(ER LS « LEAD A% » {5 VSM %t FLRIR il KL 47— 8 -
KPR BB A R R VSM LR SERE SRR - [FLLE ILP th@ /e SD
S BRI EAEE SRR MMR SEIRATAMHEASE - AR ILP 2
SRE T HHARA B » BN RR -

T L EEE A P ANIRE fE S NEERAT R EIRTA A
T - RIERER 5 AR SRS SRR RE - REOELER TD 81 SD 2 HERATIR » T4
A DU 558 2 Pl s R B SRS R Ay B - Thes U504 > SD tE TD TR T
1.9%~8.8%Hy ROUGE-2 fiZ5(AE » HH L rIRIEE & Ml st R M S e R A B E R
B o By 7 IBGREE S PR SRR R > FERACHAMIE B S F S8 (Syllable) Fy B A A

s A DURCSREARL 5 SR i sAl [l (Word: Graph) ~ JR£ i (Confusion Network) 4
5 2O R AT RE b (5 R S DA et AU A5 © 5 w1 8RR (Prosodic Information)
B R F OGN BR A B D SRR R M RE R 2
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= WY SRS R IR AT =R (Top3))

F-score
ROUGE-1 ROUGE-2 ROUGE-L

KL 0.411 0.298 0.361

. RM 0.450 0.336 0.400
SMM 0.436 0.325 0.385

TriMM 0.457 0.350 0.404

KL 0.364 0.210 0.307

RM 0.374 0.226 0.321

- SMM 0.375 0.221 0.314
TriMM 0.379 0.228 0.325

6.2 ~ FLEERHHHHLL 2 Bk

I PRI TR Y > T BT — A TR A By T A L B A
SO o TR o R 101,268 )t RS sEAEER 20 B EHEREL
BBy T B SRR BRI SO M A S EL - R F e e B 2 B
AT = 7 (Top3) A (T B > (5 AR B B [A] = El 7 2 oh E1 3 ) AFT
> DRI R (AR DU R M T 3B A BRI - 2 S B R RO R A5
FESAEAEIHERY » S0 P 2 AR MR RSB T S » B8 E e B AT
AR B AL R S I AP SRR - S I
PR o S A AT A A B » ME & S B R A BB R 4B
5 (Empirical Setting) - BrEa%E B4 = Fr o 77 TD 82 SD 2 fSpic b » {5 G
BUR(RM)  fif B AU (SMM) B =5 & A TriMM) B e EL BEHET KL STBReT >
R =R AR (TAMM) R KL 78 TD /& SD /] ROUGE-2 455 [:7 5.2%8 1.8%
FIROE - 35 > RPIELERCR R BB A SR > & SR B (RM) B B &
PR (SMM)ETLL S » 72 = (T BXBR4E S A BB BIALE TD L 705 LAH R & U e
f7 > {BfE SD (IF4E ROUGE-1 g2 LLfliBEH 4R » 48 SD J ROUGE-2 i
ROUGE-L #08 E bE ill BLR A A A CRAT - BRSO il w BB Ay S 75
S BEAEIRE ST T I B B (SR 2 (LO) AR B o 17 i LR & A Sl
ST TR B SR R 3 B P R S0 e (R B LA S IR > % 25
FEEATHE - ik > R SHA(TIMM)ERHEE T i EUE S BEI(SMM) » 48505 2
PSR ATEE] » DRI AEI G I R i B A B 5 o (RIS R
BB BB HAIE TD AR » 7 ROUGE-2 S5 5AE7 1A%IIH: - 11
SD I » 17 ROUGE-2 455 - AR 0.206253% -

R B AR B » ST RS R R N BRI R 1 R A
RIS - SD bk TD BIFIFHE T 12.29) ROUGE-2 S - fEAAHIFd - HofF]
SRy ] DABAZCE 23 [ (Subword Indexing)ffy /5 24 A i Tr BRI LU 28 55 T Bk tsan

-
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DY ~ SR SR S ERUT AN B R AL 2 EERAE R

RM SMM TriMM
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

F-score

Top3 0.450 | 0.336 | 0.400 | 0.436 | 0.325 | 0.385 | 0.457 | 0.350 | 0.404
Gapped K | 0.451 | 0.338 | 0.401 | 0.433 | 0.317 | 0.385 | 0.454 | 0.343 | 0.406
Centroid | 0.449 | 0.334 | 0.402 | 0.439 | 0.331 | 0.389 | 0.456 | 0.353 | 0.407

Active-RDD | 0.460 | 0.341 | 0.408 | 0.449 | 0.342 | 0.400 | 0.463 | 0.355 | 0.414
Active-RDDN| 0.464 | 0.352 | 0.411 | 0.455 | 0.346 | 0.405 | 0.466 | 0.367 | 0.421
Overlapped | 0.470 | 0.354 | 0.416 | 0.460 | 0.341 | 0.410 | 0.471 | 0.362 | 0.422

TD

Top3 0.374 | 0.226 | 0.321 | 0.375 | 0.221 | 0.314 | 0.379 | 0.228 | 0.325
Gapped K | 0.374 | 0.228 | 0.322 | 0.371 | 0.218 | 0.313 | 0.376 | 0.225 | 0.315
Centroid | 0.374 | 0.227 | 0.314 | 0.377 | 0.227 | 0.320 | 0.380 | 0.233 | 0.328

Active-RDD | 0.379 | 0.228 | 0.332 | 0.378 | 0.229 | 0.321 | 0.388 | 0.242 | 0.335
Active-RDDN| 0.383 | 0.239 | 0.330 | 0.380 | 0.226 | 0.327 | 0.391 | 0.244 | 0.339
Overlapped | 0.386 | 0.239 | 0.334 | 0.382 | 0.236 | 0.332 | 0.396 | 0.250 | 0.345

SD

6.3 ~ AR B R S BRI B A B

ANV E B — R B R S (5 = HE7 50H) Drop 1 (|Dropl=20) FHARE # 722 HL
WL EERYE BEAERE SCF De (IDp|=3) » Tl ATHe M fE Hr sE0 5E H 7 A (B E B =-Rak
2% TUH & FEHHIRE (Active-RDDN) F1 25 42 73 #f (Overlapped)) B H At A 58 HY 7574 (BB =X
B e K 75 HY % (Gapped K) ~ Bf ofupy #88HY 7% (Centroid) DL K. E 8 2- B %% 7o E
(Active-RDD)) A ZAERABIEAI(RM ~ SMM K TriMM) 7 i ZAGRE LR - EERsS a3
VORI » BAELBRERA TS AY S E A A =/ (Top3) EE HEAH R SCAFRVEE SRAHE (28R =) » K
5y 37 3 R A B SRR RN S VAN L A E R Top3 MRS RIEE ARG > BT
Gapped K #5537 TD 1 SD H > i SMM £ TriMM &AL Top3 ZEAIHEEATHE
Fy Gapped K 2 —({EE AR E N ERHH R SR E - EAER T AL ZNERE
w] DATEEARY  BF 00 EEH A (Centroid) =B i 1] > £ TD Kz SD /> FA S FERHTHEAI(RM
SMM K TriMM) T » tb Top3 K Gapped K #F3ZE2R{G4F o Active-RDD [KI 1T 758 HY R # AH [E
R [EIRG S & T R IBA 4 (Relevance) ~ 2% 7T (Diversity) DLE # FE 1 (Density) - FIFA R [E]
HBEREERSN GRES - AHETY Top3 ~ Gapped K LKz Centroid » fiEz@(E TD =k, SD of » =]
DI E| ST 245 5 - Active-RDDN 1 %% & T JEAH B8 (Non-relevance) & &RV 1% it
T HERE R G EE A ISR A E - M%7 Active-RDD -~ Centroid ~ Gapped K
DLF; Top3 fEqmfE TD B¢ SD o - ZFERAEHERI(RM ~ SMM Kz TriMM) N & 152 LR
PR RAEE P S E IR R AR E — (8 A OV R - B lg Am L FTie i E
5y E¥(Overlapped)ZEHY 75 445w TD 2 SD o » PAEFERFHEA N(RM ~ SMM )z
TriMM) & B DUS- S B s B R Bl 1 e85y B FI R A B S R 45 B
SRS ] DU EN EARFR M0 SO DAF S T e A A A R B SR Bl 2 B (e )
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ROUGE-2
0.40

0.35
0.30
0.25 -
0.20
0.15
0.10
0.05
0.00

® KL

m[LP

m SMM-Overlap
B RM-Overlap

® TriMM-Overlap
mSVM

D | SD
Bl SVM EREC{ I B B A BT A 2 L

6.4 ~ EETEL SRR > PRy

b T & ATERE B I E T 7EN » RewmSOINE R R S R 1 E M (SVM) A S 22 2 5
R0 bbEr Y ¥ S A RRE KL DL K R B2 A8 4 B 258 B 5 04 A R (B A R Heh 52 7R op
(RM-Overlap ~ SMM-Overlap #{1 TriMM-Overlap) - {5 [m &% 2 IR 5 F RAYES B = ikes
BE A — TR HE R 2 SR SR 1 [10] o A AR AR
[ 185 & S T Fr m E AV [ SRR - M B R HyEE—aE ARl L 35 4EFF
#[13] - HEFEAEERF(Prosodic Features) ~ sE&45F(Lexical Features) ~ 45185 #
(Structural Features) L iz EE AR # (Model Features)SE &, » HAZ O BREEE & B2
& k¥ (Radial Basis Function) » Hrft SVM Y2855 e &5 TEEAE -

HEnss BANE F o —ITEHM - SVM B E i B IR E S AIAHEREY - £F TD
Fhg - (H ROUGE-2 fy 0.383) @ RIEATFIN T4 BB HNE B A 2 E# R A
TREDENREE AT TR 2 34k H &I R R B =k es 228 )74 % HIEE -
PRI E i SRR i I E R B S e B AR - HIS— eV [(EHESE S FEE S
BE S EEEUT A =R ATEALF1 (TriMM-Overlap) » % 2 il AE SD E A EREE A% es
BEETTEN SVM ZREVIF—1EE » [E—EEERS NREERT » R A e 2 &=
T AMEFRE T U s A Py BE—fE R EUE - BlRE H s s i & SRk ks 1) > T
TRIAERAMMEMH T 35 MEHEE - EREMH AN TR IEMEE TR A
G o AR Fy » PLEE S 2 SR R R] HE & FH A S 7 1R 4 2 i S Rl (58 = Pl sy 1
™ (Eﬁtgﬁiﬁlﬂ » B GRS AR SE SRR E 40% ) > RNBEEAY SR 4y Wi 2
B RE A o

-~ &EEm BRI A

s SCERE B AR ARG s T I 5 > HEMEEA =7H - F— AHliR
B R EE SRR LA Z 27T A AN I A R R R B S B B i 0 > ASEmSE OR
R BALIEE 5 R R R BE S PR B AR R B gk e B S B > FH LA SR (BB
AT S G - 5 Rm SCHEE D E B (A& — 5 8y IR AE B
(Non-relevance) & &R0 R SEAH BRSO BRI & - [Fll - SR(IIRERSNE AN E Ry
£¥(Overlapped Clustering) ;oA it B8 HU R 22 km BEAH R SCPF © S5 = > AGmCRER(E
=R ATER(Tri-Mixture Model) 2R & —aE4] - Wiy At SfsE RoRah 1) 2 5 5
{E AR SRR - — RV EBRGEREUR - Ao red 2 AR L TR A



AYFRE B A 75 A IR B RE IR - AR FMIRIWTER A = (E L ERY 51

Bt Asm PR R e R S (1AL
JiE AT n B R EEE S AN ZE M b D2 A S EERE R ZE RIS R » FAFTR
HE— 2D AT FE IR A 1] DAAE VRS el 2 P T AR AUy Y R SR A R S - ARG 4Py
SRR B B RIFTS AR A (E S P S B B S 1A IR ESE
PRSI BRI & SRR B (RN L SRRV EE SR AL fi% > M S RE R RS
EHITERTE R S & EAIE FE H A e B B AU 22 J77A(J0 CRF 2R
{HELge% (Deep Neural Network Learning, DNN)S)1 - 3lfi gl ELERE S S PRATEIA 2y
BEEF R EEE AR EE) - ISR AR RY Be S (£ 58 2 SO 22 IS HAr IR
I o

ESE)

ARSI FER SRR H VR L 2 A A S B A TR K 125 (1020 1A0800) B3 T e
R 8 wF 28 51 2 (MOST 103-2221-E-003-016-MY2, NSC 103-2911-1-003-301, NSC
101-2221-E-003-024-MY3 -+ NSC 101-2511-5-003-057-MY3 - NSC
101-2511-5-003-047-MY3 I NSC 102-2221-E-003-014- MY3) > £ &4 » B L -
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BAECHIF S AREEER ERE RN SRR L B —
{EFERHE DL BB T FEVEE S Arik s - S5 IE @R g N Ryaf i R FHYSOARI
o8 o o Al B RIYHERGS R NELABIHYSNEEE = SR E A —E BN &
ERESHVIBEPRRTTIE T - B T AR EN R M E TR G EE S
SEEEHEE - PRA T B IEAVERE « GRELAREREE =S - BAMIAIEERE
IR ABHEE R E EMO-DB $3%8 » WHEME S A HIsE#E - TSR
thEES  BEFESWERCE > I HERRBGE R ET AT > I—E/A
IR MR BRI - DARECR—ERYHERIRE - $RBU5E 1% Dl —(ERE R YRR B2y
BERHEHC SR I S R tgtin o Sigs » DU BR80T S BB -

WIS AT R, R
— ~ &5m

FEAF b EEE B EZIFFEZENAG » AMEEES ORI ERERE
BRI LR S HEF 2 A R (human-computer Interaction, HCI) » #15E 5L\ 516y
"SI R EHEAAREZ — AR #EEEE W AR FEFH
(Touchless) & 24 < i NBHRVASR AN A BB E SRS S T BABERNOR - B
FERE B A AMIFTERAVARE - RILA T IEEGERE RIS o 5 RUE R RIS 3 2 s &S
RHEE L BRER SRR R B TAZ R » (EaE B IR e B B R BB S &l -
FEARHYNE A A AR RS DR R B AR e - A — 2D AR A 5 5E
BAE By oy BT -
[LlEA/NEFRE T HREENRA > HEEE THRER - [ —E&EHA TR EN A
J&E Pl At B 5 B 17 IR A B P FH R B M » R PR LAY B P T A ER B 7 A B
1B EVEE F—(ERE R A7 - H P AEps L (BRI & SRR - DHEEE - BUAIRMEEF]
THREES - QI EEE BRI T RIS - &L T e RAYIEEEE
HHE - PRETEAR 280 = (Pitch) ~ 8= (Energy) ~ A4 (Fundamental Frequency, FO)
FINGER BIAEEL (%5 (Mel Frequency Cepstral Coefficients, MFCC)Z » & ImRIE SRS
A (Gaussian Mixture Model, GMM) ~ 7 [ & %(Support Vector Machine, SVM) -~ [&jik
= E A R fE A (Hidden Markov Model, HMM) F1AEtH 4% 48 4% (Artificial Neural Networks,
ANN) -
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WoEsE S H PR A B A B RS B E N E RS - BRI & BB Bt
FEHVEERAS SR - HATE FIRYABIE 4 SERHEL{#E55HY Berlin Database of Speech Emotion
(EMO-DB)[3] ~ FAU Aibo[4]f1 Vera-Am-Mittag(VAM)[5] - [613% B F W EE B ERIF - A
TN ER=ESIFEE HENS G ERINERER EE el g AR ELNNE
FrEsR » R ESE S BRI RS R B RE 0 R S — R0 (B MEsk s - EHSE
BEENE R s s > IfEEER) EMO-DB » BB B{FF S =58 A =MEs
BEFAESRE AR - 1T DA OR Sk B 020500 BB 4 R A = R SR 15 4858
o SRR AR ERE G VR ERE T - (B RER NEGENEN MOAE S =
B EA e BE R ENE A HEN S A B ENEEFRESES - 1 FAU
Aibo 1 VAM - FAU Aibo 7% #5480 |\Z 1Bl es NV G 8 - (F0] DLEBWERNZ T8
IRFEEINIBE4ERE] - T VAM HIE1ESEEETEET B thEiss f BL e h Pkis H 15 R Ry s e
HYE]F > AIHEUERAEE Rt H A2 B -

TEREE B A P F AR T ROV A W E o 5 RO S i 58 2 Hhalk B8
B RO A HE > NI P2 —(E AWKy EET 2R - ATl
INTERSPEECH 2009 Emotion Challenge[7]{# % T B 75 BHME )| gk & FORIEV Ry FAU
Aibo E&EEERLEE - 71 Al 5 F 825 (zero crossing rate, ZCR) ~ RE& ~ B ~ 2 H gL
(harmonics-to-noise, HNR)FIH B 1575 280 - K 7k FAU Aibo 7&K A RUE
15 72T 80%HYE R & BB A IR - 5 A SMOTE(Synthetic Minority Oversampling
Technology)[8] 7724 i &t/ D AR Rl B AL » 1% Ui Flll DA B el =0 % ] SR AU DL R 52
FE [ BB RS + LULAOR FAU Aibo fry—(EEF BRI - [9] 515 O (ES 4R
B ks Airplane Behaviour Corpus (ABC) - Audiovisual Interest Corpus (AVIC) - Danish
Emotional Speech (DES) - EMO-DB ~ eNTERFACE - Sensitive Artificial Listener (SAL) ~
SmartKom - Speech Under Simulated and Actual Stress (SUSAS) ~ 1 VAM ZEH& & » 15tk
seRHE S HIA R EIRSEE R - B85 8T - BRMETUSENSTRIREES -
HE oy RyWite » 55— Ry HE E— M S RO B R e U AT RAE AL S R S R ARy
&I es - ST R BUR S AR B ARG 45 H U o R R R B A B ) R B > 4
b DA {58 366 B 22 1% i < 55 () S AR I SR B GG - LIRS P Ry 2% 1B 4 e B PR A 2 A Y
BFHEE T RS -

HATE ROV AREE S PR EREN A LB AR LS s E M - S
BETHES 8% OF - ERFEENENR > EEE g8 HEYERERE -
A TRE—EREG ARG EESIHEEERE M ETHE T &8 KT EIIEEE
Bl B KB =B S HIE SRR - Fef157& EMO-DB 87 g8 - HfHERY &
AN AR VA= 4 SR AR VARSI VA== 2 B ) B NI = 8-St i AN o
% AR B[O FIHVEE B BB E » (R BB MR Ay A W -

DU R BERRam S YRS - S5 — 8 Roddiam - 58 —ENar 4B S ny R sE sE ke
EMO-DB - SE=Gisfs M B T8 n & BB E & - BB R BB ENEEE
B 0 i R IRAMIHVESE o
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=~ BAARRE

s BB RES2 B TR BN BB 154 iV EsEEE R EE Berlin Database of
Emotion Speech(EMO-DB) - EMO-DB H 10 {i7 fE5ERsEEE# Ak B Mk - 4828 v m g%
%4 48kHz 1% % Fy 16kHz - $3HIRIRTEIE & RIF R BEA S W ES BRI S = » IR
ENFEIIEEAZE - 5B H S UESEERNE 40 i FrE ik 2 Pk - LS
NG ARl e B R FRELA TR P EMRESER  EXRIRE
H 2R S T i s pk e o 5B 20 % S (L /E Ry sl o B RHEE LB A 7 1B 4 v il Ry rp i -
AR FE O B BRI SORSGET A A RA R A SIRNE Ry
H 8 A& YA B A A R S 4 5 QL (iR B ek E I ped B A R R A
BEBEREBET ARG ZE RN NS ML o srBEEEE EHHE —a 5 5 DI i
s > NIt EAsEE 2/0Usk 70 4] > BEREREZ /DS 700 4] - ik 2 ik ilay
800 4] » HpHE A TR — 2 =EARAE - BT HECREHRYME > 55 20 i DS
Mgtk T U — B A TR - I TRV E AL 1 & 100 FF4y 0
ER4E N (4 He R A 80%F1 H ZRE (Y 60%HY A1 » EiidEls AR 4EM A8 B b
A2 127 ) ~ JEHID 81 A ~ DREL(h 46 A) ~ FEH 69 4] ~ B 71 4] ~ L 62 FIRIHRE 79 )
3t 535 4] -

=~ aBB&EERE

Ry TR S IBEsE S PR E R - FUM71E T EMO-DB #yskst =B T HC
HYIE4EEERE » o3 A MR R CRE R E e R A DU AR 4] - AEEE = & 8% 8 700
A B=HIHEAIE A0 - RCEAR =R GBI REENE T UK - Tf1EEEE
B RN =G S - - R RERE-FARMNGEREES - HNEREARERE
o R TH SR RE I e 1 i Ry MR A VU e B e A R P MRS UM - S BRI
FyRUIKE S & A FS017B EhpE » s R e El (] ATH-AT9942 » § ¥4 -~ f Sound
Blaster X-Fi Surround 5.1 » B{iE By 16KHz » $% 5 15 5E-5 B2 v RFELY 20 047 A&y
&R TS > R BB —i5EES ID ~ S5 =555 ID > SEVUiSE4E 1D » BN T
51D » 41 HO3AW01 FHERI Ry x5E ~ 5 03 ~ 1H & R E RN 01 SUA « #3573 | =1d
i ek 5 LB MELAR 5 Air L MErE Rk - MHEIEVIRFIESRBSe e e 1 10 ir S
BN WS (B EAMH g P2 A B A AR « oM H Or B WS 60%LA_EAY )+
FVUF =T = P e BB ATRIERH 8 B — R R =B & A LR a8
FHIE A 2 B B A T HEREFEAE 60%LL L - A Ak Mr s skl B — E M54
HERIFE o FTAMISHE BRI E & R KEABUEMRAE - WHIRES S S E HaesE 458
A o
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&K GEEEGZFE 10 4L

A 1D &N
t01 IR REA R B
t02 i EA A —(E4y e
t03 AT T
t04 FT - EBEZH
t05 BEREE KR
t06 ETEFEUE - BRI
t07 WER S IR - ShEws 25
t08 SR—BERHAGIZ R PG I ek IE
t09 EPDKHE AR - R NEDALF21
t10 T EEEERESE - N rHeh A E R
R GEEHECK
XA D SR
101 |RAYFIEE R TH
102 |HEIHA —(E4E
103 | FdTE A B
104 |Gk EEEE AR
105 |BEEEE {2
106 |iEfSFEIUE - ARG R A Mok A bk
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K=~ FEREHEXE

SCA 1D

BN

t01

(7 =YD \)FLIL(7 U L)5ei=d%

t02

(A)HEE (K — ) EHRIFA (T —)

t03

B(7 — L)FEREHE

t04

(den)ia (5 — L)1a () —) B (7 BE

t05

LJHR(T R RIVER

t06

(H—YDEH(T—L)(h— &) > (T—)Edh
(—un(C7 — L) ) (% — &)

t07

BREEAIFR(T —) (M A HO(N)SE( — R) > Ef(7
ALK —=ADOND(K =D E

t08

(K =50 (7 A—NHE(L AN (AT T
2202

t09

(% =Y 07— LT XNEEE(D 1)
T (57 RNFARF(A )\ &I

t10

AR —) (7 —0EEE > (7 YOFH=(7 X)
(" B

KUY ~ GBS RN 5 R = A6 /8

B4k 3B Bin | BXRE | BERESEE
ER 58 73 62 193
JrEHn 66 55 59 180
FEAI 46 55 54 155
=iA 57 61 64 182
BHL 67 58 48 173
(I 57 56 52 165
e 87 64 62 213
Ky 438 422 401 1261
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g~ BT

4.1 BEREE

M ER T openEAR 0.1.0[10]81 Weka 3.6.9[11]WiE T B R S B AU
ARy HES - AR SRR EEER A 25 ZRPAYERAES (Hamming window) il H iz 3 4 F2
EFRARRS 10 B - (23| SR 4 M85 2 Al {6 FIRGE T 444 (Min-Max._normalization) 5 2
B s 0 2 1 AFNERR/ER() VB Vo Hil B IEREATELERLIRAVE - 1202
R A BRI RS o SR R EARATAZ Lk = (kernel - function) s B FE A/ IMBTEEL
;‘i(Sequential Minimal Optimization)#y 25 IE =% s (Polynomial Kernel) - Kernel g_[—t)‘%;%ﬁ—ﬁ
() p &5 1 )7L BRI ERE PPk —rsB & 1F Ao lEtEE = - i HAthsE
{E3Il%kEE 2 (Leave-One-Speaker-Out, LOSO) - ££3f8 10 ‘)’G}llﬁ%@ﬁ%{é%?ﬁ%ﬁﬁﬁt
THEE A B

= ®
Kx,y) =< x,y >P 2)
4.2 BREGRIE

AEm S B 2R E A ERINEESE > RAMERRS Y H KRS EERES
AP 28 (low-level descriptor, LLD) LK 3Z % (functional) o &5 2148 3 R dr AL (E S HE
Ry 56 HEAVEHEL PR T PR IS Lo B AR 0 Ky — () +—4HV R B & 0 56 (B
P& 280 39 )2 i a1 — P B BN R % L1551 6552 (EFFE 8 > bh(FE FEfM
HIE AR -

26



K7 56 G2

Feature Group |Feature in Group #of LLD
Raw signal |Zero-crossing-rate 1
Signal energy [Logarithm 1
Fundamental frequency FO in Hz via Cepstrum and
Pitch Autocorrelation (ACF). Exponentially smoothed FO 2
envelope.
\Voice Quality |Probability of voicing 1

Energy in bands 0-250 Hz, 0-650 Hz, 250-650 Hz, 1-4
kHz 25%, 50%, 75%, 90% roll-off point, centroid, flux,
Spectral and rel. pos. of spectrum max. and min. & 12 12
Mel-spectrum & Band 1-26 & 26 Cepstral & MFCC 0-12
& 13

Mel-spectrum [Band 1-26 26

Cepestral MFCC 0-12 13

A~ 39 [EZRR

Functionals, etc. # of fun.

Respective rel. position of max./min. value

Range (max.-min.)

Max. and min. value - arithmetic mean

Arithmetic mean, Quadratic mean

Number of non-zero values

Geometric, and quadratic mean of non-zero values

Mean of absolute values, Mean of non-zero abs. values

Quartiles and inter-quartile ranges

95% and 98% percentile

Std. deviation, variance, kurtosis, skewness

Centroid

PR INIOOININDNIERPINIDNFLDN

Zero-crossing rate

# of peaks, mean dist. btwn. peaks, arth. mean of peaks, arth. Mean
of peaks - overall arth. Mean

Linear regression coefficients and corresp. approximation error

a|lbd| b

Quadratic regression coefficients and corresp. approximation error
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BRENSEETE Ey delta regression @ {4817/ A Hidden Markov Model Tool Kit EZFHi1E
HE@) > HP W2

iy (Reqi—Xe—i)'i 3)

Ax, = :
t 23V 2

43 EEg

TRIER FLBLFR /A 6552 YR RURF ISR HC S [ BRI E BB, - GeB & K8 — 1
A = AR E R > HEERE S Y 10 {IsEE T LOSO HhR{k /7 51 FIEE 68.5% 53
50.7%/1%& 5K 5 58.5% MR - REZERILHIFIHEGE - G 5ENI% 58 = = HIEF
Pramas IR -

R ERITAE LA AN T TSR £ /D 60%RY B - (B AL E b
TEF LB E PR A K 60% o BLEBRGE R H kIR0 - CREEE T LIAR -
WA E =S E RSN - =S E SR EGR R R E © MiS L EaL
ol 0 R A F B AR B A S E AT - NI eSS RIS R E L e mHEss - =&
AA o Y HEECR(E 50% ¢ SofEskE e th B LA L (R G B s E REAR g A
DUEYARSL - BB vl RS LRV HEREE RA A D E o 0 BRI - (LSRR B O Y
R B - BB 17 2%AV TR > HENASEEEERET A EER
PR RIS R T RS AN - E5 BB SRR 52 - i A TR AP a] Ak
b A R AR AR 4E - (ERkkes EAVEOABUL L HIET - BT DUS B R A B AR
AR ©

KL EREEERE G

e |k | W | o | # | B0 | P | B | e
R 44 1 2 0 8 0 3 75.9
S| 0 59 0 0 0 4 3 89.4
M0 6 21 0 7 4 4 45.7
=iH 2 0 45 6 2 2 78.9
B L 7 0 4 6 40 1 9 59.7
IR 1 10 7 2 3 31 3 54.4
g 5 4 4 3 10 1 60 69.0
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&/~ BRI A

Vo9 '_‘ﬁ_"
o R 5 = I - VT3 == S I T = = S B N -4
wEa
ER 45 1 8 0 14 0 5 61.6
SHEH 0 43 0 0 7 5 78.2
LA 6 4 27 2 4 8 4 49.1
Egis 7 1 4 39 2 2 63.9
il 12 5 4 3 24 1 9 41.4
(20 0 16 8 3 1 25 3 44.6
Hrp: 16 13 6 6 10 2 11 17.2
T ~ BRAZEE TG EE.
I
s TN L ARG | MmO m | M | B | i | B | AERER
NE
ER 44 1 2 0 6 1 4 72.6
JEEHIN 0 59 0 0 0 6 1 86.7
IEEAI 6 4 21 0 2 3 5 50.0
=15 2 0 45 6 3 6 64.1
Lo 7 0 4 6 16 2 8 33.3
&y 1 10 7 2 1 15 2 28.8
Fp 5 4 4 3 5 0 39 62.9
T~ 4w

TER RSSO R T — B & SRR S AR H P LA A% AT - &
SR8 = R 2 R UTTIRG » RIS AR EMO-DB 3980 > JEL 8 T 45 - 18
W OB B L PRI SR M A SRR TS
BURTIACME » SORSEA] » SRR B S AR El— 30 » ERRIE T
THRRATIRER DU T RIS 60%fF 5 LA LU TR TR R — IR RIS -
i e SR T TR A B BIST 438 )~ A 422 R R 401 1) - BRI T
— (R B B AL RS R SR (T R U T B8 L 43 e SR
DISEIE13% 68.5% - £237 50.796F1% 5 4% 58.5%MIMHR « (8 1y = (3 2 M0 AL e habe -
BRI R BRI T 08 e £ A A MR B 5% - {E A T DU M
BESTRERTRIRAT A - A0 SR B R - 5 ORI
MBIV TR ARTEH R - S h A I A 4 1 -
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Mt 72~ ke 25 (Sparse Representation Classifier, SRC)& —flEE PN &=~
(Sparse Representation) Wi E 52 J57% © (Es2 G DL AN Bgieaik EAVEHZE | - g deon oy
HEs A IEE A ERSER DU e - A SRC fE2G R S EERIsE ) » 4
RECHTTZENHETTORAYEE# #71 (Speaker Identification) JTATHE AR HY o A5
R —EEANHI R RAY P 245 0 FRAF$2 H DU R F g {57 73 A7 (Probabilistic
Principle Component Analysis, PPCA)ZERE 24 [5] & (Supervector) » 37 A g € 7Y 5 = EH 2L
FHEUE AL  (E5EE ST E &4 (Gaussian Mixture Model, GMM) e (e =3 STy 4 & H]
DAt &R RIE %R - 3822 M EMbn 7 3 En58 - & @ (PR 22 5 (Low-Rank
Matrix Recovery) L Kz #% /B[4 (Kernel Dimension Reduction) ¥z 55 N 2 (Session) DA Kz 7/
78 (Channel) S B4 (E » (EF B IIEE R - B MM E R e T - IRIBE
EptE SRR Nmm 2BV ict - SFHAVEE  HIREREE —ERREAVIRT o BhA
B i-vector EEE A Z&AHEL - FRHIHY 24 I A S AR R -

B - ARETRon  sEEw - X ERETROR ~ BRI E

— ~ [T

LUEVIR BUE RSt BT RER T ERIRES - & A - B2 N
& - RPN EAIRES  JHRAN: - ERE/D - g AR ENMEEER > SEEH
Bl — BT AR BN T R - sE s H FeE & s 2 R A U BE R By > RELE
FITFE T 1 57 Rl B R A DA s sy BUE BUA R o7 > Horh Uy BUSE RURRIR e % -
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BEM R RE - EEEEEARET - S K5 R ERE A B AT R RE
WOESYIIE o B AisER s R A AL [1][2]H1 52 45 (71 2 % (Support Vector Machine,
SVM)[BI2&CHAY U724 » RS8O » @R —BEE S VIR REE S 1E - SHER
PEEE B RIS N By S B (e S8 M RV A 9 /(B S 4 80 (Mel-scale  Frequency
Cepstral Coefficients, MFCC)[5] -~ &\ %1 4% M 78 Ml {4 % (Perceptual Linear
Prediction Coefficients, PLPC)[6])Z -

> GMM a4k 5 &2 (GMM-Supervector) [7- 101/ ¥ 5 752 —T#4E & GMM AR
RELR SVM 73T A B REHVEE & s ERDE - GMM 84k A &2 — MRk HiE MY A &
ook o AR A (Universal Background Model, UBM)&X ity A S5 2 18 1 By
GMM B AL oo &S Hirpl (7 (Components)  HYRASE (B #¢ SR AE—#E T i —(EEE 4 )
& o ILREF R AR EREESENEERE - 5% > B SVMERSETTA
REZEFIPREEFHIEN o AAMEEE SR RM G R A T EMESAE - SR
F o NS ERREERENTE B ARSI RS - BB
(Nuisance Attribute Projection, NAP)&—f&G A& wE TR 5 =U[7][11] > #FEHEEt—
&S LRI T - BlEERTHREIN 7L - EATIR SR G H it -
1 NAP 7 g eE A T a R 251 (Joint Factor Analysis , JFA)[12][13] - i-vector[14-16]%
et AR IE AR RIHY = 2 - BB ERE S S B - B — e sE 2 N AHRBHAY & SR
bi > BRI HEBR R REE R IR -

ATFACE AR R E SR (BTL0ERSE ~ B - A= n] DU bRy T2 - FF
AAEENSRER AV EL 7T » oA ISR ER T S i B R 22 R [RIHYE FI8 - I B RS H AR R
% » g 2WME o 1[24] - TR R TR SIS » SRC {E[25][26] 42 » SRC
&1 Nonparametric 225 777% » R FRISUERHEFRZINHER » DU E#ESE
FIl SR E R SR B RHE T 0 AVENE - EipdEREURIE NPk ER - » SRC &
Z bt KNN (K-Nearest Neighbors)[27]L4 Kz Nearest Subspace(NS)[28][29] 5 4+-Hy %2 -
AT/ VEEASTEF SRC FEH A EE & Biag[16-1910VRTRE | - 240 It 5 m eI 5840/
TAMGEESHIPEES - 1A 3 2 R E AT AIPRET -

KSR — BN M ET R HVEE R 30 28t - SCEAVERHE: 7 AR 75
B—Ebr R A RS BEHL - ML PPCA Ei#EEE4R 712 (PPCA 4k A £)
i GMM g4k A& [20][31] » i H AT & itz e (Bartlett Test)iy )7 FUaHE R {EH Y EE
HY » 25 = Eh oy Al 2 e A o R R B BUE TR R 7y S < B TUER i e Fse
HY WA e 528 SR AR (E U 0% 0 ROk JE P 2 I DL R AZ AL R B 2R R 70 5 &3 (Kernel  Sparse
Representation Classifier, KSRC) - 71 35 BBy - Brfe 2B HAESER
HEME o et rss N Eh oy A2 4l -

=~ SR

FEAGR ST - PR R 5oy i it af & [20][33] - i Ade i Ry
Ta 7€ (Bartlett Test) Ep o AU(EEY - 47 L - B B2 HSINRMFEEIRMA - S
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ARG SIS - AT S AE DIMRSR o AE R AP s B i AR R - (1SRG
HFA ST R AR PPCA JEAIEAY » FEE S Latent Factor RSB » o2 LT HE SR
7158 FEF PPCA &k A1 & [20][21][33] > H o » Tk » FefM5 AL EFreiE (Bartlett
Test)[22][23]AUfE& - LRGSR - HEREF AV EUE - 1 B ATsE# sl - - i-vector
BRI ISR — o FE b 1SR L ARG SO - R IR A ya ek () S S Ry 2=
[ > £ i-vector SEANFIR HEEE FOAmERTEER - NEE > AR PPCA L A B AR
BeSR Lz b AR B RITIHY i-vector (EHEHSAETETT -

2.1 BRI E o 3 Z INZR i Y

By GMM Bl m & - A5 BRI HBR SRS EE SRR TTERE21](31] -
PRI e P P AR 22 AR » AE[21][BL]HHELpkd AT (Factor Analysis)ER 34
T3t (PCA)INRARYE - BIZRRUD A ATHIBER S -

X=WZz+p+g 1)

Hep x (ARESGENVER - z (AREEEE - X Latent Factor » [a]f8 £ R o ATHYEEE
o Ht ERY VBRI

X=p+ Vz (2)

TR TR ST R B R X 5 PCA I — (s 2 0 > Sif7 28 A MR i 2

Q)T X 2 KxLFEIEER > W B K x J fyiSRsEE » Hf1J <K > ffj Latent
Factor z g% B — =0 A N(O,1) - 135 e~N(0,0°1) - HRIB LI EAVEER AT LIAE R IR E
T x BEEEE (Model) N (o’ I+WW ) > Fi{E PPCA 57U o 5 B o iy aobiig - 75
SHEHR & 25 4H PPCA BB » 41 T

p(X):ZWC p(Xc) ®3)
p(Xc)=N(u,.0,° I+W,W,") 4)

Hrp M 2SI EE > 20 DERE TR S A TE - —RRRERI LS E ST
AU - SRV E AR BN DL PPCA FRATHUAT -

AL FMmEHH W, fo 2K#ER Latent Factor » 5752 I A & KR &
(Maximum Likelihood Estimation, MLE) » [R & 48K x BY45746 » AL EE R MLE 153
MW, F o, AT #EM#EH Latent Factor z,

2, =(W, W, +5,°1)*"W," (x—p,) (5)

EFGAER X A SRS, - Gl PPCASREAIFAL - I BB\ (0) IR S 2B 1
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FHE TR Latent Factor - & BT A I BENME T PPCA 1% - HIlJF 460, MFCC Ry RtHE
1y UBM .0 EER%E » 2R DL Latent Factor A28 N REERTHT UBM !

p(c)=> W,N(p, X, )=> W,N@OI-0,’A,™) (6)
c=1 c=1
Hef p, =E{W, W,+0, 1) "W, (x-p,)}=0 7)

EZ,C :E{ZCZCT }_u Z,Cl‘l'Z,CT
=(W," W+ 1) "W, E{(x—p, ) (x—p. )" IW, (W," W, +5.°1) (8)

:Ac—l(AC_GCZI)TIZAC (AC_O_CZI)UZ AC—T —l-o 2A -1

c c

22 EERRE

£ (BN EEEIRY PPCA ot > H—(EEEE TR ZS oAy AwlE EEh{EBE Bk
2o WM SR E A ZAREE - HBENFE R BHEE - NI > EREER
Hot A =k = =4, SEBEEH n-1 EATFREIFIMEE k - MR FTRAFEUERY R
/N R oAt > RIS SR Rriee [22] (23] A] AR ER AR (LS A A - 40 5 -

T= g=k+1 — (9)

EBUAER m SRR - IRET R — (8 X2 404 B RO I

T ~(m-(2n-11)/6) (n—k)log A — anlogqu (10)

g=k+1

Horh 2 2% n-k (EEHERIE AR - ERE e > BT > Xoan i - QIEAER H, - 12
L q B APk R T B 8% > Hob o By X P AYBEE K -
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2.3 i-vector

BRI JPA Rk ERIIEA o Dehak et al. $&HEy—(EHrHI 3774
i-vector [14-16] » A& JFA jREsH#NIAEE 776 - i-vector {2 —(EEAGEESRE2EM] > g
HLIFA syl o e & T RE PSR TREE AV EER > FTLARE JFA Froy FERSEERHI Y -
B OB AR R MR A R R G e T AV R TR
M AT

p=m+Tw (11)

m J& UBM fE&k[AE > B2 JFA ERIYAHE © T {URAVERTA S R IERYIER | i-vector
REA R RRE R TR w -

Btk - USSR - BRI S =855 0 F— | Universal
Background Data 1= :5/l[4% 1 UBM > 17548 PPCA & UBM #Eiitapi LA Latent Factor £y2:
B UBM » 55 1 AGB T A S %1% » #EIUEL Latent Factor » 535 + #J37(y UBM
SHEEE PPCA AR A& - fxi% > TR PPCA AR A] & S35 1ol SR 4k 8 FLah e - 0Ky
i A\ SEE AL i-vector -

=~ RN o Es

BAIM IR R B R AR - RERT RSB &R RE | > AT i-vector {F Rty
B2 DIEEEERNRER BTN - Baxa C (EF FEFEERHREIIsRER -
— RN By i-vector  FR{PIFE SRR —(HESIERIHY(Global)F 4 De R™?, > {E3%
TR R SRy - A

D=[D, D,.....D.] (12)

Hrp DyFoRe § BRI 81 >l j /Y i-vector EREEIMIAL - (EYD - P AARSEHENE >
Q EdllSERHER - ENFE R y BA7 81 D ERAVIFI T - FfM7m Z R AR B R E
X=[X X, ... %] - (FEASR B E RS 2 BIRVER AR N - B x BT E MBI RE
EUN NS

minfy - DX’ + 2], 13)

PR FRET (3 x & > DAL - i k BRI Y Dy R (R B x 2R y - I8 y 5T
7= o EeR NarEE U RPTE A

j" =arg mjin”y -D X, Hi (14)
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VY ~ gt B s SR LA R

FELL i-vector B2 EUNZERET > i-vector FY45EE SLAR R R sl SR & RHE A [EIFral
BRI > AL > A E RGBSR - EERMTEEN - FiF Aok #
7 REREEN I RV S (R I - DMERYBTZEER & A Linear Discriminant Analysis(LDA)
Jz Within-Class Covariance Normalization (WCCN) A& $% 5 i E Y8 5 [33] » FZZHI{5H
EATSFE B A ERGRRET » RS RIERE R R AL - BRI ARV S R/ MERYZE /-]
R » SS/NREENAAVE R T DI LDA AYREHERRE - KA EREEE RS
BB R NG - DHFREREE NS B R IE R -

AEAHRHIES i-vector “FHLAYERIE SR E L - BFE DUERRIEME 5 DL S bimf R
oAz (Kernel SRC) Sy RIS EE A S bk i il i 55 AR S - 0 = B e -

4.1 (BRI PR 28 i e L B R S S

RFRFE PR [ [34]Fe ft— T aNase Ry 5 =0 NS o] DA AR AR pl— (R (Low
Rank)#EfH A K ffitsiz=(Sparse Error) E (YR > AT -

D=A+E (15)
TE ABLE B RAIVIEN T » B S5E A se A/ DI rank 22 R FEERSR 06 H E 577 &

Sparse FYFFIE > INIEFEEREC L AR E ¢

I‘HIQ rank(A) + 7|E|, (16)

AETT o EEH R — (YR LAY > 3 A Augmented Lagrange Multiplier (ALM)Kfi# -
KRR R - PR 5B & AR A Y - B 43 BB R AR b [ o i > 155/ E
TR A& 7 B R N B B RR AR R A BRI 7 8 » 3= st ch (3 o 1 R 18 R T

4.2 AR T Es

FEHfz b7 (Kernel Trick) » Mgt dfigs il E— 0 IRGRMEAL - TERZALMEE
A [32] - Ty A ZE IRV ERHAGE I RS MEIZ A Bl (Kernel Mapping)f& i 2 a2 8
ZEfi] > SRR A E B A ZE DA S RERHE S 4E 2 R a] By - B P
el 7% Tl 2B E R Mgl = (8 (Sparse Combination Coefficients)zf¢i
TR EN(E

B Mo~ B R D04 - EFRT R EE = s R b > FIJA i-vector /FRyfs
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#H2%  DIEIEEEN R EFoREE R - BEA o ARSI ISER  §—
FISRE R (& i-vector » TRTREZEEE— P57 (Global) 4 D » /EAZRFTH
SEEAF I fay, i}y H acR®, y ef12..¢ MR ack”.
2 0 R k() HIFELRMEMLS - wlR A 22 Input Space y HYERHER FlS4E2E
F'Eﬁ F:
d:aey—>u(a)eF a7
Biffi o~ e HE - SEZEERAEE R RS Rl SRE RIS A &

®()=in D@;) = PaX
i=1 (18)

Heft @, =[0(a,), 0(@,),.. T(ag)] * A X=[X1, %, & , Xgl" =

REEMZo RIS > M AR E X ATEUE MU bR

K =argmin|x|, subject to[T(a)-®,X|, <& (19)

ALz RS R AR BB S R SRR B - 2T (1R E 5k
Bt o I R AR 2 B M T R (RAE SV ENE - & P RoRf&SIHEM (Projection
Matrix) - HI[(19) ATk =X -

K =arg min|x], subject to [P G(a)-PT@ AXH <& (20)

EA e/ NEE 78 3R (Reconstruction Residual) A48 71 HI Fs i EAR IR #8120 48 23 0 40 484
e

E=argmin(a) =[P 0(a) - P"®,5(x)| (21)

Hpo(x;) KA | (EEENIEBMR 28 -
Kernel SRC(KSRC)E[I45& Kernel LDA Kz SRC WaflE 7574 » B R 4EFH 217 = Kernel
SR B mAE% 0 T LDA R4 - fEeRInSORVEEE] - i-vector 774E Channel [y 52

PRIt - Fef5 % Kernel LDA fHfE - 7 S8k 87 =04 [F] 2 42 09 HEREF B & Ak
Between-Class 8 5 K, /M b Within-Class 88 515 2 ##H{E -

7.~ BipssR

LA NIST2005 [30] fit B &t » NIST R gt Bt B ERE » 3F%E
SESL ~ Bla FLER e DAL Fea A S AE VAT » 1 2005 FE38 RV E R R DL B ehaE o
B AT FEIRFULSE— il Bh 2R v RIS - (B b E T Ak 5 SRR > WETE
PUREZRSNE S - Fi(MIPkEEE A Male 8con-1con Hy Condition fi{ R HIEEHEE - HoAr 8con
Fyalls&it - i Leon ZHEVER)

J%T%ﬁ"“EﬂﬂﬁmnﬁﬁEL—*Efc%%%%%/%% KMERS—E T EhEEERTT
BB S TR R4 — b 8 BiE a7 PR & TR (EE V=R iR
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FHAS AT i-vector | o #EHHEEERT SR Frfn e IR E =Y T il ZE UG =R H BT EEs
FitmE B - EERMAVEEF » R —FR - BEEE SRy Y T ahE 85 27
2R E 5 5 76.91% - RiEfE=E T el {E SR D PR K - minAEE R e
e DE R EN a = 0.05 < ZE ST D FE4ERVE H A& E - ARvie s
] 77.01% - {EB FARATEERT » FIE LUS(EHESR By 77.01%H 245 1F By iR E e Bt
HeAE (Baseline) - eI AR HIVSCE T AR S HR

(F2—) NIE) T ol S A 0 B R b e R iR L -

Wbz PR

3O[E = il 76.60%

27 {[E] = il 76.91%

PPCA-SV 24 = il + i-vector + SRC | 76.40%
2118 = il 76.20%

181 I iy 75.99%

1541 I iy 72.23%

PPCA-SV + Bartlett Test + i-vector + SRC 77.01%

FELL T E S - FIELEL T DURE A [F) 55 2 3 5 24 - Baseline i {fI{5£ A H A1
state-of-the-art #3577 » i-vector based cosine distance » E[11L i-vector B8 F » iy A
R Class iy 8 2 i-vector AR Y - PREENTRE ARYEEE A > Fom
MRS Ry A > iBHE A2 BRI LDA B WCCN $5535 1@ a5 Sl o Hak —(F
EXSTANIVER- N TN NESSTRP SN A W i e ae A (e el = - a  ESSTHD P S 828
FPMERRIEE R > 3R 245 - BEREIE AR R - BB (AR s [ 7 R e i
EA B HEER 80.57% » th Baseline DARQ A S SAHEIY 4777 51126 T 13.63% AR
3.56%H P - LG B ERAHENY S &AHEL - Kernel LDA ZEF(SE BMAHEAVECR - 1
T B EE RN - BESEREETT T 2.24% -

(F) AIEIEEEFR A8 PR -

b TS
GMM-SV + i-vector + LDA + WCCN + CD (Baseline) 66.94%
PPCA-SV + Bartlett Test + i-vector + SRC 77.01%
PPCA-SV + Bartlett Test + i-vector + Kernel SRC 79.25%

PPCA-SV + Bartlett Test + i-vector + SRC (Low-Rank 80.57%
Matrix Recovery Based Dictionary)
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NN A
N \%DEIH:H

BRI - B BT S R R R R R A 4 AT L
PPCA-Supervector %2 » il A BB 1 B2 1] » 35 4811517 Component Hs
HEHEE - (EAEERT Component (U4ERERTLISHERORINRIE » SRz M AR -
2 [ BTN 5 Supervector YA 4 BLZERA | > Bl i-vector fE A MRS -
FEFHATEERE b > Bt DU RAERIB S Kemel SRC ME(TE B0 » LM
PRI DA R B B B - (e BTBRAE SUBC - PPCA-Supervector £ ES B b
AL GMM-Supervector ¥FYRCR: » TR A B e - SURENHRE - Bl
GEREI i-vector USRI ZSEAHEL - BECRIZF T 10.07% » BE41 - FRIN AT BRI 7
Ht o IEREAEBIF LR, Kernel SRC 431l o LLFHRFF S48 % 3.56% LU 2.24% -
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T

TR B S SRR o PR s K, - (IR R T B A LAE
F A% FL i (Audio Interface) $ 8 IR $E AT R i, (Hi2— HEEEL T 2§ (Multi-Track
Recording) ik & k& 2R = (Mixing) & » Bl ZHE S 2 R & E —(EEh -
SRR ZENEEFF 2 B R R B O B R M B R T B A 13 JE R A LR M TR
—ERVEES > BT AR T BB H0E H .47 (Automatic Multi-track Mixing System) >
A FEHEEAEEN B R YEDE S S B - EEEENERE S (Basic
mix-down) 2K & B F IR & B A\ L AE R H A SE YR A (Mix-down) PSR & S EES
N5 TG eFE R OR S IR AT & E RS 280 B AE2BUETR
H B (Model)HYZE 1T « £ 2822 (Parameter Learning) J7 i AN EH#IHVE B 282 A K
578 (%:19(Dependency) » FAFTER A T i f(cd& (55 (Kernel Dependency Estimation)[1]i) 2%
B2 (Parameter Learning) J7 =R A HIAE B S8 -

Abstract

Due to the revolution of digital music, people can create recordings in a home studio
with cheaper gear. However multi-track recordings need to be mixed to combine them into
one or more channels. The question is that mixing requires background knowledge in sound
engineering and psychoacoustics. It is difficult to get good mixdown for non-specialist in
sound engineer. In this paper, we use supervised learning method for automatically mixing
multi-track recording into coherent and well-balanced piece. Due to lack of mixing
parameters, first we estimate the weight of mixing parameters by using the relation between
raw multi-track and mixdown. Given the mixing parameters for any music genre, we use
kernel decency estimation method to create our mixing model. The experiment show KDE is
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able to make a more satisfactory estimation than treating each parameter independently.
BRS¢ AREET - FEEERER - B BT

Keywords: Kernel Dependency Estimation, Music IR, Music Production, Mixing.
T

1E & 2EHTEE(Music Production) K27y Fs —(EF&ES - BI{F4R Hh (Pre-Production)
B E %34 (Production) ~ 7&%4(Post-Production) » H.A1{&%8d 3 73 Fy)f & (Mixing) 5z Rpr 14 4
(Mastering) /i &0 77, TR EEE SERU0F EREIRE EEAERE, B E 20 TIE 2 em]
PEEUTHIZHL(Multi-Track)HYEE & - WA ~ Fth ~ B LB wUR &= R —E 58 %
iifl(stereo channel) =k B2 2/ (Mono Channel) = -

IR EA S EAVET R - SRS e Ok, & - (FEIRREEHEE A ThaE
FIH $% 5 5L (Audio Interface) B H R FEAV R A, (H2— H kB 1 2@ (Multi-Track
Recording) i & [ b FE & (Mixing) Y i - B FE St iV B R S 12 [F — (B, ]
B AL EIRT 205 8 RO B2 L B A A R R Sl B, - FE R A B R 1 AT Y i e —
TERVERRS - JRHIRAVAS R IR BRI A EIHE - BE A ILE - B8%E
KK~ ZERIECR 5 ~ B plE M, i RS IEHE A L eEE s - B9
AmMARTRE > RENESEEEAR EIVE S ERS(Mixing Style) » 2 FE AN T —#%
FFEEANTEEHEEAVEY - Fr s B RE RS (2 AR Y B IE - #2
AR SR AR S A R B SR R -

1.1 JEE(Mixing)

EEAT S SR HEIFE EEAERE - AREVEE RN EEHEAN
[EIFVIERE - SRSV S B YR » AR E Al LIRS ~ BORERE - 271
BEGHVE R - AR EHVEIE T - JEEET(Mixing Engineer) & (I 252 B/ 2E s I HIFHAR
(Frequency) -~ ZEfE(loudness) ~ o ~ 55 E iz (Panoramic Position) -~ ZEf]EEE ST
ZANLLGHEEC - LB B (track)/ 2 a3 A (AL » SREHEE BE R R AT — R —FERE Ix
FrEm  (REER > e EEES T4 - FEhE -

TERRAE S AT » JRE A g el F/R S #iE(Mixing Design) - &% & Y & 4 (Sound
Image) » e B E SRR S Ay e A AR B M - WP E 1 B—E BT EEES
MRERER - Fof 0T LA IRAE IS E P A (Vocal) 3 HE S BV IEF -] » i (Guitar)
STRVEE B A, BEJTHE E & (Lead Guitan)if Kt NS - JREEHYEET £
s C 2 L 2 (Volume) ~ (b (Equalization) ~ (7 (Pan) s ZE R F MR & &%
BARS SENNFIRE - SR(ELEasmh A K -
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~ The Stereo Image

The Stereo Image and the Main Tools You'll Use To Manipulate
‘The Apparent Position Of Sounds In The Stereo Image

1REGRER © AN (Vocal) & & 5 AR -
The Art of Mixing — David Gibson

1.2 WHZEEN#%(Motivation)

£ H Bl & (Automatic Mixing) bt Feeh » R0 E A FHREEZ R HRR R (55T LU 7
AR EHIZE > Frif RS REARS F—Eah 30 PR B &i&ATEF K
AR E AL G AR IR EE 30 MY B - (BRE S BIR LRGN AEEAYAFEIMA A
HRE Y BIA0AE £ (Verse) EEIER (Chorus) HE & T A& e~ — 1Y > 1R EHAE
FIa e, Ryt sPOen Bl y > BCSEER & RIS % > S B8O LIEBIg AR A F -

FERE et e BOR TR TR B R SR T S (B
HEANEEMIGHRTAFE - RS ER AR S g S A RS Gl At
Bign- fE g S ag Tt ] DUZZE R By £ A A2 T L AR NS E S
FT LIS R 30 #0 7 BT iR AU A A o Sl e D e R e A P S P SR SR
f£ Jeffrey Scott et al.[2]#vaf M A £2E] - JEE HEE(E R (Case By Case) - Je EHliAk
ARG RIS ZTHRE - TR EMA S FEREET O BEEEEZEIRE
TEY > ARBAEAANERIRLS - ArPACEEEEAET T — (A (General Rule) ¢ TR
=

—(EREEREEEE - i (Equalization) ~ ZE25HE( (Panning) £ X ([E2H » K% #
HIbTFE AN E LY A TR S AR B 28 AR - SR EE R (X 2T
FHEERER - HERE EEUEERE S 2 B0E AR (46 (Dependency) - B HERH
—HHIEE BB A IS E MR BEREETNEESAGRERRN - HEH
BRI LRI HARRIAES » Fe R BB e e O ELARHERH (% © AT AE S BTN B 774788
BRI AT R AGE AV -

FHEAE =8 - ATEamSCoR A [F R = S8R A RIS ES - AR RIACHE (5T (Kernel
Dependency Estimation)[1]#7 5 /AL i (& HIARY 5 Je M & e 7 s & Jede Bt —
EERZARHT VAN, > PIAIHEEIRE ~ #BEL ~ IRV R RS S - B R GRS
% B SR ORIE A TR R S 2 B Bl e R = - (B 2)
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Initialization

MultiTrack . Genre Track type ‘ Music Section
Recording ‘ L Chossing Labeling ‘ Labeling
human
roagram
QOur System prog

< 3 <
=l Mixdown
Volume

2 ZMfERRESE
K LR > B E R g el B BE S HHERT - £ == lg M aAR
s SCHIBTFE A R TR FHRVE RS - SBIURE R E R TSR MR SRR A HEI X
§#(Cross validation) ZEH(L BRI IEREME DU MFEIERVIIH] - SR B Rdilam AR AR K L
fE -

-~ HEEE

I MHR S SBIENEL 2 F - P HASGERUS— AR & 2 B Rl 6k
B MRS SEUEEIE DEELEUSHY > RS EIE AV AR - A EEVESA
IR A AERECE ~ BB RAE » SR EE 28 E M ENEEIFERE - B
SRR EE R DGt SHECek [ FrLIMEZWIE H (Multitrack Mixing)#FHEE B¢
FOREMHYBTFE & E R At RS 280 ffE - F 2 (Volume) ~ 5% (Frequency) ~ BIfE
(Dynamic)&=s - S5—ER{nHIbTFed EAE AR R H 2 BAEA -

2.1. JBREEAITLE (Basic Factor of Mixing)

fERE SRR P H B PEEMHRERNYE - JRFRI(Mixing Engineer) & 5 &5
PER 2 HE E(E 1) AESPEEERTEELES - BIEAESTAEZT R
(Image)iy R RNEF?; & H b —E#Hy = 8 M S i@ ER R 2T, » B E R e sl
2B B A

EF GBS - JEFEI(Mixing Engineer) & i £|%({L&5(Equalizer, EQ)FYT.A
AREEHEHEZ P HIPR S TER % - BTN 3R & Ay & R H A A Es AHEE AT R
AR > LE R RARAGE B BfFI o] DU F b B S ey s A Er o ieEisi(cut) -
R TR T ERE T R EEABEE Y — -

S RS R ok B R 5 AR I B ORI Y R T B 2 A JE R 55(Sound. Field) -
AT — M B (A R ER BT R AS b2 U 78 Ry - (stereo) B AE IR ¥ 1] LAMERR RS
EIEIIPEAYERRL - A2 R R R AR R S R e S SRS R (L - B
s el ysr e R awasts 3= st LN vy S SE TP S U S e D=L N |
MR B RV E i - EE(F ERIE o iR A EEE R - H ()
¢
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Left_output = cos(p)*input

Right_output = sin(p)*input (D
Horp p Ryfmifeh SLEEHY A - Left_output, Right_output 737l & A2 iE i i A L -

2.2. JBRE28{L:T(Mixing Parameter Estimation)

IR — R BN ATIRE] - HIFOR S S REELIRS - BTSRRI S
P (Mixdown) IR (o (3 L AE T BETSR 5 20- £ Jeffrey Scott et al. [2149H158
fi PR T (interview)ery I =t » #1146 E IR ETi(Mixing Engineer) Tt 41 ]
ST AT R PR (S B — L B HACE (E PUR R S AR T i
FEAHRS B BIEH (Automatic Mixing)iIH7EH[3, 4] » TERBSMAGEF LSRRI
SYHURIE B p St B R (Sound Feature) Y44l 5T (5 AN 3 B X A28 i 2y
HYRHIER b RS | LR E WIS Y RIRE AT R - FIRS N ETA
fy 5 (Least Square Method) /1ML y 2 col (X) PRIFREREA S B #UR B S Wi E
5t -

= 4
3 W/ INVITE
FR PR SR MEAH SV G - EER 224 817 (Linearly independent)y - iE &
FERREEREWNENMDIRTAERE  BESARS £ENEH(HI06R2
overhead Ff & RS/ N T HM S AHIVER & — fF o) - FEE B LR B & 2 (d%Eesny
BE - (e T AN PR e S AT A R s -

23. RESEIEN

SETE IR 2525 1% 2523 (Machine Learning) %17 Hi|(Parameter Prediction)
17534 40[3] [SIERF T %43 Mg (Multiple Linear Regression) /754 F|F A &1y sample
EETLE R R ER A - R B A LAY T 7A R B IM B B Al am BT JC FiT BE#EE (Euclidean
Distance); /E[3]-[ElFFI T Linear Dynamic System (Y7775 » R S 2 8i Ky {1 VE ek
HURRE(Latent State) » FI|FHE SR EE (FEIRE R4Vl Y - SSOMEIGIERAT T A — AV T
= > Ao EZ0(Mixing by Example) - HMESHAEEZETAVRES: - )& AitEtEel1
L E B - R YA R EE%ET(Copy Mixing Design)ry 75 =R ZERGE

H e
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=~ WREGE

KREFEEREN NE 4 For o BMTE LRGN ok s fERcIa s & e ftax
EEENE BT R » B T AR S R B HHET (Feature Extraction) DL & #5241 (Model)
HIRNER SRR « EHAR EIRVEE - RERGEA S S AR ERVEE 720 TR
B et pR IR A Bl & A T B R RS S U TR [RGB S T A
WIE 5 FeffIErE ROCK Ay SLMEAI 1T Intro ~ Verse ~ Chorus » POP 35 S&%E AUt 17
H={EEERAYBEAL - DUEHE - SISk (Training) V&L A RIS R, PRS2
fiigT-(Parameter Estimation) - lHYEE S BEDIAS - FAAHISE R L &R - 36
& Je Al F IR 4G o7 ®hgk B NUE 5 Bl (Mixdown) i 8 /)N 75 74 {d &t (Least Square
Estimation) » #& [t 2 fifi 51 H 3l 4R &R &5 E SHY R 2 2 B A 1 5 (Weight of Mixing
Parameter) -

F BRI ST (Kernel Dependency Estimation)UiEAY T » ST & A
B RS SR B R R R AR E TR SR fE f 5+ (Kernel Dependency  Estimation)
HIMHE » Sl SRAFAIIE AL I & FH AR TR DR B S AR - iR (IR A FEONI L AR e
EITRE -

TERE DR AR Tl 48 2P R iU S - 1EEET 3.1 g E A E
1 (Data Set)ffi /44 A S AT ERBERYER 77 « 2267 3.2 &/ M 4AF M 2 ol R S/ N 7752k A
S RHEDE B 28U R TR HOR S S BEET - 80 3.3 TefMT& /M 4o i E (O i
KDE) A% B PR AR AT & SCHY M R ez 20 s T -

g airiac)
) ultiTrac i
Mixdown Recording

v

’L (per section) W

‘ Preprocessing J
Rock
' ——_— ——_— —_—_—
Feature Extraction
Intro. Verse Chorus
Training ‘ Testing

‘ (per genre)

Jazz

Least Square

J - —
Parameter Estimation
N Verse
(Feature Vector) Mixing ==-| Mixdown
Track Merge J .

i Pop

Chorus

Chorus

‘ KDE Model Training

’ | —
3 7
lil o o

4 ZHAHEIE 5 RE S
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3.1 k8 (DATASET)

FMIEE HAYE R (Data Set) 2 2K H B /M—ARH R = HYE TE F50Mixing Secrets
for Small Studioo[7] - fLEFIRMILZ ERIATHAERGEE HNESHEH » HEEN
HEEREE - B BINESEEEEA > TR 1 For o ERE e S sEEE
SIRCIU AR o EERHERE IRV B R AL B B R X R AR H K (Full Multitrack) »
— {5 DU e SRR (Music Information Retrieval) 22 (s BV & RHE A S S 20~30
sec HYRE - B/ VAR EHAVERLE  RERE RN E BT A [EIHY = SErG B
(Music Section) EZEV A [EAVEE » SGERZAVEIGE R EANERIEN - ILERE
Fr AR S iin(Mixdown) — 2 B EH VR E - EERABEE WAV 1E
(uncompressed WAV files, 24bit and 44.1 kHz sample rate) °

# 1 BUERlGET R

Alt Rock / Blues / Country Rock / Indie / Funk / Reggae 7
Rock / Punk / Metal 17

Pop / Singer-Songwriter 10

Acoustic / Jazz / Country / Orchestral 8

Total 42

BRI ERIEEAE 77 > IR ILE R &R F A B FE Alt Rock/Blues
Rock/Punk ~ Pop/Singer-Songwriter ~ Acoustic/Jazz/Country =5 » 5[ &8 8RB (s FHAYRC
e g A AE - P2 h B s I LE P& L R RN S - B g 1%
AR LB RHEEM 2 MR B R DUR T A R T AISE T T & B S s
FBCES DA HEHEE A A A S B (Basic Track)#iZe 2> e 1 12 EHHYIPRE -
iR Y ED o e o ah i g = AR i E AR S S B E SR KRS
HEAHHY S GF(Track Merge) » R [E— A S #URIG AR B e G 0BG A E A E L, -
A — BRI AR e & PR — (B P R — S S ek T i > Pl Sl ia mate
HISEE G OFR—(E - DAT{E 2 1&3l S8 FONEAe% AR 5 2 -

2 AAHI%E

12 Basic Track Type

(1)Kick (2)Snare  (3)Hihat (9TOM  (5)DrumRoom  (6)OVERHEAD
(9)Electric  (10)Acoustic

(7)PERCUSSION  (8)BASS (11)LeadVox. (12)BackVox
Guitar Guitar

3.2 ) BEE 28 f5Et (PARAMETER ESTIMATION)

BRI B S 43 H A B RS R F ISR & RN (Training  Data) KA E— TR E S8
(AR FE AR BT S EHIE - TRV ERE h B0 TR R 4G
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M5 BRE 2 o % 25 R B N S O TR B =223 (Supervised Learning) - {2 & IR
BH2ENWEREIEFHIUSH - HVESEEEREEERE - RNENSM g AR
BIEE ~ BERZIE > i RS S e D et SRR ok EEEEIRE
SHIE N ENIS S SIEE RS - B 7 2 BNEENEE  BRMDESMETHE
BHEPREERAVEE 2% - FIHELR 7 #AEZ (Raw Multi-track) k& & 1% 8 B B i
(Mixdown) SRl HEF EEVEE 28 > $tEE - EICREEEE 2B EEZ R EERX
E23(Supervised Learning)ffJ{{cie -

By TR S G H R S 280 MR E 7 B 5 1% R & A b
(Final Mix)HyRE (%2 —(E4¢ PERY4H & (Linear Combination) » 2171 (2) =0 R — B ek A&7 E4H
al - aUs+aaUs +..... +aU=V @)
ai o | IR S SEHEE > U= [ug, ugy, .., unil” 55 T SRR - VEAREBRE S
AR & (Feature Vector) » &—8ifHHL N & frames R 3R - HpERER
H2HEHAAENESREC fIOEST 22807 g RAR T IRR E (FE &K
% RSO E G R E AR (Spectrum) 2 o R LGP S VRA(R - FefTH]
DIF 2/ N 72 (Least Square Method) s it R 228 U AV » B/NF A (Least
Square Method) /& DUERHIME U SEFERME d 2 2095 5 FIE B BB B =2 %
(Objective Function) - I B2 80K > < un 55 K 8155 n (ESZHE(Frame) iy R E
(RMS) » SEEHERELT R 20 ZF) > HI(L)RIH 2R A

U Uz Utz -+ Uik e51 Vi
Upy Uz -+ - Uy (&5} V2
uNl PR PR PR uNk_ ak VN_ (3)

ERER RSN SEE S AR5 7 = = (5 E =28 Volume -
Frequency ~ Pan » fE(HETARIFYS Bk R FIE (A IRV SR - 72 PAREH 2
Pt RIS 48

38 (VOLUME)

B RS HEIERE 22 (Gain) - FEEEHIEEEHHEN S B SRS S EE
i FAr o AR EmSLE T 7R (Root Mean Square)iy 7 =25 I 2 [5]—{IE & HE (Frame)
b &S YR ER(Sound Pressure Level) » DUILE By ESEIVRHEIRE - SRR
AR A1(4)= - Gk FZE K #IAVFEE - N BEIENEE -

[RMS11 RMS:1; RMSi3 - RMS1 [g1] [ Vrws, |
RMSQI RM522 T T RM52k g2 VRMSg
_RMSNl . e . RMSNk_ gk | _VRMSN_ (4)
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HH2 (Frequency)

BURS BRI T b & S ERER OO - IR SRR A T Y
U G B P S L S AR B P 8 R (S » tht Bt S
0 E 2 5 {1 28 (Equalizer) 2 B - 75 2% 155 1 2 W5 7 2 6 2 (18 46 5 ) o %5 B
(Multi-band) » #5715 = BREOSEENERIAE - P8 - (S5 - BEESEt S SRELA T L AR
(Center Frequency) S 4 (bandwidth) & HI5e it - ARash s TESEER S BOTH —HE
%P 2 $EPE S5 2 (Multi-band  Equalization) Se i 5E B S (L38AAIA(F - EILZ A8
RSP (S HNRIREDIR T % (B8 5 280 TR0 - 40 I8l 6 Fim -

-18dB:
-24dBy
-30dB:

-36dB
-42dB-
~48d8
-54dB-
-60dB:
-66dB-

treble

-72d8{ f
-78d8 center frequency

-84dB
-90d8 |

6 ZIHESFRL

TEHETHRR ST > B e S FH P (f 1 B2 (Fast Fourier Transform) 653
S E AR (Spectrum) » FEEZ S E ARSI AT 78 5 o3 B AR 57 Bl 25 e
Al [t (Regression Problem) » DUfdEtHH & AR EAAE S #A IR P Er 28 - 201 (5)=0

ﬂ"TrEbJ‘ELUTrEMEL + ﬁ"TrEhJ'QUTrEMEz + -+ Treble, U‘TrEbe;_. = Virrebie

High, UHigh, + O High, UHighy, + - + aHigh, UHigh, = VHigh

ﬂ'H—mm’lUH—m?;rfl + OYH nid, UH—m?;rfz + o (Y Homid, UH—m?;rfk = VH_mid

ﬂ'L—m'eldlUL—amldL + O] mids UL—m?;dz T+ i, UL—amlrEk = Vi mid

X,y ULoull T O oy ULoulz + e+ oy, ULoulk = VLWI (5)

AEZSTRE(L(PANNING)

SR RS R e S YU E LB E B E 2 SRR - W15(1) - FEATRR S
IR 2 B REE b — BT B2 TAVE - AIAREH—REE
SEEET > AEREM-TEESESET > BREIAEZ E P E AR E B
AWTE6) ~ (NFR -

oquLitogure +.....toxu=V (6)
01UR1To2UR2 +..... FakUrk=V (7)

3.3 MR AEIZE T (Kernel Dependency Estimation Model)

it e BRI T E i =0 2 28 (Volume ~ EQ ~ Panning){% - (1A T & E
TR EX) - KEERIVESSE(Y) » BIAREHEEE X, Y RHEE IR
BB AR AL o TR AVE o M S R R [EIRY S 888 » R [EIRY S SERGEL L
—&HEA > Hrp—dHEAEE T B AW (R E - G8E)  ERER A (EG
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sub-band) o FI FH AR AU i 17 Y 5 AR e 12 O i B RE M P A B PR ARty o - ISR ALY
BEAREIAT B 23| SRk h - BB AR EL 3000 (ERE A E TERRFIRTEI SR E R - 0 7 un
FysZIEAIENES n (EIREAAYES K AV SRHEE - Un B85 n (EIREA 2 S KEAE 525
FEEE (K Ry A S - AR SRy 12 -

\

>

Y
Q11 Qyp Qi3 o Qg
X Qo1 Ogp ~++ o+ Qo
Uy, U2 Uz - Uk : 3 :
Ur Uz - ot U :
Ynl ¥k

Up1 o0 e e Upg
TRESEIEN R ERE

il P RE LA 2w DU 5 LAY 2 80 TE M (Parameter Prediction) iy 73243 il 253k
fi# > (54025 4t 2 B (Multiple Linear Regression) ~ BfRE45 M4 Za47t (Linear Dynamic System);
HEENDRSRE—IENSHEEE DHEZEN HPR—ii g 28RS H
W/ N > LR ((ORARE (Y (dependent) - 25 I AR SREA RO MH RS 2
s > TR EEE] K (B AVEREEER - SR E SR TR g E AR A IR
2o FrIARERSCRR A TR AR a7 2R A E Al R » PR (R A 5 131 4k e 3
MR HIEI « B T ARG S/ M A a fha TR ARG -

3.3.1 BZAxHEEMLET(Kernel Dependency Estimation)

ARFEfEET (AN ifE KDE) & —fE s =i A X Bdfg it Y R (HERE (R E2E
Z5fE > KDE FYRIZA N E 8 A » B ER 20 By = (PR -
1 e (Projection) : g Y i3 A% {59 (Principal Component Analysis) @ &gt Y

it ESEEE vi eRIE5ZE m {8 Rk {5 (Principal Component) Ay 22 L » Bl

B Y SRV ENF - e ERRAVLERE IR YO -

2. 23 (Learning The Map) : %H{EEREE £ (Principal Component)j » 10j0m > Ffq& £2
E—(EH E L E(Mapping Function)ri(X) » ¥EE r ERFEHE X HEZR Y05 | (&
FBRIFE (A - B2 Ars( Ay 22 B m (E g R -

3. THM(Prediction): ¥4 —(EHTHER A X0 TR LRI F SEATER B A 3 8 e oK ! yoo
= [ ri(x0) r2(x0)€ ..rm(x0)] » yob €R™ o ARG YOOREZIRI AR ZEZ A E - ISR XoFf
HIERY (H -
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YERk

(2)Learning the Map

I r(x)! \|

(1)PCA

Y¢eRM

8 KDE /RE[E

PR AR s SO EREAGER - PR X2 M E o HAVESRHEAE - Y B2
FRSEALE T ARATE S 28 Y R 7F KDE ATER2 h R & 50l Y 48 % m 4EfY PCA

ZEfE] b > FEEAE m dERYZER] BRI R m (EEGE R AV R - RSB BT H
HMIEA T ridge regression HYJ77AZCAES m (E AR RE o AEMSTEMN > FrHy—EHK o

WURHEA & X0 GRS ATERE T m (EE e Ky -y eR™ » BEEFTKE v
Fesz [BIFEART K 422 BRI S PR T S8 EE -

- HER

oy R =8B Eadem > 25— B0 A B BE s Pl A R T A L AV R AY I
HEPE; 25 —H T ERt il KDE {4 (Dependency) YR » ELEA [ERY m {EEHA EHE
MR ERRER, St et b A EE RN AR ERN - BierbrT0E
FIFH— Tk — (A5 X g (R — B SRV 5 /7 32 22 (Mean Square Error)sF(d - 45
R R R AT

MSE = =Y, (8; — a;)? (8)

aftFr KDE BRI I E S S8 E U 228 EH TSRS S8 | -
4.1—R—{E2Z XAz (Leave-one-out Cross Validation)

F 3 KT EA RS 2280 — X —{E758 X5z (Leave-one-out Cross
Validation) Y455 - HAH £ KDE R TEHIAV(E S ER R T2 B ENIT TS A2 E
(Mean Square Error) » JHIEARF & 50 EOHIEA S Hh (S i 3000 {EEEASRMOHIES - m (H &
Fy 8 o« tHFE A1 KDE Al 4k AR Ty s 72 3T REYTE (T 0.129 /A0 EUE » FEH
IR E A ZE N SEIVEMETS - HEN SR ERERERRT=0 S EWE S AR R

52



LR ALESRE AN ER ARSI E 2R8I O GEEIY T EMS -
Rk Outlier » AIFETRSFHTHYES 17 HHILER -
* 3 ElE BRI s R

Rock/Metal POP Jazz/Country Alt Rock/Funk

songl 0.137 0.043 0.145 0.027
song2 0.148 0.224 0.005 0.087
song3 0.192 0.057 0.018 0.040
song4 0.172 0.030 0.018 0.053
songb 0.205 0.056 0.138 0.038
song6 0.035 0.070 0.037 0.426
song7 0.166 0.067 0.017 0.018
song8 0.135 0.055

song9 0.052

songl10 0.120

songll 0.199

songl2 0.040

songl13 0.092

songl4 0.048

songl15 0.269

songl6 0.748

songl7 2.175

Mean 0.290 0.075 0.054 0.099

9t HLop— 5 R B (Chorus) 32 RUBRaBIE-EAmIEI % » X Wi ELB
BEIAAORE EFBE A (Sound Sample) » Y B ELFTEIEN 1% - B RIEEA CR e
PR TR T A - FTLISE KDE FRall sk R e S a — E kR B p Ay
TH—BKE -

2 POPISing-Song Wriker
10 T T T

1 1 I 1
0 500 1000 1500 2000 2500 3000
TIME S4MPLE

9 POP/Sing-Song writer

ES— T HHFHAVERKE » AfE 10 - $efr] L3R E Kick ~ DrumRoom -
Overhead SEE#| F &S HEAHERZE NE - HIEHNZEERGQ N EER E2uE 6%
3 (Multi-track Recording)i » B —if th & S 52 E T Eh Ay = (853%) » 41 Overhead -
DrumRoom 25 & & kick - snare SEHAMGIAAAVEERS - FLIRPIER T &G 7E—
FRGHIEES: FFERE TR R S i R E S A S YRS - 2 #E L 4R TS
17, RS EHIRZETEE LG RTIAE R EREE -
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T
— ROCK

——rpop

L L I L
Kick Snare Hihat TOM  DrumBoom Overhead Percussion  BASS EG AG Lead¥ox Backox

10 HWELHEE

FEARZR (BEqualization) A5 I EM Rt (F 73 s - i rl IR B0
FAYAERERE F 0.015 » BURIESRSETAMN A SR HI#an -
T 4 SRR S e

Rock/Metal POP  Jazz/Country  Alt Rock/Funk

Kick 0.011 0.019 0.003 0.008
Snare 0.043 0.015 0.011 0.018
Hihat 0.003 0.001 0.020 0.021
TOM 0.008 0.017 0.013 0.007
DRUMROOM 0.013 0.004 0.036 0.001
OVERHEAD 0.017 0.028 0.003 0.046
PERCUSSION 0.008 0.006 0.025 0.005
BASS 0.011 0.007 0.004 0.017

EG 0.006 0.019 0.024 0.005

AG 0.000 0.004 0.015 0.006
LEADVOX 0.021 0.013 0.005 0.025
BACKVOX 0.002 0.003 0.032 0.017
Mean 0.012 0.011 0.016 0.015

4.2 KDE F7ARTRER (Effect of KDE Method)

FHE ORI E R BTG KDE BIHREMERIEGS - E e kfIaTam A EHY m{E
BT RS2 - &SR TE 11> Fy ROCK (LRI A [F] m BV A2 - X @R A EHY
m{E > Y BFTEERIRS o FAMTAT ISR E m EBYK KDE FRAVE AR AR - Bk
fty m {Eth BT KDE Yz F5i(eg. PCA space i R™ (i ks R®) » ish Rl Bm T icka:
HR S S BTN -
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11 A [E m {EEEE:
PEETMEIE T BERSE b [B1 AT (s A 25 S 1 20 s (5 B8 AR 1) B A RS B S Y
KDE(F e {{HE M)A T AMEL#EE - &R0 NE 12 > nE3RE RS 8HHTH - KDE EE%4R
M ER AT IR - BUREAGREME (s 7 Uee 5 8 59 2 MRy P -

——MLR(m=12)
—o—KDE(m=8)

1 1 | | I 1 I I I I I
0 Kick Snare Hihat TOM  DrumRo oH Percuss BASE EG AG Leadyor Backy¥ox

12 KDE E2 MLR [Liz[E

4.3 BEESEAAIEA(Cross Genre Testing)

FE 55— B0 B B A R T DU s S (R IRAE Rl — (E S o > A8 =80 7Y
B BMTEESHEA R F RS SR G A HEE R C > HMTEEARAEH
TAFTE R LR B ACE B HAG RIS S A 2= - &5 A1 N 13> X @il hliESerile Fer A
A Y iR H SRR TR EUE R R ROCK & —HyHe —3F 175
[ o YRR Ry 73 AL POP ~ jazz ~ Alt Rock Ffrslll SR HEVIARIE A 22 ROCK SR AR
SR TAPT AT DA R AU IR AR R P A A [ AL A SRS & B B A Ay TE R T [
AR A AE Y POP 81 JAZZ HYSEAR - RIRIRVRIIEHE ROCK &4 EHAER
BURAKIE & - PPt 3P0 E SRR DUV ECHDR 2 7 A S A AT 41 ROCK Bt Allt
ROCK Y5 sz (E R R AT - S F b BBk P o] UG HIA [RIH B S A HA R R
F 7 ATl AR RS HE R -
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—&—ROCK
—a—ALT

——POP
—5— 1477
—7— ALT+POP+JAZZ

| | | | | | | | |
0 Kick Snare Hihat TOM  DrumPRgom Cwerhead Percussion  Bass EG AG Leadvox  Back¥ox

TRACK

ERER-TEed -
T~ EERERATAE

FEFEEE R T EIER B —(EEfE - BN B R - BUARR S B MR
i R B ZARRT 25 8 R B2 L A AR Rl B 1 - TR SR AL Z0R AT
AR an e —EHVEEE  Fr DU RS SR — (A BB AR E AT B E 2 HUREHI &
e o BLEARAH B TTFTA B B2 H R B A% 0 TR B R (Kernel Dependency
Estimation) - F[ /& & 2 B(EHI o (dependency) - SRECEZT SEUNTAN; H5—(EBLE
ARG RSO FIR S ISR B AT - RS HEEIEE [H5]HI(Case By Case) » J&
FhRIEA FE G RIGS HIAIAEE - TR EMA N FREE G FrEAR
s SCHIIARTEE T AR P & R IR A [RIAY B SR DL KA B 1A [FI RIS > DU (A%
REME LA - BERGERE A AEREESEIHRE S U A H AR R -

RACTAETTIE - AR S SCA 77 R & SRR R AR AT - R AR5/ 4R
BERARVER > RARHEGHHEMEREL e RS HEHNE T2 8EIRE
EERUEHY > AR R Et A s Ul Et R E R R PR S 2B E > R LI
MEEWT SR T T B B IR IR R B 2 M R R R AR S R A R S REAT B R _EAYTS
ot PR — (B LRE R T AGRE A BRI R T 280 559ME KDE
J3EE T R AR AR F A% e i (Kernel function) (73 ARACH] UEBHEZ AT E
PR BT 1R S AR RS R « BBl A A S 3R AT AT DB ER R SR AR 5 il
e A B E H AT R S AR B E I EAY 220 -

SHEIR

[1] J. Weston, O. Chapelle, A. Elisseeff, B. Scholkopf, and V. Vapnik, "Kernel Dependency
Estimation," Neural Information Processing Systems, 2002.

[2] J. Scott and Y. E. Kim, "Instrument Identification Informed Multi-track Mixing,"
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E The Association for Computational Linguistics and
Chinese Language Processing

H S SO S 8 PR SR R E B 5

Research on Hakka Word Segmentation Processes
in Chinese-to-Hakka Text-to-Speech System

W RUAEL? - METE? - PREEE®
YETIR A R BN TAEAT 0 flhuang@nuu.edu.tw
2T B ACEE EEHRERE T 2P > msyu@dragon.nchu.edu.tw; lin@sinwei.tw
SRR AR HEHE L > yclin@ctu.edu.tw
RS

i = (Languagel B S LEREHERAVE R L - THZ/VEIREARES > 41« BEHEE U8
ERES - EENERFEEIEAC L2 — » BEFEEZRINZE RIGEE - AR FAKER
EEE R ARG E R ESTE - B EER Z FHRE - DR - HRGEEE BINEA - H
PUREFER ERV R BNV VRELIERERREE ~ 2C8K 0 VAR ~ SRERERETIEBE T o AEREREAIA
CIERER) - GEHIREHRARE - FroULRE G -

Ry T ES BB B E 245 - ERR I LIRE ST R AR 2 B TURARE K
FEHERER ) P SO S SO 218t (Hakka Text-to-Speech, HTTS) » LURAHBHAVIE A 24 - 40 - 4%
FEEREERE AR (13] - BEEREAEE LR R (14] F

WFHIZSE - FEZREA NGRS Sl E B AREN - 2E%FE - Wik
SR ARy T PCCE o it Ry TR EEE T L o BRAIRERGT B BRI
HEREHEm AL  ZifbtE > ARERRSEHITO BB A SGAREEZE -

B T PRI OB YRCR - A B CE A TR TRy
sHETEERRI - fERAEH  (EREm AT SOOI - BRI PR AR U7 B T P
S B R TR R AR VAR AE R | o BB S (R AR S B MRS SR - 2k
SR RS R AEER ~ ST A SORIERENE - 40 ¢ BRERIEEHCREL ~ SIS R
HUS BB HYSREY -

AR VR AR N-Gram [R3ly8EDE - e Sl R B RE AR B R A 5
Erea 5k - AERE BRI R RESER T B OO SR R ATIE IR 80.78% o AR
HAE S E BRI TE - R

Abstract

Language is a major tool for cultural inheritance especially for the minority nationality, for
example Hakka and aborigine language in Taiwan. As second ethnic besides Minnan dialect, the
population of Hakka in Taiwan is one seventh. According to the recently reports of Hakka usage survey
in Taiwan, the difficulties to inherit the culture of Hakka is missed in spoken Hakka language, the
reason is the environments for learning and has led to the results of descending population for
communicating by Hakka. It will become crucial for the cultural inheritance of Hakka.

Therefore, we has developed the Text-to-Speech method and system for Hakka language, and

our goal is building environments for leaning the Hakka language, our some applied system such as:

58


mailto:flhuang@nuu.edu.tw
mailto:lin@sinwei.tw
mailto:yclin@ctu.edu.tw

“Web Hakka Phonetic Dictionary” [13] and “Blogging System of Bilingual Language by Integrating
Mobile Cells and Google Map” [14] ,etc.

Our system is provided for users who interested in Hakka language, who can input the Chinese
texts and system will output the speech of Hakka, users need not to learn the typing and phonetic
writing of Hakka, and can take the advantage to learning Hakka with familiar language.

For the advanced improvements of Hakka Text-to-Speech, this article will emphasis on the word
segmentation processing of Hakka text. In our system, when user enter the Chinese text, our proposed
methods can convert the Chinese text to Hakka text and assign the part-of-speech for each Hakka text
segments. By the better performance of text segments and part-of-speech in Hakka, We can
improvements the Hakka text analysis module.

We proposed an hybrid N-gram sequence score, and Chinese word segmentation module
developed by the dynamic programming algorithm, in the data-sparseness of Hakka corpus, the
accuracy of Chinese to Hakka word segmentation is 80.78%.

Keywords: Hakka Text-to-Speech, Hakka Word Segmentation, Dynamic Programming, Hakka Text

Analysis.
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C(Wi-1, Wi) . : :
P(Wi[Wp.1) = ZweC(WiLW) * IfC(Wiz, W) >0

a ,ifC(Wi.i, W) =0

@

Hr P(W ) -

P(W) = e )
SIf (W) ]
Yy, C (W) =47079 » Fy% 5k Uni-gram 55 5 80 P U EER AR -
V=8931 > EyUni-gram 35 = A 14E type BUGAED) -
a=107 > BHREE cw W) =0 > i Y g R ERE R ]

>w e C(Wi-1,W)

e O

PIHEE T 107 102 10°, .., 109550 -

B ~ SR EC & RE Uni-gram & Bi-gram 5B S BRI E S SEEE - & -

DA RfB] > A0SR - RETGEIT 5 Seoye (S, 25 & [EH]f7 1S JEAR 42 4F) > H Mix-gram Y
EETEATAT
Seoye (8,15, & [H]/5 15 LR ML AF) =
[P(E/S)*P (55) ) *[P () *P (&) ) *[P (FF | &) +P (Fif7) ) * [P (NNEF) *P
(1) ) #[P GE& | 1) *P () ) *[P (B *P (4) )+ [P (/&) #P (§))

5. ZHBUREHE
5.15Fd 77k

AMEETR AT B SCRETEEN AT Bt E R A M AVAE S o H AT HE
BRI GE Ay aalIURUEE o RUBERHEAYETE T - FRAMI (6 A RS R (Precision) ~ A [E[% (Recall) ~ DA
F-53 8 (P-score) AT 28R RRE » B =f AN EFR U TR
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ENSINIRT R OFGE o =1

% = ©

NG AR DR
ENSIWIRG: - fanl:DEEL X

AR = :
P
2% It * BIEE
F 478 = (8)

FERERS + [

R THIER - Br T _EAAYEEAE T70AS - B #E— 2 3 I 4R iR BE s U4 (Levenshtein
Distance) » sFAEEHGRI% I3 55 ) FAE U (Similarity) °
KA1 :

HSCENE SRR B —(E T SGE S A R s E s M - HR SRR A RS SRR
AW P TURE] ) FEE TN U B TR L B IEEE RS R T UWCE 0 ERGEmER

U AEETEREAL FAREE - MR E 0 IERERR 0 HEUEEIRERE - RiEEE—ET - AU
FEYE 50% -

PRI » B T Brae] i SR ARG AR S - HLor SRR A AR DURE th T DU — (B R RE Y U5 0% -
BB SO EAS L TR ST AR DS A R R ORIV IR AT DA TR
HARDUEE -

R 2:

KELNETEE 25 - RN EEE S SRS - it - SIS RAF 5 - IEEEEE Ry
TR - AR Y AT RE Mt i -

BEEEAS RRI(E & AB > iR A Bl & B #YfR/)\dmiEEEEE(nsertions, Deletions
BY Substitutions) » FTETHAIT :

D(i — 1,j) + InseytCost(tayget;)

D(i,j) =min D(i —1,j —1) + Su /4 stituteCost (souyeg, taygeti ) (9)
D(i,j —1) + DeleteCost (souyeg )

)
Rt

Y ofi _0 iftayget (i) =souyee (jJ
Su /) stituteCost 1 otheywise

InseytCost = 1
DeleteCost = 1
WM T AR > BB 0 ] 1 ZHAVE - BlA A ~ B FEREIVEIVE -

D(A,B)

Similayity(A, #7) =1 — 10)

May Length(A,B)

5.2 HIEEEE

REBGFTE I H R EEGESREDHEEER - BRI T GRS K S BB R
] > 3 6640 HVEIT o FRATRFE(IEER] > 47 FesBlt A KEBRL B > 5BKE A F 4196 ] - BRI B A
2444 4] > WiFHF B sBARMKRARSRIENL ST Fs 4 {77 > B1-B4 > &1 611 4] «

TS LU SE AR} > FRACE— A A\ TR % - MED AU BUR © BISREERE 4018
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] > HIEABL-BARERIE 1282 4] » FAMIE FEERRIRI TR -

R"_+= - ReBBRIIEAE
B[k SRR
Gl 4018 1282
| 45304 17646
F8 | 65572 | 25478

5. 35 (4G R ELET o
531 EREE IR N R B
BER A ¢ (B LolO)BI % B Iag s - o
BR B (T WulS| BB R -
B C ¢ (A TR B A s e -
HT U B PEENRE A AR PO

Precision | Recall F- Measure FERMEMUE
i A 68.41% 69.12% 68.76% 73.29%
EEB 72.66% 73.42% 73.04% 75.68%
HEC 75.02% | 75.80% 75.41% 78.36%

FHILEER AR » S haY R RS H AT - REREE S RSBl S 4T RAE -
532 I ErEEE AR BRI
BER A ¢ B A SOch) s EE SR A o B
B B ¢ Wi A SCSra] > S A SO R A AR S

F_Ah - oA R s E R R B RN R A ] R MR C N MR SE SR

Precision Recall F- Measure FEMELE
BHEA | P& 88.16% 87.48% 87.82% 91.08%
R 80.32% | 79.08% 79.69% 83.68%
BB | sk 87.46% 86.78% 87.12%
il 7990% | 78.66% 79.27%

DIEBRGERAE » BN B ENE FAREREE IR AN IEHER o (HINBHEAYERER
TRAE - EERR R ERER ISR - IERER - B R R E s EnRERH AN
& ISR ERRRIRIRE - (B EERGERaVFFHEZE T FaEFREIS IR B Rk -
BN E AR RES BRI TR S A HAIRIAE -

st HATHVERT S @ $eF IR 774 - ERESERIAARules-base) » A& FERYRSE
FARIRISOER RN - RT3 B e nV IERER - ZabiEsaahy - & T — PR AR E TR LIE -
533 HOETEEEELZEE Uni-gram K Bi-gram gE S RARRE &0 BEE
BER A ¢ i AP o Pl SR RS BT AE -
B B« # AP soct) s T ER e MO RE -

TN~ R EREEFERCERE Uni-gram & Bi-gram sES AR S 8EL

Precision Recall F- Measure FEMEPIE
BEA | PGk | 9446% | 93.73% 94.10% 96.17%
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IR 80.78% 79.53% 80.15% 84.04%
T B ElF 93.96% 93.24% 93.60%
A | 8037% 79.11% 79.74%

A Bi-gram 1% » NESHIERYREE A EZEAVETT - (HIMTHEER T 0.46% - RRZERE
sERE S ARG AVRE (G » 572 Bi-gram pattern ARHFRIEREE Bi-gram sES AT » BEEH
AT Bi-gram sESHEI - ARG AT EIEAGIRN - R ERRRAYRE -

MAE N —PEERHY TAES - RIS A sEfEsa A Al DUR P @ I sBatkl - & abissd &
T EE - 0 MY - Ea0F SRR -

6. &hamBREKILAE

A BT TSR SO £t (Hakka Text-to-Speech System, HTTS)H Y% SEETapn B -
Ceth —(E R ZE2R M - ER R B RTRsEE A BREN RO - WA S ArERaT
HEEMS @ B —HIFERAPE - e 2] BN A ZEEERE R A E A - Ea V&
—H) A REE AR B IS o JIE - FMHEA T K ERFEER SRRV - BB R
HIFRLIE ~ BEE - P @R N sEB - FeEWREL T E FE 0k A LEE
Y EE 2o Ay 2 SRSl ot R sl © 1 B AT FARONEARYEER] - B2 MBI TEER » FrliFf
I R E A EARA BT RE R - BCE AR B TRRER Tl ~ bhER -

e AT SRR )T ATTHE - AEFEERARE - oM HRH T fEF%5E Uni-gram J Bi-gram FE
SEATREGRETE Y BEE - vTE RAENEDAEEES b BURTESERI T RIEL T 0
AN SEETERI o [HEE MO IERERERE MR 2S - R E CECEAE 5 X
HEAMEARE MDA MR AR P ST RS G MRYEIME B T - BREEAvsEaRsh - IRDETNE 178 - W
It - SERHAYERSE - SEMARRCEER o (RS B B — B L AIRCE

AimFRHUREEIIAY N-Gram Fpoll 7y 8 E0E - #ElC - LB ER A R EhRE A S B AR % ahE
5702 - AEBEE RN BRSO SN SR A 80.78% » NEDHIES
H 94.46% o FHELNELE R SGE AR SRR A - ORI o ME AR &N & shsikiay
Rtz - (ERASR SRR T e gH BEERETT -

FnhETa A E S iR - AME R R A FRAP o S SO 2SR P R SR o BTEAE
OB N R BRI 2 - BRECH R - FehkshE PR S - ASRSGR HavgE 7
% 0 TERETR AR B AR R T R R AR L 2% -

Bl T AREIEA TV LAFA -

1. Frddife o BB e -

2. fnAZEERERERAA] -

3. ELEESHAINLE(LRTRE - 41 Good-Turing Katz ~ Kneser-Ney e

4. FHESED - EERESER -

1]

E

2
5 Z B ER a AR T 2 F et st U S BE  40 % - R EGH -
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ERSTABRUBREHER HMM 2 BREES T4

A Mandarin Speech Synthesis Method Using
Articulation-knowledge Based Spectral HMM Structure

WX BRE - R - R
Hung-Yan Gu, Ming-Yen Lai, Wei-Siang Hong, and Yan-Hua Chen

LS

TEAMREERIEI T » AswsORH—E HMM (4Rt - RER S EREE
TCZ HRFRARASARE R > PAESCE S RGEE S ARG - BEAh > FERTRA 2 5L
ARIIBETTEZAN » BAFIRIE S A3 S AR - AR SR B i A e (B REH
GHE - Ky TEHEATELEEY HMM &5t > PR =R HMM &
ARBEHENBREE S GRS - MFHEAIEEEL - fEE A4 - (EHIRY
RS HER AT - BB ZATZERY ANN BEREZREA: § EE R A
AIEME S ER HMM BEREL - ERESRPAVGR - ATEEEE R Z At
FEAYES R R DI S AL (HNM)EYE 3R S pARal - BB BRAv&E SRR » (£
g LRty HMM &R &ty > EEHEE HMM &R S r B
B Rolfiiss o RS o fRIR SR EE R B plaE ) e RSP SR P Y B &
F o WEURAGR ST HMM 4558 - EEHE HMM 451 5 A H e (RS Bk -

BRgESE: sEE G - HMM &l ~ S5 A0 « SEERIGTE - SRR IR A

Abstract

In this paper, a new HMM structure is proposed to work with a limited training
corpus in order to obtain improved synthetic-speech fluency. Spectral fluency is
improved because this HMM structure can model the context-dependent spectral
characteristics of a speech unit. In addition, instead of using a decision tree to
cluster contexts, the knowledge of phoneme articulation is based to cluster contexts
and reduce the enormous quantity of context combinations. To evaluate the
proposed HMM structure, we construct three Mandarin speech synthesis systems
each uses one different HMM structure for comparisons. In these systems, the
prosodic parameters are all generated with same ANN modules studied previously

BT EE R RS T2 % Department of Computer Science and Information Engineering,
National Taiwan University of Science and Technology
E-mail: {guhy, M9615074, M10115035, M10215005}@mail.ntust.edu.tw
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but the spectral coefficients are generated with different HMM adopted by its
corresponding system. As to the synthesis of signal waveform, the signal model,
harmonic plus noise model (HNM), studied previously is commonly adopted in the
three systems. According to the results of listening tests, the speech synthesized by
the system using the proposed HMM structure is indeed more fluent than the
speeches synthesized by the other two systems. In addition, average spectral
distances are measured between recorded sentences and synthetic sentences. The
results show that the HMM structure proposed here also obtains smaller average
spectral distance than the other two HMM structures.

Keywords: Speech Synthesis, HMM Structure, Articulation Knowledge, Spectral
Fluency, Discrete Cepstral Coefficients.

1. 455w

AEARFF 29T B 7O A B =UE v 55 (hidden Markov model, HMM) » 2 i 56 5
HEIL(UE £ ZEIEE) 2 AEEL 5 # (spectrum progression) &I (Yoshimura et al., 1999; Zen et
al., 2007; Yan et al., 2009; Gu et al., 2010) > > BIES R —(EZEAHG > 5k (s F 3l siis 2
HMM RSz 4 — Fr 7N AREE R U & - AR P A RS R R B 51 E G
HEEEETE o B HMM KESE S E9RaY & Ak - 8 A fE 15 0y Ay o] B R 1%
(intelligibility) B 514 (Fluency) < H4FHYE » Tokuda S5 A KL HTK (HMM tool Kits)fias
JEHY HTS & GRS (Zen et al., 2007) » $2EAFAVRZCURLEHS ~ 36 B AT T - AL
WHFesE = SR - (EH HTS RE#IR/ DEF 25 IF I BLR T - R i - B AR A e 83 S (global
variance, GV)ULECE - HTS #RASHTE ERVAEE EAE G2 R B RIS - [(ES& R
1Y 5E S 15 R R (muffled) (Toda & Tokuda, 2005) -

AT BT FTEGA - 505 HTS MR » PULOVE ETEEE HMM
BN SREVIESC ~ RAEER R B p Y 2 AR - SR ERRE - FMEZEE—
{lEl EL A 58 M (Flexibility) HYEE 2 G R4 » REHE Zhth i b BHS MY D RE © (40 s
(timbre transformation) 2 IIAE » RESHE & RGEE =AY E (e A 2RI 55 7% (Gu & Tsali,
2013) 5 S—IATHEHEIGHYSHAE AR - FP B I E B AV EE & (5 98 R LB TE P &
9% 0 LDhRE AT ER I NP S A L SERE S SIS AY[E20 - bR T g RS RE R A
ZAh - FAMBLEAHTEE A HTS By4EER(Hsia et al., 2010) - %8 HTS FrEEd: M ElREE
HHYEEEEN(pitch contours)fE52 Eii A S A0ME » R AR SIS EIEEE B G AR
&t WRE (B PR BN 722 2 A S B e B BT -

FEFeHT —bHZEH1(Gu et al., 2010) » FfIG EREEILFEEAR HMM AL »
DLE SR H E A H S 5 #E (spectrum progression) 52 - {EZ L HMM AT &Rl YRR &
(BRI H - 1E5 EiE SRR YRS 48 (spectral discontinuities) 5 1248 & it
AR PR B AR SRR A AN R AR - S EWRE S BBALOFEIORNK » ifs—(E=E X
HIFi% B EiATAH & HEVAR FESAREEIRE BER - LA & 5 X 1L RAFHISOIR
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T HMM 88U o BRIt - ASER SR E (F B NAYRE S BT - RVEEREFIERR) - REETRIBAE
SCAE M ECEIY R /PR Y] - RERESCIREIREY HMM fBAY > SIf7 H (05 48 5 R sk ¥
HMM fEAUPEST4HESR - HMM &EfERY St T FUR G 2SS —Eakas i -

WTEENEFEE T GRS - BE PSR 2 B AIE 1 A > @) T
NS Z 3T 5 B () 5 PSS AL s (Artificial Neural Network, ANN)FREAH A7 4z 2
B EIHYEEE 2 ORI R (duration) (B - 5F4AHITE/E AT 275 (Gu & Wu, 2009) 5 [E&BE(C)fiKiE
BB AR ER T AR Ry S (ERREE RFEE T B HMM 5L 5 @R (d)ER ] Tokuda 55
A$HIRYJT7A(Yoshimura et al., 1999) - L515HE HMM ZiREE 3 L EIHIIFRZHESRL © @R
() BRFA SR ZEFE H A IIREAR 4 FEE A (Gu et al., 2010) » KA &S EAVERS 8 &
RO RER TS B Rt B & A B S HEN & S5 (pitch frequency)(H 5 fxf% » &
$R.(9) (5 FH 38087 g 2 780 (Harmonic plus noise model, HNM) » E&EHESRRE - SE4
{E;EA[ 2% (Gu & Tsai, 2013) -

S
\'\-—_—/
Word (a) Compute pitch freq.|®
o . Text analysis |‘ pute p L
dictionary ¢ - ' of the frames
\N..____.—-/
Generate syllable  |(b) + (@)
( N pitch-contours & TINM signal &)
ANN durations synthesis
parameters * ©
~——— Select syllable mitial Speech output
and fnal HMMs
- ¥ a
HMM Determine HMM state | )
parameters d11r2$01ls
~—
Generate spectral (¢)
coeffents. of the frames

1. SRS TERERE

2. BRI RO &

TESEE WA, > HAHT HMM SERERMIE 2 FTm > 72 % 7 (left to right)5H » 247 4%
HET S T A R SRS BR AR RB (% » DRBE LR (o) e B SR A I -

T b — (B 5 BB B (B0 T35 R R (G R RS B MM 5 > 2
AU - BRFHE BB B B (EEE A/ SR A B T DA EE B L R A
SCHRAL S RAIETRD - (HRIRFE - HERHE BB EANS TR S A IR R IR IE
WA AR AR SOIRAT & R4 B DT » SE4RME (21+37) T 37 T (21437)
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= 124,468 > Hb 21 F7 21 FEAREY > 37 F7 37T HAARY - BRULHFEFTENE - SRR —
SIS -

“o0 Sl ] a2

B2 ZZHHMM &
fE— BRI /EE - ATREEE T — SR B E - IR MICRA R 2 T8
SE TP IR 1138 SR T =0005% 1 FTd (SR 0silo) » AR - fE— (5 By
GEAGEREL > FEIRFHEREFEZ AT RE3 % LUP 8K 8 3 - Sl BT =4
* 2 iyl - BB NETE AR RIVERESE S LPAF T oSk > HEEEEEA 21
(EEERE > BRI P  HERE v BEAH & A SRS S 2 (11+1) T2118=2,016 [ -
. BRI R E IR

Index 0|12 (|3]| 4|05 6 7181 910|111

Gesture . " .
]

class a 0 e i u | yuf ii er| n ng | sil

2. AR BE BT HE

Index 0 1 2 3 4 5 6 7

Gesture . .
)

Classes a 0 e i u yu ii

SR AT — BRI - A0SR H AT e AR EH - RS EBREHAE - el
T — S EIRVEREI AR - AR IR — S EER BN < FTRESEH LR Rk 11 38> 0k
1 FR » 55— iR - BB EARZTEHE R - £ RMIRRE RS
fir B RE B RIHYEE R R 6 8 - SRl BT A0k 3 Ayl] » Z2BIZIEE - /bl, Ipl, Iml, /f]
HyEE AL E S WS - BTl E a2 0bodh] + FIEEEE - /d/, 1, Ind, NEJEEAL
B S o Frb e e fIE o SZ0dodH ! -
3. BERRENEZFE

Index 0 1 2 3 4 5
Consonant b d z zh i g
Classes 9 77 7 %} Y K

e HATHE SR A B A B EE T o £ EEILE - BEEENCAE
 FEREIRPHE & B ERVER A PITE 2 FIRE S 5 LR 3B O 1> SRl Uk 1 o
#y 9 {E¥H1 - EAEEMNAING ;5B EEIE - RENSERAER - EIIRFTHE®R
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PR ATRRHI TR AS S RS0 6 0 » SEANSY TR0 3 9] 5 SR - i
BEREEE H S SRR R T E) o SN ARG RS - MBS
RSB EIIYAE - MRS DR T 4B 1% - TR S EAEA 37 (FER  FI AT

BB AT A At T SOIR B R (11+6+1) T 37 T (9+6+1)=10,656 {8 = 1SR P

HISTRRARL &7 26 2 HMM 853 > IR SESIRA HMM B &

5 2,016 + 10,656 { » i ELEEEEHIIGGERIS - SESIE ISR 10,656 [H 6%

WIS - AT AR B R Bt S BT » SRS (6 Rk ST A

fie HMM (R DB 1 - 70 PSR A R s o ST T 9 1 L (P S SR

(decision tree) <ttt HMM BUEL(ESYBE » FREH&RES I3 o —(E4EFRY HMM > 40t e]
RIEFHEFR I SEERI R > 10 HTS B R IRIUERE % - B > ZSsCiRasAs
— T 7715 (approach) » #EE % RIS E S RIS « BAEHE SV ECEME TS HMM

(E558E) - FEFFEETNT HMM S5HE> 3t DUBRARTIRAT T KA SIS R -

3. BEfERTHY HMM &85

WlE 3 FrE A 6 ([EiRE 3 HMM YFEALHE » [H45EFR RN HMM
A SHRFERAY > £79% FY_XY FoRit HMM B8Rt Y ASRI(F For /2 A SOIRMIR) -
i H CX ForEAfE Y AN SCREE = (context type) » CZ AIIFRIR Y (R BISCHREE - HRIE
T 1HIR 3AISUAREREN CX 7 12+6=18 fifl : AH¥MM - f£5% 1%k T /n/Bding/ 2 5 K3
3 AISCAREEEN CZ 37 10+6=16 f - tLHh - BUREA 37 MREE Y - P ARGEER B SO
MRz HMM FHERIZEE % 7% 10,656 {1 -

--------------------------------------------------------------------------

"

.« 3 . -
HE HE
. * . .
. . .
- 3 .
. 3 . .
. 3 . -

» . -
HE . e

-----------------------------------------------------------

B3, ZE XA HMM 2 G

By TR EAE R FREA AMNE AL (B E# K EEISREER » RILFRMTE R
HE 3 #Y HMM 58 FY_XZ EE{F&ERZHE - TMAvRIAR - ReE 3 HaTm-F
HAIREE(BIARAE 1~ 2 ~ JYFHIRF AR CX - {HEAIBFE IR CZ RHHRE  JE{UHY -
Pt EeE 3 Hpigmm PR IRRE(BIIREE 4 - 5~ 6) FURIRINRHEAR CZ - (HZHMIAT#HE
SR CX FAHRE - MRIBRTHAYRIERGES - B 3 #A A STIRIKZ HMM #5581 FY_XZ » 5t
DI oy gkl 4 BilE 5 2 Bt HMM R GY_X F1 HY_Z> JRETEAMZE LB =X HMM
R GY_X M HY_Z 7 SRR EUA HMM 58] FY_XZ -

82



----------------
-

A O HY Z ... C7
GY X2 &@8
.’E Fa ’:
GY XI18 : fessessssssessssssessassaes  PRETERENE ¢
ssssssssssssns®

5. BRALY BB F B XARITHEHMM G237

T — (BB AR AT STR AL AR, 18 FESCHREES - FrUARR MBS T 18 (R
HMM 7 GY_X1, GY_X2, & , GY_X18 (A1 5 E51itt) » SSRERR Y WOATLELHSS
PR GY 2 G FTRER HMM 2 AIREES - ML - —(E R STIRH E 16
FSCHRRE R FTARMIAR SRR 17 16 (HRFEst HMM 5 HY_Z1, HY 22, & , HY_Z16 (40
6] 4 KEFILE) « AR Y ARRERESY o TR HY 2 H ekt HMM 2742k -
St » — (A A TR T A B HMM U R 18+16=34 {8 » [TEHRE 37 MR -
L L A S LA B HMM (92 + 34 T 37 = 1,258 {8 » 1,258 HkE 10,656 (/¢
5 SCHRAF e B ESE HMM /b T 355 -

BHROERE 21 (EREEHEY HMM BURAYEETT - FRIPHEATE 16 HMM BRI (s
PR < phiis— (SRR SR R 12 FESCHRRER - DL MRS B — (Mg i
T 12 AR HMM B » SRR RHIAT 5 5 BEAh - — (R A at b
SYIRR 8 TESTAREES - LR IAR S A — (T 8 fEEER HMM B » cseiesy
BRHIR BRI — (AR RS At HMM SR 2 1246220 (i
TIEREA 21 MRS » Fif DAL A BT B 5t HMM OB + 20 T 21 = 420 (B - 420
LE 2,016 {B/cAT SCHRAF 2 BERE HMM /D T 3525 -

4. BEERETAL
4.1 5l eRFEEZ
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BMBHE T U AEREERE SRS =S 1,208 (EE0HVE - SUeEarAs
(script) 2 FE It MR AY SCE Pk B - 485 T 10,173 (EE & 8 H AR Fy 22,050
Hz o & TIESCE SR P S FEIRHFZ /758 - M E LA HTK E45K(E forced
alignment FREE - TS EWIEFAVEEIE 2R - MBI TIRME WaveSurfer #ifg 5 H
IESERRAVE EIE AT -

IR SEF I S AE VI B — IR EHE - SHERER Ry 512 {EERAE: - [ E1E
fusas By 128 {EFEAES - BHEFES I ETEIR BHUT 39 {EAHEESE co, 1, €, Cis* H
& B E AL 48 (discrete cepstral coefficients, DCC) (Capp® & Moulines, 1996) »
DCC HENHHIUTE - 552 FHM RN 5E 5L (Gu & Tsai, 2009) < [t4h » —{EEHHE
P HEEAMEE R G R ECRES —E4EE T > BIfFEA Cao > AR —(E B EHEN 2 HH M
HY > RIEETE cao BVE Ry 10 L ZAIERTE Cao HY(E By 0  —{[E HMM &3I4k 2 1% » Tt el
DIMAR R &0 coo HYME » RHET&{E HMM SREEZ 45 fy 4 (voiced) /it (unvoiced)
ZARRE - ARFL T R AN HMM ARBE S AR FUEEIET - 5540 B2 EmE 2 ETE
HHHY > FrARAHEAREEF U &5 0 40 4 - DA#EF DCC (A8 — P& 227118 - 123114k
S HMM Z1% > BRT a8k HMM QYR8 7 4h > I BEE0ER &8 HMM RS EE B
WS HE(E 8 Sy (B B S R -

AEARERSC » —(ERRAT S 857 B HMM (RIS 3 (R As s
iR » A FLRAERS T AR f/C A - ShAE 4 RO 5 Fior - R - Bhi— (R
Bzl HMM RS FRMERA 2 ERREEEE - BN S ETE G4 (Gaussian mixture
component) Y& & FEF—{E HMM JIREE - FefI B — [ S HTE & - B E 0 HMM
Z Gk BB =t K thups(segmental K-means) s &£ (Rabiner & Juang, 1993) » &%
SR T HISRFE S -

4.2 FEEEREE

Aem LRI FHEIEERE B GRS Ha s Z Bz A0E 1 For o @SE)E XX
A3 Hr(text analysis) - EEE R ARTHEZESEHL—(E SCRHEAR - 8% AR S R i
(s Ea AR A T U A MR - JEE AR SR DB — 51 YA RE (words) - 3if7 H (]
s A A SR E I PFE R - 5  EEIR(D)EL ST E ZE S HE(pitch
contour) K i (duration) (B - ¥ —(EEE > SoEFHFERSURERIH - FiR SRS
i A Z2 A (SR AC KRS (ANN) > DL RITECII L 2 S e 2 BRI R 2 800 1E - BERY ANN
F B L AR ~ R AERSRIAIER > S5 2B AT AIAYISERR S (Gu & Wu, 2009) -

FEESR(C) PR ~ B2 HMM AL » B iR S EZ EH B E Tt R as s
JERVEERPRIBREE Z BRSO R 9T - 10 HORER ~ BREHER 1R 2~ B3R 3y SRSt
PRIR RIS 25 {18 B8 T (2 B B R B8 ) Y 4 552 A0 EL TR SCHIREY 73 JR AR 5T > (eIl Rt Y - B =X
HMM &R > 3% i — (8 BT (B B SR B $HERTAT ~ 1R B2z HMM - B -
BREHEIVU{E e HMM {RFP SRR —(E SF BiRY5E 3 HMM 8RS - FEIERBE ()R 7E 2 {1
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HMM SIREEAYET RE S HERY - FRFIBRA] Tokuda 55 A$EHIAY 5% (Tokuda et al., 2004) » i
ANN FEAHIZEIIFRE - Z5TE—EZEH HMM 2 S{ETRAEFFE 5 Bl SR B R 2 fE L -
B [FlEs(e) E A S HESEH4 (B DCC (48 - —(EF#E AN AR R ALIZR
{fst7E(Maximum likelihood Estimate, MLE) (Tokuda et al., 2004) » ‘N3 » Azm>C A ZE
SR F AR B A InRE =4 e PN A (weighted linear interpolation, WLI) (Gu et al., 2010) -
ARET R HHERY DCC (28 -

FEESEOAFE S E S EN T S E - —EAE R T (FnE R m/ATEE R al) iy & S HE
TR IR —E = SR E (AL Hz) - fEEIRTZ ANN EA RGBS B A FhL
F& [ H A fd(Lagrange interpolation) » DRSS B EMN B SR E - #E » &)
Fi HNM E53ERIERE SS9 E R > TP —E BT & S HERY DCC AEELE miRE
HIGEER P2 E S HEZS HNM sE S (S5 aissE  ZEHEESEYR B HNM (&
SRE R  HERER IR Tk > I 2 ISR SE AR L (Gu & Tsai, 2013; Gu & Tsai, 2009) -

4.3 SRREEEREE N

FERELAASRE SYC B SYD Fon AR e AT i i i (B B shaE 5 B 58t » SYC FR5e
BHIRS - W —(ESF ERTAT IR BRI A S e - RN ERHTATHE: HMM |y
FARAEE > (BIE 4 2 GY_X) » i HERRHZ -Fr HMM #YA Skt A (F R 73 (40
5 2 HY_Z) » LU & A FHYSCAREER 3 (40 CX) - SR A s — (e Ay
Bzl HMM (41 GY_X) - MHEZH - FERIEHYZSE SYD # - S — (@ ERVRTREEE RS
Akt~ RE& S T JRENVERIAVAT-B: HMM R R B SCHK > 400t — B EEL(E
R —(ERT-FE 2 HMM - 2R R B2 HMM > R 2R ) R e el == B =X
HMM - DU 534S0k JRDUEE - BREHIR B2 HMM g A K& ERVA SR - At —
EER B L A AR — (1% B2 HMM > ZRERERAT-FE 2 HMM > RIS2AFR 316k H %
{EEEE HMM » D& 53 72520k  EAh > LA SYP R SR ST#E T i i Y B SHEE 2 i
Z&t(Gu etal,, 2010) > ££ SYP Z&i#l > FIE P —TEEEE S ETE RS T — (8 s i
ERFERY HMM > BT ZEATE SR HMM (88 > AR 2 8 EREE ) Y 35
RECH R - AEAWHE > T AR RIHRIGREE B > 2eHII8RiE = i %47 SYC~SYD Al SYP -
FEHE=(A R4 > MR LUEs B f B & e ah M B S E 2 A RN EE
HUETE - S - 2 50 A HIEEE ARIREECIE Z — B A4 SYC ~ SYD fil SYP &4k
BRI > DS =B A4 EN S R R &R EE - R0 A EE s ER S
EMIGERGEERIENE DCC o3t - DIETEHR{E DCC SRR Eun Py - % - (IR
DCC A h & EFIERSH AR  GHENZENEN AR » BEZEFIES
STEFHEZ AT DCC S mEERE - A& M= 50 AR IR AT AT ER HAY
KTEERE - SR L —(EESEE AR PR -
x4 FTYIHHENE - S E = RS PSR R - 2R 4 A1 SYC Z&ifE
AHYEHE DCC MR - HIRAT 3k EE A i AHy DCC [M& - [ SYP RSATEANE
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tE DCC [AI& - friEisk &b 0 oy DCC [ » FhAh - R 2 —(E S P ryE R
BR B Z IRV SCARAE A 1252 4 (modeled) - BT SYD Z&RAYENL - AIEMIHHY DCC SR
PEREE - BUEGLE SYP RHVEFRS - IEFORE 4 FIE 5 Fralthey-FEeal HMM 4588 > AV

] R 0 A I A o B e PR SRR R SRR R 1
FA. FEIDCC G

System SYC SYD SYP
Avg. dist. 0.633 0.640 0.732

4.4 FEIENERR

TG BRI ] —RHISREE 12 A BNV S » sz EHE 70 (EEET - JFTRED
Al AT =8 S &L ERiEEE S 1S > R BILL WC ~ WD 1 WP 2R SYC ~ SYD
A SYP 5 = {fl R4 G R A F 1E - B L H 2 o] 2 40 N Ay ak & T &k B ol 35
http://guhy.csie.ntust.edu.tw/hmmhalf/ -

#Eis WC ~ WD fil WP — (& 48 > TG LA s &y > — e 1 12
=2 > 5 —TEENE SR > 2N DB IPIREE WC Rl WD &7 ¢ #2355 K8
HIEERAE - 28 DI IUFIGHE WC AT WP E15 f FHETEENEERE > 2L
BER K P RGEE WD f1 WP 518 - FESKIENE SR B 2B IEE i E SR - &,
FIZOR G —(E  BORBUR G LT NIEE R - sPoriaeE R-2 2] 2 73 > 2(-2) 3 Fontk
FHRIB)ERTE (R B)MHIRS - 1(-1) SR &EREIE)EERTE@RE)HMTE > 0 7%
RITHEA AR -

=XEENESR 2% > BFUREERER P AR B IE &S - MRETREHSRE
SRH PR BN 2 - SERIGEINER 5 FonEVEIE - 18k 5 MRS — RN —RER
BP9 5 B Re-0.833 F1-0.417 » BHYMEFIRERE WC EE WD Fl WP B Ryt > 205
M2 AEHEAESE GRS R - R E TG EESG ER - FrLlEEA
HMM Z*T%E’]EE_JLAﬁx&E’J%ﬂA&E HHURGE - EH% = KERE-F577% 0.250 -
oy BHEE AR - BMRRGETOR WD M WP S HERY TG IR = 2

75. T BB~ FrI%7
WC vs. WD WC vs. WP WD vs. WP
AVG -0.833 -0.417 0.250
STD 0.718 0.900 0.866

5. zlill:ll:l

FEAGR LT > FRATTHE 5 2R A3 5 MR HL AR SRS » 2 — {55
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ROV STRIE I > LIRS & 2 808 ¢ 1N - P sede i SOtk Z
Bzl HMM 4588 - DUEEAIREEREVIEIL T - EB—(EEE S BHIcH SR (ARG -
WL G E - AU SHEE TG -

Fo T EHE AR SCFHR R AT EEE HMM 4E56% - FfPIEErT T mifEE s - BIESEER =
ARG E TSR] - EHA SRR R BT (B HMM SRR Sk tHAvEE &) -
TR tE sk E a8 ) 2 AU HEE RERE > nI7¢ 0.732 /D E) 0.633; ok BRI BRAV4E RS »
EA+FE HMM FraptifveEs - EEER S NTE HMM SRR Ryt - AT EAES
GEEAIARERAER T o B HMM SRR Al ol & REE S RIS -

ARACHAT T AR FIFN SRR IR T - PRI A S S AREEH B HTS #AGHY &k
i B EEFBGLIEREA EERTEA ERYER - 555 AR SCGEENSUESEE B
TCZ ERRE SRR LRSI - RACHT S A SUERR T WG - DUE BT A8

BEEAGE -

B
JEVET IR et 2 A SR - BN g T et NSC 102-2221-E-011-129 -

S5

Capp®, O., & E. Moulines (1996). Regularization techniques for discrete cepstrum estimation.
IEEE Signal Processing Letters, 3(4), 100-102.

Gu, H. Y., & S. F. Tsai (2009). A discrete-cepstrum based spectrum envelope estimation
scheme and its example application of voice transformation. International Journal of
Computational Linguistics and Chinese Language Processing, 14(4), 363-382.

Gu, H. Y., & C. Y. Wu (2009). Model spectrum-progression with DTW and ANN for speech
synthesis. In Proc. ECTI-CON, Pattaya, Thailand, 1010-1013.

Gu, H. Y., M. Y. Lai, & S. F. Tsai (2010). Combining HMM spectrum models and ANN
prosody models for speech synthesis of syllable prominent languages. In Proc. ISCSLP,
Tainan, Taiwan, Special Session 1.

Gu, H. Y., & C. L. Tsai (2013). Integrating speaker-nonspecific timbre transformation to an
HNM based speech synthesis scheme. Journal of the Chinese Institute of Engineers,
36(3), 371-381.

Hsia, C. C., C. H. Wu, & J. Y. Wu (2010). Exploiting prosody hierarchy and dynamic features
for pitch modeling and generation in HMM-based speech synthesis. IEEE trans. Audio,
Speech, and Language Processing, 18(8), 1994-2003.

Rabiner, L. & B. H. Juang (1993). Fundamentals of Speech Recognition, Prentice Hall.

87



Toda, T., & K. Tokuda (2005). Speech parameter generation algorithm considering global
variance for HMM-based speech synthesis. In Proc. Eurospeech, Lisbon, Portugal,
2801-2804.

Tokuda, K., H. Zen, & A. W. Black (2004). An HMM-based approach to multilingual speech
synthesis. In Text to Speech Synthesis: New Paradigms and Advances, Editors: S.
Narayanan and A. Alwan, Prentice Hall, 135-153.

Yan, Z. J,, Y. Qian, & F. K. Soong (2009). Rich context modeling for high quality HMM-
based TTS. In Proc. INTERSPEECH, Brighton, UK, 1755-1758.

Yoshimura, T., K. Tokuda, T. Masuko, T. Kobayashi, & T. Kitamura (1999). Simultaneous
modeling of spectrum, pitch and duration in HMM based speech synthesis. In Proc.
Eurospeech, Budapest, Hungary, 2347-2350.

Zen, H., T. Nose, J. Yamagishi, S. Sako, T. Masuko, A. W. Black, & K. Tokuda (2007). The
HMM-based speech synthesis system (HTS) version 2.0. In Proc. 6th ISCA Workshop
on Speech Synthesis, Bonn, Germany, 294-299.

88



*

Some Prosodic Characteristics of Taiwan English Accent

Chao-yu Su* , Chiu-yu Tseng* and Jyh-Shing Roger Jang**

Abstract

Recently the studies concentrating on computer assistant language learning (CALL) has been
growing in numbers as they offer many advantagesthat couldn't otherwise be provided by a
traditional classroom setting. In addtion to popular computer-assisted pronunciation teaching
(CAPT) systems, computer-assisted prosody training system is another branch of CALL
(Computer assistant language learning) system. The focus of pronunciation teaching system
differs from the prosody training system as the former concentrates on segmental errors while
the later on suprasegmental errors. In recent years studies focusing on suprasegmentals have
shown that in addition to segmental information, prosodic information is indispensable for
language learning. Moreover, reported studies that adopted prosodic training for second-
language (L2) learners have demonstrated that computer-assisted prosody training systems
could further improve the overall comprehensibility of L2 speech.

In order to better understand L2 English by native Taiwan Mandarin speakers (TW) and to
apply the knowleage onto computer-assisted prosody training system, the present study
examines prosodic characteristics of Taiwan L2 English in relation to native (L1) English, as
TW speakersd mother tongue, Mandarin.

The English speech data used in the present study is taken from the AESOP-ILAS (Asian
English Speech cOrpus Project collected by the Institute of Linguistics, Academia Sinica).
Representing accent of Taiwan L2 English, which is part of AESOP project that was designed
and constructed to represent various kinds of L2 English spoken in Asia when linguistic
knowledge was incorporated in the corpus design. The built-in linguistic knowledge aims to
elicit production of English segmental and suprasegmental features including (1) word-level
features by target words in carrier sentence; (2) phrase boundary phenomena by target words
at phrase boundaries; (3) phrasal and sentential prominence (broad and narrow focus) by
target words; (4) function words in stressed and unstressed positions, and (5) prosodic
disambiguation of syntactic structures. As for the speech material of L1 Mandarin, the data is
from the intonation balanced speech corpus in SINICA COSPRO, which aims to examine the
role of intonation with respect to prosodic grouping in Mandarin speech. In totoal, English
speech by 9 L1 (AM&5F)/9 L2 (5M&4F) speakers and Mandarin speech by 2 L1 (IM&1F)
speakers are used for present analysis.

Our previous studies of L2 English have shown some distinct L2 suprasegmental features.
These features include lack of pitch and loudness contrasts in prosodic realizations at both
word and sentence levels. In another previous study we further showed native (L1) speakers
may realize word stresses through a binary stress/no-stress contrast anchored by

Institute of Linguistics, Academia Sinica, Taipei, Taiwan
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CS Dept., National Taiwan University, Taiwan
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the position of primary stress. Post-primary syllables tend to be reduced to near-tertiary stress
while pre-primary syllables could be elevated to near-primary magnitude in FO. Thus the 3-
way primary/secondary/tertiary contrast is merged into a binary stress/no-stress contrast with
robust prosodic contrasts between the primary stress and its following syllable(s). As results,
the position-related merge of the secondary word stress turns out to be difficult for TW L2
speakers to carry out and it might be one of sources of L2 English accent. We also compared
TW L2 English accent and TW Mandarin, the target L2 speakersd mother tongue, in order to
uncover in what ways TW L2 accent could be attributed from their L1 Mandarin features.
Following this line of research, the present study incorporates prosodic features found to
contribute to TW L2 accent in previous studies to investegate: 1) how TW second-language
(L2) English is different from L1 Englsish by intergrated prosodic feautres, 2) if any transfer
effect from L2s6 mother tongue contributes to L2 accent, and 3) what are the
similarities/differences between L1 and L2 by prosodic templetes of target words/sentences.

To test how TW L2 English is different from L1 Englsish by intergrated prsodic feautres, L1
English, TW L2 English and TW L1 Mandarin are identified from each other by 2 classifiers,
SVM and KNNC. Results show the prosody of TW L2 English is distinct from L1 English;
however, TW L2 English and TW Mandarin share common prosodic characteristics which
could be differentiated from L1 English. Further analyses by individual prosodic feature show
distinct L2 features of TW English which might attribute to prosodic transfer from Mandarin.
Another feature is the less tempo contrast in sentence that contributes to different rhythm;
while narrower loudness range of word stress is yet another featurethat contributes to less
strong/weak distinction in TW L2 English.

Prosodic templates of target word/sentnece are further compared between any two of L1/L.2
speakers. We assume between-speaker similarity would be greater when the speaker-pair
selected belongs to the same speaker group (L1/L2) than when the speaker-pair is from
different speaker groups (L1/L2). The between-speaker similarity is defined as average cosine
measure between two speakers by prosodic feature vectors. Theresult does show L1 and L2
speakers produce prosodic templates with greater within-group consistency respectively but
their within-group patterns are distinct from their counterpart group. One distint pattern we
found is loudness of sentence and another pattern the timing/pitch patterns of word. The above
prosodic transfer effect and distict TW L2 patterns of prosody are found in relation to syntax-
induced narrow focus and lexicon-defined word stress which echo our previous findings with
regard to prosodic realizations TW L2 English.

We believe the above analyses with incorporated linguistic knowledge not only shed light on
better understanding of TW L2 English, but can also be implemented in further refinments of
the current CALL and CAPT systems .
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Store Name Extraction and Name-Address Matching on the Web
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R

TS ERYE RAE R N B M A sy R OK > B i Ay — i dss - gE =ik
B AT Y B BE BN A - 2811 (5 P B B - i ] _Efasis cesth B4 f  (POI> Point
of Interest)i¥ » &8 H MULIRE] - RAETHE HEEA B LRERT - (2 HE
s e > B L BRI B RS v I H T HE] - NI R % 0 B BRI
aa T T P AL L A - ST A 2 it E AR AR o BT R E
N HEASCFANER] > QIREN R A SRS — (FRERAEIHY TAE - QRIS
A (ERE B A R RE B SRS EHY R BRI TR & RO —(d
APP EHEE(E A& A i R DU RE TR (e P & B B Y BB R ARy
FEAEERME -

Ry SR &R - Chuang 2 A [O1EF 7Y B &tk 4 B H2 HH = THE S
AGFIA Chang S5 A [2]AYirEFEEE = - S RE RS0t < Li B Chang[1]3 &
Fer b AHRBE S A AT LS E&E POl FUMHRBIER IR I &S
1423 (Geographical Information Retrieval, GIR)fY 3 [B]5% « ZR[fi A & & Li 2 Chang[1]
=\, Chang 2 A [2]2¢, Chuang & A [9]HUHH BE & s R A EMERETE M HE 4 E F
HUEER » FriS&EENAIR - B B I 4 B A AE BE & SR Uy s SR T -

AWZERER IR AR S - M ESMEUR B B Stk ava H - Sef 4 ey
HE > PRSI T SR B S AR THCY - S 2 > SE —(EEAHEE - 3
M7 L RE I R RS B R e R 208 (40« R oot ~ BURBRAL- ) -
BH= - ERMEAHIE T IEE T Es R 88 §f 3F ) T EEAE
KBS L ERY 2R T ARSI RERSR AT ) ARV R R ik ~
TR S [ SR B AR N R &R - BRI NERRME F DIARERE A GIS
TR ZA A ER - AT 5 o S 2ERER[10] -

FERFE B X A E 7y > ANREm SCE A T BRI (Conditional Random
Field)[3]E (FEREEEIEL - HATARTZEH PGSR e aIbT 5T (4] [5] [6]
[71 > BT LAGE s R Bl — e (b AUHY S R T AU Sl - BRI A E s —
{El CRF-Model EL#z¥# Sfhanh Ay (48 5 A B HET P OCAHG A HRY. - 2
F Z A AR FOR S R B N EUIE RN S E AR N LA 5 R T U R
IEFARHARATE - B0 - TR R A IR A E] - (BB (E4EES LR A4
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SRR IEE BRI » G40 ¢ LA - LSuE vk - R L AL
5.5 MEPIRAIRATT - AN — (BT RA E A SH E EH Le
S EI B R G B AR S SO A IR - (B Rt R
AT -

Fo T ERRYERE A D AT T BB LSS AW Fe(E ) 5 #hitac 7 U213
SRR FAMest B (Y s A LA Parser BT K B A LAV
iz PAAE SE LS B HY P R A ST E B R T B B aC  FE A B B iR A RS
KHI%E CRF FrallfEsc iy « R —{Eihhk T e HEAE 2 (A H 2 > {8 I
Hrp—~(EEHE AL 2 RIE S - NIEEFAMtEE T Google Snippets & {F31I%#
BERDETTERES - AR S (8 EREAZ R o IR RCES - R — (4 H AT g
BE LR MBS E GBI AETT % > R TREE

(heuristic) HYECHIARA > Fl S IRAIAVAERERT AR R - St B 52
AR THCE -

AWFRE [8] [O12WH9T » &l H FE SR E4E (B Yellow
Page £ Surface Web ) #7722 A REHHEL - Hob Yellow Page $&{it T K ERGH 4 1H
DR ik B SR EC S ERE » T Surface Web RIFIA  [2]7 sk fEEUS R REE
T AREEA GUE R HE A E LR - AR R S B A T RE A g R
YA H ~ FFEEEHNLE R - KREPER AR B DU BRI B 52 A T
R A 2 T —(ER R BRI RS 777ET RIS ER « #utk4d HAY
HiEREE ~ PER IR 2R ~ Ftrhl — 2 ZREULHD - AWH2e AT = (B A
EREECRE R LAY AT o Hihk Bl 22 A S e S (A% Fy 0.57 -

FRSEER © PHHIER R PR AT ~ PSR ELIE O ~ FPpARRS
(SRR

Keywords: POI, store name extraction, name-address matching, sequence labeling,
conditional random field
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Public Opinion Toward CSSTA: A Text Mining Approach

Yi-An Wu", Shu-Kai Hsieh”

Abstract

Recently, the public of Taiwan has had a heated debate on the issue of Cross-
Strait Service Trade Agreement (CSSTA). After months of simmering tensions
between ruling party and opposition party strongly backed by the student-led
Sunflower Movement, the debate has finally reached a breaking point on March 18,
2014, at which students occupied the Legislative Yuan. During this period, novel
communication such as Facebook sharing, instant messaging, and discussions on PTT
have reshaped the social movement since they are easily accessible and instantly
responded. The social media has become the dominant source in opinion shaping and
the accompanying sentiment spread.

The extraction and tracking of uprising political opinions and events such as
CSSTA has become one of the most important topics that receive much attention.
With the huge amounts of texts, it is not possible to analyze and interpreting the social
and political texts manually. Instead, we propose to use the text mining approach,
which automatically extract opinion and information profiles from the texts.
Moreover, this approach also strengthens the objectivity, for the norms are set a priori,
and thus human biases are reduced.

As a pioneering work in the context of Taiwan society, this research aims to trace
the public opinion toward CSSTA from the perspective of text mining. The approach
involves the manually extracting of political stance related keywords and phrases,
supervised machining learning, and a statistical model of the trend. We focus on the
individual posts on PTT rather than news since they are more representative. The
potential political or commercial applications are valuable. One can discover the
public opinion and response in a short time.

The materials we used in this research includes a list of manually created seed
words and phrases representing the pro-and-con political polarity, respectively. These
words are tested by the texts of the website ﬁ}j&%’%ﬁﬁb’\ which classifies the

supporting and opposing texts. Another resource we used in this work is the PTT
corpus, which is a popular online bulletin board favored by many of the youth.

f Graduate Institute of Linguistics, National Taiwan University
A http://ecfa.speaking.tw/imho.php
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Our procedures follow the common text mining techniques: features extractions,
Chinese word segmentation with custom dictionary, establish the model for the SVM
classifier, and using the N-fold cross validation for evaluations. We choose the

keywords as the first step since many terms can potentially reveal onefs attitude. For
instance, the supporter for CSSTA would call students fig5 {50, occupy, the parliament,

while the opponent would use AB45F0, stay, in the parliament. Then we use these

keywords as features to train the SVM classifier. The gold standards of the texts are
chosen from the Al & 52 75 E0 website. The results are shown as follows:

Accuracy Precision Recall F-score Std. Dev.

0.850 0.850 0.859 0.855 0.040

We further extended our results to do the trend analysis. First, we apply the
information gain calculated from the previous classifier, and then we sum keywords
of each post, and sum over the posts of the same day. In other words, the score of each
date is calculated as the following equation:

Score = Z Z IG(w) * C(w), i = post index, w = word

The figure demonstrates the popularity of this topic of each day. Second, we calculate
the supporting information gain over the total information gain, and also sum over the
posts in one day. This figure shows the ratio of supporting CSSTA from the analysis
of posts.

Mining and tracking political opinions from texts in the social media is a young
yet important research area with both scientific significance and social impact. The
goal of this paper is to move one step forward in this area in Chinese context. We
started from the manually created keywords and key phrases of CSSTA, used them to
build a classifier and calculated their information gain, and then did the trend analysis
of the PTT corpus. This approach involves interdisciplinary fields including
information retrieval, data mining, statistics, machine learning, and computational
linguistics. We hope that this text mining approach could discover the public opinion
toward CSSTA, and further reveal political stances. Future works include more
sophisticated language processing techniques applied to more broad domain of
political topics, as well as developing dynamic tracking system gearing up for year-
end election 2014.
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Towards automatic enrichment of standardized electronic
dictionaries by semantic classes

Elleuch Imen*, Gargouri Bilel*and Ben Hamadou Abdelmajid*

Abstract

In this paper we propose an approach for the automatic enrichment of standardized electronic
dictionaries by the semantic classes. This approach consists of three phases. The first phase treat
the semantic classification process founded on the studies of Gaston Gross. The second phase
profites from the existed subject fields in the dictionary's lexical entries in order to attribute the
suitable semantic classes. The final phase realizes syntactic analyses of the textual content of
meaningsos lexical entries. This phase, aims to refine the subject field based enrichment and also
treats the non enriched meanings in the second phase. In addition, it attributes the same semantic
classes for the synonym meanings. We used an available standardized Arabic dictionary to tested
the performance of the proposed approach.

Keywords: Automatic enrichment, standardized electronic dictionnaries, semantic classes,
Arabic language.

1. Introduction

Semantic knowledge, especially semantic classes which aim to characterize meanings of lexical units in
dictionaries, have attracted considerable interest in both linguistic (Stede, 1998), (Dorr, 1997) and
computational linguistics (Kipper et al 2000). Such semantic class can be definite as a semantic linguistic
propriety classifying meanings and can therefore be used as a valuable means of comprehending the specific
meaning of polysimous lexical units. Thus the need of dictionaries with semantic classes has become a
necessity for Natural Language Processing (NLP) applications.

For various languages, various semantic classifications are now available. We can list the verbs
classification (Pinker, 1989; Jackendoff, 1990; Levin, 1993, Dubois and Dubois-Charlier, 1997) that
regroups together verbs that share both a common semantics and a set of syntactic alternations. Also, we
notice WordNet (Fellbaum, 1998) that provides semantic ontological classification and FrameNet (Fillmore,
1985) that hierarchically classify lexical units using various relationship as synonymy, antonym and is-a
relations. However, the referential classification is based on semantic features like [+/- human], [+/-
concrete], etc. characterizing semantically each lexical unit outside of the meaningds contexts. Object
classes (Gross, 1994) defines a semantic classification based on surface realization of predicate argument
structure. A semantic class groups together predicates as arguments having the same syntactic constrictions.
Rely on a semantic classification; two methods of enrichment lexical resources by semantic classes exist.
The first one is manual. It is characterized by the large number of lexical units to be classified FrameNet
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*ISIMS, B.P. 242, 3021 Sakiet-Ezzit Sfax, Tunisia
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(Fillmore, 1985) this is why it is a costly and time-consuming method. The second method is automatic. It
can use corpora (Fuchs & Habert, 2004), (Condamines, 2005) or in some cases, texts of the treated lexical
resources (Rastier, 2001) and (Valette et al, 2006). The automatic method does not necessitate the
intervention of the human expert during the enrichment process (Wilson et al., 2004). Both manual and
automatic method of enrichment lexical resources with semantic classes requires the institution of the
semantic classification. In addition, the ability of the structurebs dictionary to receive semantic classes is
important. In fact, some models of lexical resources do not supply the affectation of the semantic classes to
lexical units.

In order to provide a unified framework for modeling lexical resources, in general, and to facilitate the
exchange and integration into NLP applications, the LMF (Lexical Markup Framework) standard
(Francopoulo & George, 2008) ISO 24613 is published. This standard allows the modelization of all
linguistics levels such as the morphological, the syntactic, the semantic and the syntactico-semantic ones.

Considering the importance of the semantic classes to characterize the meaning of lexical units, and
profiting from the fine model of LMF lexical resources to receive semantic classes, we propose in this paper
an automatic approach for the enrichment of standardized LMF electronic dictionaries by semantic classes.
In fact, the LMF standard offers particular fields (i.e., SubjectField) that can assist the identification of the
relevant semantic class and provides synonymy relationships that can be used to improve the enrichment
process. Also, in an LMF dictionary, the meaning of lexical entries is accompanied with a rich textual
content. The proposed approach is founded on a semantic classification initiated by the Gaston Gross
studies. An experimentation of this approach is carried out on an available standardized LMF Arabic
dictionary.

The next part of this paper is organized as follows: We will start with a presentation of some related works
related to semantic classification and enrichment methods. Then, we will present the LMF standard.
Thereafter, we will detail the proposed approach for the enrichment of LMF standardized dictionaries with
the semantic classes. After that, we will describe the experiment carried out on a standardized LMF Arabic
dictionary and discuss some of the obtained results. Finally, in the conclusion, we will announce some
future works.

2. Related works

This section is devoted to the representation of some related works of available semantic classifications and
the semantic enrichment methods of lexical resources.

2.1. Semantic classification

Several semantic classifications exist in literature. We can mention the verbs classification (Pinker, 1989;
Jackendoff, 1990; Levin, 1993, Dubois & Dubois-Charlier, 1997). It based on both a common semantics and a
set of syntactic alternations to grouped lexical units into semantic classes. This type of classification is
restricted to certain class types and treats only verbs. So no comprehensive classification is available limits the
usefulness of the class for practical NLP tasks.

Moreover, we can note the ontological classification like WordNet (Miller, 1990) that intended to classify
philosophical things as they exist in the world. It is particularly appropriate for object modeling, including
their relationships and properties. Therefore, content of ontology does not interact directly but rather with
relationships (i,e synonymy, antonym, part of, is-A,é ). This semantic classification does not consider the
useds context of lexical units, further it groups word into classes as presented in the real world without
referring to the linguistics features.

Also, we can cite the referential classification (Gross, 1975) (Dichy, 2000) that used semantic features like [+/-
concrete], [+/- human]. Those features are attached to lexical units to describe their appurtenance to the
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semantic classes. This semantic classification assigned semantic features to lexical entries without taking into
account the uses of the lexical units.

Another kind of semantic classification is proposed by Gaston Gross (Gross, 1994). It classifies lexical units
into semantic classes based on predicate-argument structure. Thus, a semantic class groups together predicates
as arguments sharing syntactic and semantic behaviors. Therefore, this classification insures the taking into
account the multiple meanings of senses lexical entries depending on a specific use context.

Finally, we can conclude that the ontological and the referential classification do not guarantee the polysemy
of lexical entries because they do not take into account meanings in the classification process. Or the verbs
classifications classify only verbs and neglect the other part of speech whereas, the Gaston Gross semantic
classification defines a syntactico-semantic classification based on predicate-argument structure. Thus, the
variety meaning of senses lexical entries related to an applicable context was ensuring.

2.2. Semantic enrichment

Firstly, the semantic enrichment was done manually. Doing so, this enrichment necessitates high linguist
capacities in order to affect the pertinent semantic class to meaning. The LADL tables (Gross, 1975) is one of
studies that is based on a manually affectation of semantic features to lexical units meanings.

It is clearly that this manual enrichment is the most relevant one, but it requires a costly time because the vast
number of lexical units to be classified and it necessitate the availability of the linguist who attribute the
adequate semantic classes to meanings.

With the progress characterizing the computational linguistic domain, the enrichment methods become
automatic. This automatic enrichment uses both linguistics features and mathematics techniques to classifying
lexical units. This enrichment is marked by three ways. The first uses the linguistic tools for preparing the
corpus before classifying lexical units by means of clustering tools (Wilson et al., 2004). In fact, the
construction of the corpus requires the annotation steps that represent a heavy and time consuming task.
Several clustering algorithms can be used as Ripper (Cohen, 1996). The second way uses techniques of
automatic clustering (Hatzivassiloglou & McKeown, 1997). In this case, it is necessary to add syntactic and
semantic features in order to achieve the automatic enrichment. The third way consists of using linguistic and
statistical approaches. The purpose of this way is to build several types of classifiers and combine their results,
either by voting systems or by clustering algorithms (Dziczkowski & Wegrzyn-Wolska, 2008). This kind of
enrichment needs heavier treatments than the other manners listed above.

3. LMF standardized model

LMF is a standard 1SO 24613 for modeling lexical knowledge of the majority of natural languages
(Francopoulo & George, 2008). It provides a common model for the representation of electronic lexical
resources with guarantees the exchange of data between and among these resources. The LMF model is
composed of a core package and a range of extensions referring to the various levels of linguistic analysis (i.e.,
morphological, syntactic, semantic and syntactico-semantic). The LMF core package describes the basic
hierarchy of lexical entry information, including information on the form. The LMF extensions are added to
the LMF core components in conjunction with the additional components required for the specific resource
modeling. Indeed, to obtain lexical resources according to the LMF standard, it is sufficient to have the core
package, then, optionally select packages of extensions necessary to the representation of the modeled
dictionary. It is also, essential to select from each extension the corresponding LMF classes required to the
treated language. For example, the core package provides the Sense and the Definition classes to describe the
meaning of a lexical entry. The MRD (Machine Readable Dictionary) extension reserves the Subject Field
class to represent the domain of use of a Sense and the Context class to describe the authentic context for the
use of the word form managed by the lexical entry. The LMF semantic extension designates the Sense Relation
class to describe the possible relationship between Senses instances such as synonymy and autonomy. Then,
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the resulting model will be decorated with the Data Categories Registry (DCR)? required for the modelization
of the dealt language.

4. Proposed approach
In this section, we detail the proposed approach for the automatic enrichment of LMF standardized electronic
dictionaries by the semantic classes. The following figure 1 illustrates steps of this approach.

Hyper-classes I List of verbs and nouns I

e
'\‘. Semantic classification /)
) % Appropriates verbs and nouns I
\ Onlology of the ,
-(\ &-ub_lect_Fneld based Y { Analysisibasedd enrichment )
_ enrichment o \ /

LMF normalized
dictionary

Figure 1: Proposed approach
The proposed approach is composed of three steps: a semantic classification and two phases of automatic
enrichment. To accomplish the aims of the semantic classification, this step requires the hyper-classes of the
Gaston Gross classification and a list of verbs and nouns of the studied language in input. The results of the
semantic classification step are the ontology of the classification and a list of appropriate verbs and nouns
characterizing this classification. Whereas, the SubjectField based enrichment uses the ontology of the
classification to enrich the LMF normalized dictionaries by identifying semantic classes. The analysis based
enrichment requires achieving the enrichment of the LMF normalized dictionary, both the ontology of the
classification and the list of appropriates verbs and nouns identified previously.
4.1. Semantic classification
4.1.1. Basic concept

Our semantic classification is based on the studies of the Gaston Gross (Gross, 1994) semantic classification
(see section 2). This classification uses the predicate-argument structure to classify lexical units. Thus, the
simple sentence represents the minimum unit of analysis. Indeed, two major semantic classes characterize this
classification namely: the semantic classes of predicates and the semantic classes of arguments. However,
prior to the object classes, and based on syntactic features, the classification maintains classes that regroup all
predicates that share the common syntactic behaviors named Hyper-classes. Thus, hyper-classes of predicates,
specified by this classification are: "ACTION, EVENT, STATE and PREDICATIVE HUMAN." While hyper-
classes of arguments are: "HUMAN, CONCRETE, PLANTS, ANIMALS, TIME, RENTAL and
ABSTRACT." These hyper-classes are subject to sub classifications by means of arguments permutations
(distributional criteria) appearing in one or more positions of arguments related to a given predicate. Thus, if a
permutation of a noun by another contributes to a rupture of the meaning of a predicate sense, then a new
object class is required to be created. These object classes allow highlighting the different uses of a
polysemous predicate.

2 www.isocat.org
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4.1.2. Steps of the semantic classification

We propose in figure 2 the general semantic classification process.

Hyper-classes I List of verbs and nouns I

Adaptation of the classification
s = Identification of appropriates
C Hyp l dentific: ppropriate:
2 verbs and nouns
Appropriates verbs and nouns I

Identification of objects classes |

Figure 2: Semantic classification

The process of the proposed semantic classification is realized manually by a linguist. It composed by three
steps: (i) Adaptation of the classification, (ii) Identification of appropriates verbs and nouns and (iii)
Identification of object classes.

i. Adaptation of the classification:

Hyper-classes of the Gaston Gross studies (see section 4.1.1) and a list of verbs and nouns of the studied
language perform together in order to accomplish the adaptation of the adaptation of the classification step.
Considering that the semantic classification is performed by a linguist, this step requires the abilities of this
expert and the syntactic features of the studied language in order to study the possibility of the adaptation of
the semantic classification on the studied language. On the basis of syntactic features of the studied language,
the expert can identify new hyper-classes appropriate to the treated language, delete or rename the existing
semantic hyper-classes. Therefore the compliant hyper-classes represent the result of this step.

ii.Identification of appropriates verbs and nouns:

On the basis of the novel list of hyper-classes identified in the previous step, related to the specific studied
language, the identification of appropriates verbs and nouns take place. This step aims to detect the
appropriate list of verbs and nouns characterizing each hyper-classes of the proposed semantic classification.

iii. ldentification of object classes:

The object class concept represents the characteristic of the proposed semantic classification. Thus, the aim of
this step is the identification of object classes for each semantic class. To accomplish this objective, this step
requires the compliant hyper-classes of the studied language and the list of appropriates verbs and nouns
recognized in the last step. The results of this step affect predicates-semantic classes to as well as arguments.
Indeed, the expert benefits from the syntactic features of the studied language in order to identify objects
classes relating respectively to hyper-semantic classes of predicates and arguments. As hyper-classes, the
identification of the object classes outcomes a list of verbs and nouns characterizing each object class. This list
performs to update the list of appropriates verbs and nouns of the classification. An ontology of the
classification thatds regroups all complaint hyper-classes and object classes related to the studied language
represent the result of this step.

100



4.2. Enrichment of LMF standardized dictionaries

After developing a semantic classification, the enrichment process of the standardized LMF dictionaries with
semantic classes will take place. It composed of two main phases: (i) the Subject Field based enrichment that
benefited from the LMF dictionaries structure, particularly from the uses domains related to meanings of
lexical entries (ii) the analysis based enrichment that uses features of the obtained semantic classification.

4.2.1. Subject Field based enrichment

This enrichment is based on the field fiSubjectFieldd according to the LMF model. As shown in figure 3, it
consists of two steps described as follow:

i. Searching senses with fiSubjectFieldo: the domains of uses for each fiSenses” of lexical entries in LMF
normalized dictionary are represented through a class named fiSubjectFieldd. The aim of this step is the
extraction from the dictionary, Senses related to treated lexical entry containing the fiSubjectFieldo field.

ii. Identification of semantic classes: a pretreatment realized on the obtained semantic classification and
the existed fiSubjectfieldo in an LMF stadardized dictionary can made a directly correspondence between the
hyper-semantic classes or the object classes with the iSubjectFieldd. If this is the case, this step identifies the
semantic class from the ontology of the classification related to the founded “SubjectField” and updates the
LMF standardized dictionary by the addition of the retained semantic class to the corresponding Sense.

LMF standardized Sca:c}ﬁng sel:scs’:\'ith \
dictionary g SubjectField 4

Sense with SubjectField |

Identification of semantic

classes
.

Figure 3: Subject Field based enrichment
4.2.2. The analysis based enrichment

The analysis based enrichment uses the features of the retained semantic classification. The following figure 4
illustrates the steps of this kind of enrichment.

LMF normalized ™~
dictionary 1\ Searching enriched senses )
4

- -

Enriched senses based N iched
on SubjectField on-enriched senses

E Generation of restricted = — o= d
| appropriates verbs and ] ppropriates verbs an
A nouns / founs

Restricted list of appropriates
verbs and nouns
—
®

[ Refined enrichment ); 6‘? 6% | Exhaustive enrichment |
pS / b S
= i Onlology of the e o

Sense and semantic class I

Synonymy based )
S enrichment /

Figure 4: Analysis based enrichment

The list of appropriates verbs and nouns and the ontology of the classification represent the input of analysis
based enrichment. It is composed by the following five steps:
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i. Searching enriched senses: this step aims to search from LMF normalized dictionary the enriched
senses with semantic classes based on the SubjectField based enrichment and in the same time the non-
enriched senses. A specific treatment will be affected to those senses in the next step.

ii.  Generation of restricted appropriates verbs and nouns: the assignment of the semantic class identified
by the SubjectField based enrichment is not a definitive assignment. Indeed, in order to achieve the definitive
enrichment, this step requires for the realization of its process both the Appropriates verbs and nouns and the
Enriched senses based on SubjectField. The restricted appropriates verbs and nouns represent the result of the
generation of restricted appropriates verbs and nouns phase.

iii.  Refined enrichment: the restricted list of verbs and nouns identified in the last step, the sense already
enriched based on SubjectField and the ontology of the classification represents the input of this step. Indeed,
this step uses the restricted list of verbs and nouns to analyze the textual content of the enriched fiSensed in
order to refine the semantic class assignment. Thus a relevant semantic class is identified based on the
ontology of the classification and will definitive be attribute to the treated Sense.

iv.  Exhaustive enrichment: the exhaustive enrichment concerns the non-enriched senses. In fact, a specific
treatment is performed to those non-enriched senses by the means of the Appropriates verbs and nouns
identified by the retained semantic classification. This treatment consist of an analyze of the “Contexts” and
the “Definitions” field related to a Sense of a lexical entry in the LMF dictionary using the appropriate verbs
and nouns. This analyze identify the relevant semantic class from the ontology of the semantic classification
which will be affected to the Sense in order to enrich semantically the LMF dictionary.

v. Synonymy based enrichment: in this step we have identified and affected a semantic class to the
treated Sense. After that, the synonymy based enrichment takes place, it aims to search the synonymy senses
related to the treated sense. Then, the same semantic class identified by the exhaustive or the refined
enrichment will be affected to the synonymy senses. At the end of this step, we obtain an enriched sense with
the relevant semantic class and also the related synonymy senses enriched by the same semantic class.

5. Experimentation on the Arabic language

This section focuses an experimentation of the proposed approach of the automatic enrichment of standardized
dictionaries by semantic classes. An Arabic LMF dictionary is used to test the performance of this approach.
5.1. Choice of the Arabic language

With respect to the Arabic language and to our knowledge there has been no works treated effectively an
Arabic semantic classification. In fact, in literature available works are limited to some attempts of specialized
dictionaries without related to any theoretical semantic classification. We can note for example, the " »Mbb®P
HBIBICE/ fig.hu all~uyahi wa sir~u alcarabiy~ati” dictionary created by " pSh#i@m i Aabuw mansuwr
alO~agaAlibiy” which groups lexical units into thirty chapters. Each chapter is subdivided into sub-chapters
grouping together lexical units sharing the same semantic meaning. The chapter " fii_ ¥bfEbuCb I EFBHpP
6ipblF  GE_ mpiPIKp  Fa'Bln Melp i =Ybi  / fiy al~ibaAs wa maA yat~asilu bihi wa als~ilaAH wa maA
yan.DaAfu Ailay.hi wa saAyiri alAadawaAti wa aldAlaAti wa maA yuA.xaDu maA.xaDahaA" includes forty-
nine sub-chapters as " GEERE ®SHHy taq.siym aln~asiyj" "the division of tissues”, "nA@®binEEOHfiy tag.siym
alHiyaATari " "the division of sewing ", " b PAp6k np&d Pfiy taq.siym alxuyuwT wa tafSiylunaA " "the
division of thread and its peculiarities "....
" EYF bf EBF pHb6Mbfalmuc.jam alcarabiy lias.maA'i almalaAbis" is another Arabic dictionary specialized
in the classification of Arabic nouns of clothes. " g€ /gBp / rajab cabd Aib.raAhiym" the writer of this
lexical resource grouped more than 1250 clothes Arabic nouns.
5.2. lllustration of the Arabic semantic classification
5.2.1. Classification of Arabic arguments
In this section, we experiment the process of the semantic classification (see section 4.1) on the Arabic
language. We were interested in this experimentation on the ACONCRETEO hyper-class of arguments. This

102



hyper-class is also retained for the Arabic language from the classification of Gaston Gross. Among the object
classes belonging to the iCONCRETE® hyper class we note the fiClotheso class. Indeed, the Arabic verb "E3'
"to wear", represent the appropriate verb characterizing this object class. Thus, one meaning of this verb
describe an "ACTION" realized by a first "HUMAN" argument and highlighting another "CONCRETE"
argument. The example bellow illustrates three sentences detailed the mean of the "E3&' "to wear" verb:

(1) WiBS lipibt E3 Labisa alt~il.miydu alqub~acafia The pupil wears the hat
) % 1181 fipibt E3 Labisa alt~il.miydu alt~ufaHaha The pupil wears the apple
(3) WBF “fbf EB Labisa almaA 'u alqub~acatia The water wears the hat

All sentences (1), (2) and (3) are syntactically correct. But, only the sentence (1) is semantically acceptable.
Indeed, in sentence (1), a fipupil ” can fiwear a hat”, while in sentence (2) a “Pupil” cannot wear an “apple”
because an “apple” is an AAlimento so it can be eaten but not wean. Whereas, in sentence (3) the “water” is
an fiAliment/ waterd and cannot be wean. Those examples explicate the requirement of the creation of the
"Clothes" and the "Aliment" objects classes under the "CONCRETE" hyper-class. Thus, he "Clothes™ object
class includes all nouns that can be worn by a "HUMAN". Arabic verbs such as: “/b6/xalaca/to undress”
“NClpF/Air.tady /to dress”,” Edllabisa/to wear”, and nouns like: “ fEdkisad /cloth”, REIBlibaAs/weard,
“HSBaw.jbii/dress” characterize the iClotheso object class.

Arguments instances of the fClothesd object class can be: * #/Hidad /shoes”, “biffnag.l/sock”,
“Paxuf~ii/slipper”, “uN&ub~acahii/hat”, “bC HsirwaAli/pant”, “ Im/gqamiuSa/shirt”. Thus, the
appropriate verbs of the fiClotheso object class like “/b6/xalaca/to undress” “‘NGpf/Air.tady /to dress””
EBlabisa/to wear” can be correctly introduces the arguments instances list before. But in Arabic language,
some verbs select from the fiClothesd arguments instances a specific ones but cannot use all of them. For
example, the (G¥ / Ain.tadala / to wear shoes, bl /AiH.tady /to wear shoes) verbs cannot precede allof the
arguments instances "Clothes" but only <shoes> < ffulb>. Thus, the sentence (3 pdbFNA®) (he wear shoes
shirt) is semantically incorrect because (MAff /Ain.tagala / to wear shoes) is an appropriate verb to <shoes>
< Mub> class and (JpdbrfalgamiuSai/shirt) does not represent <shoes> < fub> but rather <fringues> <Mf@2>.
Therefore, it is necessary to create two objects classes under the "Clothes" namely <shoes> < fiub> and <
fringues > <MF(&.

The table 1 in following summarizes the previous idea:

Tablel: Appropriate verbs for the <shoes> <s/Malt> and <fringues> <<t object class

cpad ity LIEN ATy il

Examples of 'é labisa .—‘siﬁ.tadj' v:rh.J:r”r Airtady’ Aintacala
nouns * | fowsar | towearshoes | o wndress | fodress | towearshoes

A A A A A M

3 & & @ & @
| L K L L&
=" sock L L L L LS
s . crael gamiuSi A \ A A \
512 7 v | K v o| O L
E é M sisirwadli f .\. 2 f [ .\. )

£ | ifgub-acahil B . P P \

v hat L .\-" L | ) '\f’

5.2.2. Results of the Arabic semantic classification

In this section we present an example of the semantic classification ontology for Arabic language. The below
figure 5 illustrates some recognized hyper-classes and object classes using the proposed process of the
semantic classification (see section 4.1). This figure is created with the OWL ontology.
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Figure5: Examples of Arabic hyper-classes and object classes of arguments
As presented in the figure 5, a "CONCRETE" is a hyper class. Among the object classes founded under the
ACONCRETEDS hyper class we note the AClothesd and the fiAlimentsd subclasses. The AiClothesd object class is
subdivided into the following object-sub-classes: fiHead_wearo, fiFringueso, fiShoeso and fiOthers_Clotheso.
And so on for the other hyper and object classes.
Table 2 present the list of appropriate verbs and nouns related to the iCONCRETE" <clothes> class:

Table2: Appropriate verbs and nouns of the <clothes> object class

Appropriate
Object clasze: Verbs Nouns
Dol A S = [ 2] 9F | === | o | o2
labiza xalaza | Airtadav | jpaa | Aalb | Bawj | AfwaAb | kisaA | Aksi | ridad’ [ Ardiva
Clothes < isah b ' vah R
to wear to to dress wear(s) dress(es) clothe(s) apparel(s)
undress
g s i i =
. tabarna tajalba tabarqama faD.faAD ‘aAsi
G - :
£ za ba
% B ¥ towear | pqyear | 1O wear widish ample
= ’ the the veil
5 bumous
s.. . o5t ] 2lia EREEN = s
E % é ¥ Aintacala AiH tady HidaA AH divak nacl nigaA!
= :: = to wear to wear shoes shoes sock(s)
S| 2. = 5 s g Sz
2 e % tacam-ama raAs NIFis Hasir HaAf
= = 3
= | =3 to wear a hat head bare unshod
3
A Jus s Ces | el ey - BE B =5 | =
g :!% daraza bakala njl | mlavn | Agul | vad | vadayn | Awv.dy kaf | pafavn
E 4 to sew to buckle foot hand(z) forehand(s)

5.3. lllustration of the enrichment of the Arabic LMF dictionary

5.3.1. Arabic LMF standardized dictionary

The Arabic LMF standardized dictionary is a lexical resource conforms to the LMF standard 1SO-24613. The
model of this dictionary (khemakhem et al 2013) covers all lexical levels: morphological, syntactic, semantic
and syntactico-semantic. This dictionary contains about 37000 lexical entries among them 10800 verbs and
3800 roots.

5.3.2. Experimentation of the “SubjectField” based enrichment

In Arabic LMF standardized dictionary, three classes namely Definition, Context and SubjectField characterize
the sense of lexical entry. The Definition determines the meaning of sense. While the Context gives an
example of using sense. Regarding the SubjectField it describes the useds domain related to a given sense of a
lexical entry. The table below contains some examples of domains available in the Arabic LMF standardized
dictionary.
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Table3: Examples of available Subject Field in the Arabic standardized dictionary

Subject Field
In Arabic | Transliterated | In English
O HayawaAn Animal
B da Hagarak Insect
el nabaAt Plant
FETRTY han.dasak Geometry
fb Tab.x Culinary
L) s jua.raAf«yaA | Geography
(oo ga musiygaA Music
FEXEY) riyaADak Sport
b Tib Medicine
Kue das.kar Military

In the Arabic LMF normalized dictionary, the "cfpf " "Animal" "HayawaAn" and the "@EF" "Hagarak"
"Insect" SubjectFields can be grouped into the "animal™ hyper-class. It is important to indicate that the "&EF"
"Hagarak" "Insect” SubjectField corresponds directly to the object class named filnsectd and the "oipF "
"HayawaAn" "animal" SubjectField may correspond to the object classes: fiBirdo, iRodentso, fireptileso and
fiAquatic-animalso as shows in figure5.

The following figure 6 illustrates an example of the SubjectField based enrichment.

<lexicalntry 1d=";318"> Added Semantic class |

<kexicd The "o " "HayawaAn" "animal" SubjectField

<L <Lemmax
<feat att-"writtenForm" vakeihs Ba" 1> <feat att="writtenForn” wal="1,i%3" />
</Lenma <fLema>
<Sense id=";3L8PL"> RS Prsewwr— e
<SubjectField v <feat att="semanticRestriction” wal="inimal™/> |
R val=@> <hubjectField- i
. - - <feat att="label™ wal="]li52" />
</5ubjectField: |::> </3ubjectField= )
<Definition- <Definition>

<feat att="texc" val- J_,.u;. ._,_, gJ_u;A_‘I t.,l‘_lJBJ_?uM_”
._._p lj_A_IJ .,ul_ug_v.m_u_ll ._._p Jgj_h_ll yJJ_n_ﬁ_II .Jg_ul| ._,gJ_II
Sl SJLER. 1E0hg ey Biase Dt S5

<feat, at,t,— "text” val—’ J_,.u:- ._._y -;J_A..;A_‘I .,.I_Ug_._m._ll .
U_y -;_A_U .,ul_ug_v..a_u_ll U_y Jgih_ll 1).3_;_»_5_” .Jg_w| UgJ_”
nJl_w_._, ‘_,_,ll_w_u_l NESE I u\_,le_n_lIg ;lJ_.w FEPIF SN, T

Léj‘—:'?—?—ﬂ el ail. @i mal oo L, el aiise @i el 7o
<feat att="source” wal=": &)™ /> <feat att="source” wal=":i:1" />
</Definition> «</Definition>
< /Henaer </Bense
< /LexicalEntry: </LexicalEntry>
</Lexicorns

Figure 6: The SubjectField based enrichment applied to a sense of lexical entry

5.3.3. Experimentation of the analysis based enrichment

The analysis based enrichment is subdivided into two kind of enrichment. The first enrichment
appointed refined enrichment requires for the progress of its process the restricted list of verbs and
nouns in order to refine the primary enrichment carried out in the SubjectField based enrichment. Or
the second enrichment is exhaustive, concerning only non-enriched senses, uses the appropriate
verbs and nouns of the semantic classification in order to realize the semantic enrichment of the
dictionary.

The table 4 given in the following, contains the restricted list of appropriates verbs and nouns related
to the "opf " "HayawaAn" "animal™ arguments hyper-class.
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Table4: Restricted list of appropriate verbs and nouns of “Animal” hyper-class

Hyper | Restricted list of Object Restricted list of
class | appropriate nouns classes appropriate nouns and Sub-Object-classes
and verbs verbs
| pPIN
CA | COA | ppA Bird
_ PHFE PHE Rodents
£ oK Kok, Reptiles A
2 R pind bME Fish
Aquatic- Ol ‘l‘P 9‘—;@3'35\ Pisces
pend o animals i8Sk | wop | Ofphw Others-aquatic-
animals

The application of the process of the refined enrichment by using the restricted list of verbs and
nouns (table5 in yellow) on the last extracted fragment used in the SubjectField based enrichment
(figure 6) can give the enrichment presented in the following figure 7.

Enriched sense based on fiSubjectFieldo

Enriched sense based on refined enrichment

<LedIcalEntry id= palo = <lexicalEntry id="p318">
<Lemmas < Lemma-
<feat att="writtenForm™ wal="1,}%3" /3 <feat att="wrictenForm” wal="3, 355" />
</Lennas </Lenmar
Sense 1d="@318§l" - — — — <Sense id="H318P17x
<feat att="semanticRestriction” wal="Aniwmal"/> | <feat att="semanticRestriction” wal="Animal /Bird"/>
bublectflelf? . . <SubjectFields
<feat att="label™ wal="jl4i2" /> <feat att="label™ wal=".l i /s
</5ubjectFields </SubjectFields ’
<Definitiomn= . sDefinitiom:
<feat att="text” wal=' s 3l .,.l_.Jgj_;EA_u.
A ] <feat att- "text” wal=" J_,.Lb ._._g .;J_m_-a .,.I_Ug_._m_ll
U_y -;_A_U .,ul_ug_v..a_u_ll o b I p.JJ_n_ﬁ_II .Jg_w| UgJ_”

nJl_w_._, ,_,_,u_w_u_. NESETRE Lw_n_llg ;lJ_.w FESTF S T
LSS, el Mu. bl el o
<feat att="source” wal="]

S 153 otbyedBRa by eabhor 55 daln 3T uil
"J‘—“—*—P \.'-r“—“—‘J—‘ TR u—,‘LM—”s "J—w EEPIFRNE b U]
L3, danl p—;l—'i Ledag J_n.wl s

<feat att="source" wval=" ,_,_,_u_ll ir
</Definition>

</Benses

</LexicalEntrvs

Appropriate noun of the <Bird> object class

Figure 7: The refined enrichment applied to a sense of lexical entry

In the following, we present an experimentation of the exhaustive enrichment using the appropriate
verbs and nouns applied to non-enriched senses. The analysis of Contexts and Definitions of senses
related to a lexical entry in the Arabic LMF standardized dictionary by using the appropriate verbs
and nouns (table4) can identify the relevant semantic class.

An appropriate verbs of the <Clothes>

¢LexicalFn ‘LexicalEntry id=",7637> Semantic class

< Lenmas <Lenmas
<feat att="yrittenForn” val="s)is™ /> <feat att="writtenForn” wal="s)gs” /> i

< /L emmas <,-’Lemma_‘.p f ~

- . <3ense id=",TA3P1">

<Hense 1d="pT63P1"- <feat att="zemanticRestriction” wal="Concrete Clothes,Other_wear”/>

<Contexts . ) sOontexts
<feat att="text” wal="yy | Li,lis" S |::> <feat att="text” wal="j ) L1437 />

<fContexts £/Context>
<Definitione: <Definition-

«feat att="text” wal=" La fils & U350 -, <feat att="text” val=" L aids & J3%h1 " s
«feat att="source” wals=": i i~

i <feat att="source” val=";_;_é_°l|” i
< /Definitione: < /Tefinitiom:
g </iensex
</Les Anappropriate noun of the < Other wear > |</LexicalEntry>

Figure 8: The exhaustive enrichment applied to a sense of lexical entry
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5.4. Results
To test the performance of the carried out experimentation, we have realized a statistical evaluation.

Our Arabic standardized dictionary contains in total 34000 lexical entries including 62157 senses.
Concerning the SubjectField based enrichment experimentation; we have used 4 fiSubjectFieldo
(Animal, Insect, Plant and Culinary) among the 19 available in the Arabic dictionary. And for the
analysis based enrichment we have choice only the ACONCRETEO hyper class and specially the
fiClotheso object class to experiment the process of this kind of enrichment.

The table 5 below gives the statistical evaluation of the fiSubjectFieldd and the analysis based
enrichment.

Table 5: Evaluation of the enrichment

. . Analysis based
Subject_FleId based enr)i/chment
enrichment .
(exhaustive step)
Animal 197
Number of Insect 19
Subject Field Plant 242
Culinary 39
| Total 497
Correct assignment 454 90
Incorrect assignment 43 52
Recall 91,34 % 26 %
Precision 98 % 63 %

6. Conclusion and perspectives

In this paper, we have proposed an approach for the automatic enrichment of LMF standardized
dictionaries with semantic classes. This approach is composed of a semantic classification based on
the Gaston Gross studies and two types of enrichment. The first enrichment named SubjectField
based enrichment, takes advantages from the structure of an LMF dictionary where meanings
contain the domain of use of a lexical entry. The second enrichment called analysis based
enrichment, uses the features of the proposed semantic classification based on appropriates verbs
and nouns specifying each semantic class and applied to the available text components in the
dictionary.

We carried out experimentation, by using an available Arabic standardized dictionary. The obtained
results are satisfying concerning the SubjectField based enrichment. The synonymy based
enrichment can reduce the enrichment effort at thirds because on average, the synonymy relation
connects three or more senses.

In the future, we opted to achieve the experimentation on the others semantic classes of the proposed
semantic classification for Arabic language and to complete the rest of SubjectField existed in the
Arabic LMF standardized dictionary. In addition, we consider improving the analysis based
enrichment by adding more efficient syntactic-semantic analysis. Finally, we foresee that the
enrichment can offer the flexibility to create new oriented versions of the semantic knowledge
needed for different NPL applications.
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Collaborative Ranking between Supervised and

Unsupervised Approaches for Keyphrase Extraction
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Abstract

Automatic keyphrase extraction methods have generally taken either supervised or
unsupervised approaches. Supervised methods extract keyphrases by using a
training document set, thus acquiring knowledge from a global collection of texts.
Conversely, unsupervised methods extract keyphrases by determining their
relevance in a single-document context, without prior learning. We present a hybrid
keyphrase extraction method for short articles, HybridRank, which leverages the
benefits of both approaches. Our system implements modified versions of the
TextRank (Mihalcea and Tarau, 2004)—unsupervised—and KEA (Witten et al.,
1999)—supervised—methods, and applies a merging algorithm to produce an
overall list of keyphrases. We have tested HybridRank on more than 900 abstracts
belonging to a wide variety of subjects, and show its superior effectiveness. We
conclude that knowledge collaboration between supervised and unsupervised
methods can produce higher-quality keyphrases than applying these methods
individually.

Keywords: Keyword extraction, Keyphrase extraction, Hybrid approach,
Supervised methods, Unsupervised methods

1. Introduction

Keyphrases—also called keywords®—are highly condensed summaries that describe the
contents of a document. They help readers know quickly what a document is about, and are
generally assigned by the document's author or by a human indexer. However, with the
massive growth of documents on the Web each day, it has become impractical to manually
assign keywords to each document. The need for software applications that automatically
assign keywords to documents has therefore become necessary.

* Institute of Information Systems and Applications, National Tsing Hua University, Hsinchu, Taiwan
E-mail: {gerardo.ofc, yishin}@gmail.com

L A keyphrase is a phrase composed of one or more keywords. We will use the terms keyphrase and

keyword interchangeably in this paper.
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In this work we apply efficient and effective practices from supervised and unsupervised
methods to produce a hybrid system HybridRank. On the supervised side, we implement an
extension of the Nayve Bayes classifier originally proposed in KEA (Witten et al., 1999). This
classifier has shown to be practical to implement and can be extended for improved
effectiveness. On the unsupervised side, we apply the well-known TextRank (Mihalcea and
Tarau, 2004) algorithm with some modifications. TextRank is similarly practical to implement,
and can effectively extract keyphrases from texts regardless of their size or domain.

Each method contributes by providing a list of keyphrases for a particular text, sorted by
their rank or relevance as seen from each approach. Finally, a collaborative algorithm is
executed, in which the two keyphrase lists are merged to create an overall list of keyphrases
for that text. The merging algorithm thus takes into account the ranks given by both
approaches to each keyphrase and produces a final, collaborative score reflected by these
ranks.

We have tested HybridRank on a large number of abstracts belonging to scientific papers
across different domains. The results of our experiments show the effectiveness of the
proposed method and of the improvements made to the KEA and TextRank algorithms. Our
system obtained a higher precision and recall than both KEA and TextRank in most cases, and
obtained a higher precision and recall than at least one of these two methods in all the cases.
The evaluation of our system also shows how knowledge from supervised and unsupervised
approaches can be shared to produce keyphrases of better quality.

2. Related Work

Recent work on the automatic generation of keyphrases has been categorized as either
supervised or unsupervised.

Supervised methods for keyphrase extraction, in essence, make use of training
datasetsd a large corpus consisting of texts and their corresponding (previously assigned)
keyphrasesd to classify candidate terms as keyphrases. Two traditional methods in this
category are KEA (Witten et al., 1999) and GenEx (Turney, 2000). KEA uses a Najve Bayes
classifier constructed from two features extracted from phrases in documents: the TFIDF and
the relative position of the phrase. GenEx uses a steady-state genetic algorithm to build an
equation consisting of 12 low-level parameters. Even though KEA and GenEx perform
similarly well, KEA has shown to be more practical to implement, and has served as the base
for other supervised keyphrase extraction methods (Turney, 1999; Hulth, 2003; Nguyen and
Kan, 2007).

Other innovative supervised approaches have been proposed in recent years, ranging
from the application of neural networks (Jo, 2003; Wang et al., 2006; Jo et al., 2006; Sarkar et
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al., 2010) to conditional random fields (Zhang, 2008). Yih et al. (Yih et al., 2006) proposed a
multi-class, logistic regression classifier for finding keywords on web pages.

Unsupervised methods for keyphrase extraction rely solely on implicit information found
in individual texts. Simple approaches are based on statistics, using information such as term
specificity (Kireyev, 2009), word frequency (Luhn, 1957), n-grams (Cohen, 1995), word
co-occurrence (Matsuo and Ishizuka, 2004) and TFIDF (Salton et al., 1975). Other approaches
are graph-based, where a text is converted into a graph whose nodes represent text units (e.g.
words, phrases, and sentences) and whose edges represent the relationships between these
units. The graph is then recursively iterated and saliency scores are assigned to each node
using different approaches.

Mihalcea and Tarau (Mihalcea and Tarau, 2004) developed TextRank, a graph-based
ranking model that applies the PageRank (Brin and Page, 1998) formula into texts for
assigning scores to phrases and sentences. Wan et al. (Wan et al., 2007) proposed a method
that fuses three kinds of relationships between sentences and words: relationships between
words, relationships between sentences, and relationships between words and sentences. Wan
and Xiao (Wan and Xiao, 2008) also developed CollabRank, which improves the keyphrase
extraction task by making use of mutual influences of multiple documents within a cluster
context.

To our knowledge, all previous work has been either supervised or unsupervised.
Supervised methods have the advantage of learning from an already classified collection of
documents in order to find keyphrases for a new document, but in essence make no analysis of
individual text structure as done by unsupervised methods. HybridRank leverages the benefits
of both approaches for keyphrase extraction, applying a supervised keyphrase extraction
algorithm (KEA) and an unsupervised graph-based algorithm (TextRank).

3. Background

HybridRank makes use of two well-known and effective keyphrase extraction methods: KEA
(Witten et al., 1999) and TextRank (Mihalcea and Tarau, 2004). Each of these methods extracts a
list of keyphrases ranked according to each method's approach. A final list of keyphrases is
constructed from the collaboration between these two methods and the application of a merging
algorithm.

This section will explain the general frameworks for the KEA and TextRank algorithms.
The modifications made for these two methods in our work will be described in Section 4. For
briefness purposes, we present only a brief explanation of each algorithm, and suggest the reader

to refer to the original papers for more details.
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3.1 The KEA Algorithm
The KEA algorithm consists of a Nawve Bayes classifier that ranks phrases in order of their
probability of being keyphrases as learned from a training document set. KEA is divided into

four stages: candidate phrase generation, feature extraction, training and ranking.

3.1.1 Candidate phrase generation
The first stage in the KEA algorithm is the selection of phrases that are suitable for training and
extraction. To avoid overfitting, this filtering process is applied on both the training document

set and the input text to be analyzed.

3.1.2 Feature extraction

The features extracted from the candidate phrases generated in the previous stage are the heart of
the KEA algorithm; they serve as the learning base for the Nauve Bayes classifier and are used
for the extraction of keyphrases. The features originally extracted by Witten et al. (Witten et al.,
1999) for each phrase in their KEA algorithm were the TFIDF and the relative position in the

text.

3.1.3 Training

The training stage uses the training document set, which is composed of a collection of
documents with their manually-assigned keyphrases. First, phrases are generated from each
document in the set. The features for each phrase are then extracted and stored in a training

model.

3.1.4 Ranking
With the model having been trained, the Nayve Bayes classifier can extract keyphrases from a
new text by first selecting its candidate phrases and then extracting each phrase's features. The
model determines the probability of each phrase being a keyphrase using Bayes' formula with
the two extracted features.

The probability that a phrase is a keyphrase given that it has TFIDF T and relative
position R isthen calculated as:

P(T|k)-P(R|K)-Y )
Y+N '

P(k|T,R)=
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where P(T |K) is the probability that a keyphrase has TFIDF score T and P(R|K) isthe
probability that it has relative position R . Y is the number of phrases that were manually

assigned as keyphrases in the training document set and N is the number of phrases that were
not. An expression similar to equation (1) is used to calculate the probability that a phrase is not

a keyphrase ( P(—k | T, R) ).

The overall probability that a phrase is a keyphrase is then calculated with the following
formula:

B P(k|T,R) (2)
“PKkI|T,R)+P(—k|T,R)

The phrases are finally sorted in descending order of their probability scores.

P

3.2 The TextRank Algorithm

The TextRank algorithm was proposed by Mihalcea and Tarau (Mihalcea and Tarau, 2004). It is
a graph-based, unsupervised method for keyphrase extraction. We have divided the TextRank
algorithm into two stages to allow an easier comparison with our modifications: graph

construction and phrase ranking.

3.2.1 Graph construction
The first step carried out in the TextRank algorithm is the construction of a graph that represents
a text. The resulting graph is an interconnection of words and phrases T the vertices T with

significant relations T the edges.

3.2.2 Ranking
With the constructed graph in hand, a recursive algorithm is applied on it which assigns scores to
each node on the graph on each iteration until convergence is reached. This algorithm is derived
from Google's PageRank (Brin and Page, 1998), which determines the importance of a vertex
within a graph by recursively taking into account global information. In other words, the score
of one vertex in the graph will affect the scores of all vertices connected to that vertex, and
vice-versa.

Before starting the recursive ranking algorithm, all vertices in the graph are initialized with
a score of 1. Next, the algorithm is run on the graph for several iterations until it converges

within a certain threshold. In each iteration, the original PageRank formula is calculated for each
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vertex V,; ingraph G, as follows:

S(V,)=(-d)+d- Y.

I ANC)
ralout (v

where In(V,) is the set of vertices that pointto V,, Out(V,) is the set of vertices that V,

points to, and d is a damping factor, which is usually setto 0.85.

With final scores assigned to each vertex, they are sorted in descending order of this score.

4. Framework

HybridRank is divided into four main components:

1. Preprocessing

2. Supervised Ranking

3. Unsupervised Ranking

4. Merging
This section will describe the Preprocessing and Merging components in detail. For the
Supervised ranking and Unsupervised ranking components, only the specific modifications

made in our work will be detailed.

4.1 Preprocessing
All documents in the training document set, as well as the input text, are cleaned before being
processed by the other components. The following steps are performed in this stage:
1. HTML tags are removed.
2. All non-alphanumeric characters are removed, with the exception of punctuation marks
relevant to text structure and word meaning.

3. The cleaned text is sent to the supervised and unsupervised components.

4.2 Supervised Ranking
The supervised component of our system consists of a modified and extended version of the
KEA algorithm proposed by Witten et al. This section will describe the modifications we made

in each of the stages of KEA.

115



4.2.1 Candidate phrase generation
The way candidate phrases are selected in HybridRank has some variations from the procedure
followed by the original KEA method. We have carefully inspected the training document set
and have used this knowledge to construct a more effective filter for phrase selection (as is later
shown in the experimental evaluation). The following procedure is carried out:
1. Phrases composed of 1 to 4 words are extracted from each sentence when they comply
with the following criteria:
a. They do not contain any of a list of 539 predetermined stopwords.
b. They are composed of nouns, adjectives and/or verbs in their gerund or past
participle forms.
c. They do not contain words with less than 3 letters.
d. They do not contain words composed only of numbers and/or other non-letters.
e. They do not end with an adjective.
f. One-word phrases cannot be an adjective or a verb.
2. Each word in the extracted phrases is then converted to its stemmed form.

3. The phrases are passed as candidate phrases to the Feature Extraction stage.

4.2.2 Feature extraction
We have included two additional features to the learning scheme as proposed in other works: the
keyphrase frequency in the whole collection of texts (Frank et al., 1999) and the PoS tag pattern

(Hulth, 2003). Adding these two features produced better overall results in our experiments.

Keyphrase frequency
The keyphrase frequency of phrase P in document D is the number of times P s

manually assigned as a keyphrase in the training document set G , excluding D .

PoS tag pattern
The PoS (Part-of-Speech) tag pattern of a phrase P is the sequence of PoS tags that belong to

P . These tags are assigned to each word in P using a Part-of-Speech Tagger.

4.2.3 Training
Unlike the original KEA method, we do not discretize real-valued features (TFIDF and relative

position) into numeric ranges; we instead round these values to one decimal place. Experiments
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with both discretization tables and rounding to one decimal gave similar results, so we decided

to use rounding due to its simpler implementation and faster performance.

4.2.4 Ranking
With the two additional features (keyphrase frequency and PoS tag pattern) used in HybridRank,
an expression similar to equation (1) can be constructed. The probability that a phrase is a

keyphrase using all four features would then be calculated as:

P(T |K)-P(R|Kk)-P(S|k)-P(F|Kk)-Y 4)
Y +N '

where P(S|k) is the probability that it has PoS tag pattern S and P(F|k) the

Pk|T,R,S,F)=

probability that it has keyphrase frequency F . An expression similar to equation (4) is used to
calculate the probability that a phrase is not a keyphrase (P(—k | T, R, S, F)).

The TFIDF and relative position values are rounded to one decimal place in both the
trained model and in the current phrase. Since the keyphrase frequency is a non-negative integer,
no rounding is performed. Finally, the PoS tag pattern value has to be an exact string match with

the one in the trained model.

4.3 Unsupervised Ranking

The unsupervised ranking component of HybridRank is an implementation of the TextRank
algorithm proposed by Mihalcea et al. for keyphrase extraction. This section will detail the
configuration used in our system for the first stage (graph construction) of the TextRank

algorithm. No modifications were made to the ranking stage described in Section 3.2.2.

4.3.1 Graph construction
The parameters we have used for the graph construction in our implementation of TextRank
presented the best results in our experiments. The following configuration was used:

¢ The graph is unweighted and undirected.

o Two types of vertices are added to the graph: words and phrases.

e Maximum phrase size is 4 words; they can only be composed of nouns and adjectives.

e The words added to the graph and those in the phrases cannot be any of the 539

predetermined stopwords.

o The relation between words and phrases is the co-occurrence, i.e. the maximum distance
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(in words) between two text units. The value used for co-occurrence is 2.

4.4 Merging
The merging component is the core of HybridRank. Once the two keyphrase lists are generated
by KEA and TextRank, they are combined into a single list using a merging algorithm. The
overall list is the result of the collaboration between a supervised and an unsupervised approach
for keyphrase extraction.

The two main stages in the merging component are keyphrase list merging and

post-processing. We illustrate the procedure with an example for easier understanding.

4.4.1 Keyphrase list merging

The first step performed in the merging stage is to add missing keyphrases to each
keyphrase list, which results in two lists of the same size and with the same keyphrases, but in
different order. In other words, keyphrases that appear in the KEA list which are not in the
TextRank list are appended to the TextRank list, and vice-versa. Missing keyphrases are added to
each list in the same order of their original list; their corresponding scores are marked with a flag
to indicate that these phrases were not in that list before.

Next, a reordering of the two lists is done by giving more priority to those phrases that
appear in both lists. Assuming that the two lists are already sorted, the reordering is done by

applying the following algorithm to each list L :

1: reorderedK= {} 2:
existentk = {}

3: inexistent K = {}

4: for each phrase P in L P do
5: if exists in both lists then
6: existentK .append( P )

7: else

8: inexistent K . append( P )

9: end if

10:end for

11: reorderedK .append( existentK )
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12: reorderedK .append( inexistent K )
13: L <« reorderedK

The previous algorithm partitions each list into two sections, leaving phrases that appear
on both lists on top, and phrases that only appear in one list on the bottom. It is worth pointing
out that the original order of the phrases is maintained in each partition.

Finally, the two keyphrase lists are merged into a single list based on the order in which
each phrase appears in both lists. Given phrase P with position i in the KEA list and with

position j in the TextRank list, three different merging methods can be used to assign an

overall position kK to P:

e Average: k = (i + j)/2
e Min: k=Mifi j)
e Max: k = Max(i, j)

Once the new HybridRank position k has been calculated for every phrase in the text, the

phrases are sorted according to this new position. If two phrases have the same value for K , as
it often occurs, then a tie-breaker is used. The tie-breakers have the following precedence: KEA

score, TextRank score, TFIDF value, and finally alphabetical order.

4.4.2 Post-processing

In the final stage of HybridRank, a post-processing filter is applied on the final list of keyphrases.
First, any phrase that is a subphrase of a higher-ranking phrase is removed from the list. For
example, if the phrase bass diffusion has a higher ranking than the phrase bass, then the latter is
eliminated.

Second, any phrase that exists in a predetermined stop-phrase list is removed. The stop-
phrase list is a list of words and phrases that will rarely or never be keyphrases by
themselves. We have identified 28 stop-phrases, which consist of frequent nouns and noun
phrases found in the training documents that were never assigned as author keyphrases. These
phrases are different to stopwords in the way that when combined with other words they may
become keyphrases. Stopwords, on the other hand, are removed in a previous stage because they

will rarely or never be part of a keyphrase. For example, the words research and method are
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stop-phrases and not stopwords, because they are too general to be keyphrases, unless combined

with other word(s), such as in photonics research or kernel method.

5. Experiments

5.1 The Corpora

Two different document collections were used for our experiments: the IEEE Xplore collection
(1,606 documents) and the Hulth 2003 collection (2,000 documents). The documents consist of
abstracts in English from journal and conference papers of various disciplines with their
corresponding, manually-assigned keyphrases. Of the total number of abstracts, 1,822 were used
for training (to construct the trained model), 917 for testing, and 867 for validation (to evaluate
different parameters in the methods used and select the values with the best performance); this
assignation was made by random sampling.

Some statistics relevant to the analysis of our experiments were extracted from the
collections used. The statistics show that T in general T only 51% of the manually-assigned
keyphrases are actually contained in the abstract text in their stemmed forms. With this
knowledge, it can be deducted that the precision of any keyphrase extraction method will rarely
surpass this percentage on these corpora, which presents a difficulty for adequate evaluation. For
the purpose of carrying out a fairer evaluation, a utopian subset was selected from the testing set.
Each of this subset's abstracts must contain at least one of the manually-assigned keyphrases in
the text. Additionally, an average of 7 keyphrases were manually assigned for each abstract by
either authors or other human annotators, which correspond to roughly 6% of the total number of

words per abstract.

5.2 Experimental Setup
For evaluating the performance of HybridRank, we have performed experiments on the utopian
subset using two other keyphrase extraction methods: KEA and TextRank. HybridRank has been
separated into three different merging methods, which we evaluate individually: average, min
and max.

To further break down our evaluation, we have performed experiments using the original
procedures stated in the KEA and TextRank papers, and compared their performance with our

modified versions. Additionally, we separated the evaluation of the KEA and HybridRank
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methods by using two different feature sets for the Nauve Bayes classifier: the Base Feature Set

(New) and the PoS Tag Feature Set.

Base Feature Set (New)
Only the TFIDF, relative position and keyphrase frequency are taken into account when

calculating equation 4 in Section 4.2.4.

PoS Tag Feature Set
Only the TFIDF, relative position and PoS tag pattern are taken into account when calculating

equation 4 in Section 4.2.4.

The three measures used in our evaluation were the precision, recall and F-score. We
compare the output keyphrases of each method with those in the manually-assigned list; the
keyphrases in each list are previously stemmed. The number of keyphrases extracted per abstract
corresponds to 6. This way of selecting the number of output keyphrases presented the best

results.

5.3 Evaluation and Discussion
The results for the Hulth 2003 dataset are shown in Figure 1. For this dataset, HybridRank
obtained the highest precision, recall and F-score when using the Max merging method. This
best performance was obtained when applying either the Base Feature Set (New) or the PoS Tag
Feature Set on KEA. It can also be observed in Figure 1 that our modified versions of both KEA
and TextRank performed better than the original ones.

Figure 2 displays the results for the IEEE Xplore dataset. In this dataset, when applying the
Base Feature Set (New) on KEA and using the Min merging method, HybridRank performed
better than the other methods. However, when applying the PoS Tag Feature Set, the original
KEA method outperformed the others. This is probably due to the fact that the IEEE Xplore
dataset has a greater variety of subjects than the Hulth 2003 dataset. This wide range of subjects
causes the Keyphrase Frequency attribute T applied on the Base Feature Set (New) T to become
less meaningful (Frank et al., 1999), thus allowing the PoS Tag Feature Set to predict a phrase's
class (keyphrase or non-keyphrase) with higher accuracy. Overall, our method performed better

than either KEA or TextRank in all of the cases.
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Figure 1. Precision, recall and F-score on the Hulth 2003 dataset. The left
corresponds to the Base Feature Set (New), the right to the PoS Tag Feature Set.

20.00% 25.00%

18.00%

16.00% 20.00%

14.00%

12.00% 15.00%

10.00%

8.00% 10.00% |- Z e

6.00%

4.00% 5.00%

2.00%

0.00% R — 2 0.00% - Z

Precision Recall Fscore Precision Recall Fscore

B HybridRank (Avg) 12.46% | 17.46% | 14.54% ' BHybridRank (Avg) | 11.66% | 16.39% | 13.63%
D HybridRank (Max) 11.83% [ 16.44% | 13.76% | DHybridRank (Max) 11.28% 15.79% | 13.16%
OHybridRank (Min) [ 12.47% | ] B03% T 1aa% 1 OHybridRank (Min) | 12.12% | 17.09% | 14.18%
SKEA (modified) 11.81% 17.32% 14.05% SKEA (modified) 14.02% 19.58% 16.34%
Losth el it
BIKEA (original) 10.42% 14.89% 12.26% ‘ BIKEA (original) [ 15.01% | | IT13% | | 5% ]
@TextRank (modified) 9.73% 12.92% 11.10% @TextRank (modified) 9.73% 12.92% 11.10%
mTextRank (original) | 9.28% 12.35% | 10.60% mTextRank (original) | 9.28% | 12.35% | 10.60%

Figure 2. Precision, recall and F-score on the IEEE Xplore dataset. The left
corresponds to the Base Feature Set (New), the right to the PoS Tag Feature Set.

6. Conclusions and Future Work

In this paper, we have described and evaluated a hybrid keyphrase extraction method:
HybridRank. Our results show that collaboration between a supervised and an unsupervised
approach can produce high-quality keyphrase lists for short articles. We have compared the
performance of HybridRank with two other well-known keyphrase extraction methods T KEA
and TextRank T and showed that HybridRank obtained a higher precision, recall and F-score
when applied on the Hulth 2003 dataset.

On our second dataset (IEEE Xplore), the original KEA algorithm performed better than
HybridRank and TextRank when using PoS Tag Patterns because this dataset contains a wide
range of domains, affecting the performance of the Nayve Bayes classifier when using the Base

Feature Set (New). Our method, however, outperformed in all cases either the supervised (KEA)
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or unsupervised (TextRank) approaches. Furthermore, doing some modifications to KEA and
TextRank improved their performance in most cases as compared to the original methods
proposed by their authors.

We can conclude that HybridRank performs the best when the unsupervised component
outperforms the supervised component. Additionally, merging KEA's and TextRank's keyphrases
with the Min or Max methods produced better results than using the Average.

Among our planned future work is adopting a weighting mechanism to both components,
so as to have biased merging, either towards the supervised component or towards the
unsupervised one. Another approach we have considered is to implement different (and newer)
methods for the supervised and unsupervised components (see Section 2), so as to maximize the

overall performance of the HybridRank system.
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Semantic Representation of Ellipsis

in the Prague Dependency Treebanks

Marie Mikulova*

Abstract

This article answers the question what is and what is not ellipsis and specifies
criteria for identification of elliptical sentences. It reports on an analysis of types of
ellipsis from the point of view of semantic representation of sentences. It does not
deal with conditions and causes of the constitution of elliptical positions in
sentences (when and why is it possible to omit something in a sentence) but it
focuses exclusively on the identification of elliptical positions (if there is
something omitted and what) and on their semantic representation in a treebank,
specifically on their representation on the deep syntactic level of the Prague
Dependency Treebanks. The theoretical frame of the approach to ellipsis presented
in this article is dependency grammar.

Keywords: Ellipsis, Semantic Annotation, the Prague Dependency Treebanks.

1. Introduction

The analysis of well-formed sentences, some of whose constituents are missing, has been of
central concern to computational linguists at least since the beginnings of the work in formal
grammar. There has been a considerable amount of research on ellipsis from a variety of
perspectives. Different approaches to an explanation of the procedures involved in assigning
representations to sentences containing deletions have been developed (see, for example,
Berman T Hestsvik, 1992 and Lappin T Benmamoun, 1999) but they have been mostly
designed within the framework of constituency grammar.

The theoretical frame of our approach to ellipsis is dependency grammar. The
dependency-based approach offers a totally different perspective on ellipsis. The
constituency-based approach assigns more empty positions. The so-called gaps are assigned
particularly when two constituents cannot be bracketed because they do not occur one next to
the other in the surface form of a sentence. This discontinuity of two constituents does not
impede the construction of a dependency tree. Only those gaps are perceived as ellipses when

* Charles University in Prague, Faculty of Mathematics and Physics, Institute of Formal and Applied
Linguistics, Czech Republic; E-mail: mikulova@ufal.mff.cuni.cz.
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one of the constituents is not expressed at all in the surface form of the sentence. Thus, only a
small part of the gaps (identified by constituency-based approaches) overlaps with the types of
ellipses that have been defined by means of dependency syntax.

This article answers the question what is and what is not ellipsis in dependency grammar.
It reports on an analysis of types of ellipsis from the point of view of semantic representation
of sentences in a dependency treebank. We identify a boundary between the grammatical
ellipses on the one hand and the accidental omissions on the other. We will distinguish
morphological, surface and deep syntactic features of ellipses.

2. What is Ellipsis?

In attempting to characterize elided sentences in natural language we are faced with the
problem of explaining how speakers or recipients are able to represent and interpret linguistic
objects which, at least on the surface, are not present. We believe that one of the major
questions is related to the reason why we suppose that something is missing in a sentence.
There is an expectation of a certain lexical position to be realized, but this expectation is not
fulfilled. However, who is the subject/bearer of the expectation? The speaker, the recipient, or
the linguist? Such questions are also asked by Hlavsa (1981) who offers convincing reasons,
saying that the subject that performs an analysis of ellipsis in a sentence can only be the
linguist. Neither the speaker nor the recipient are aware of the presence of ellipsis (in terms of
information that is being communicated). Sentences that are incomplete from the grammatical
viewpoint (e.g. Mary likes Bach, Susan Beethoven.) still maintain their information value.
Thus, the basic characteristics of ellipsis can be defined as incompleteness from the
perspective of the grammatical system of the language. We do not claim that sentences cannot
be analyzed from the viewpoint of their informational completeness. However, we refer to the
types of elision that are supported by the grammatical system of the language and distinguish
them from those that lack such a support (accidental omissions caused by a sudden
interruption of a dialog for example).

If we say that ellipsis is a grammatical incompleteness, we have to specify the
corresponding grammatical representation for each sentence. Therefore, we are going to
analyze surface form of a sentence and search for a theoretical representation of this sentence
in the grammatical system. Then it will be possible to give an unambiguous and reliable
definition of ellipsis based on the relation between a particular surface form of a sentence and
its description in the grammatical system. Our representation of a sentence is based on a solid,
well-developed dependency syntax theory which is known as Functional Generative
Description (for a detailed account of this framework, see e.g. Sgall et al. (1986)). This formal
theoretical approach has already been applied to an analysis of multifarious linguistic
phenomena, mostly concentrated on Czech but also in comparison with English, Russian or
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some other languages. In the Functional Generative Description, the grammar has been
described as a system of several layers. We work with three layers: morphological layer and
two structural layers (surface and deep syntactic layer). Each layer has its own syntax. At each
layer, the elementary units combine into complex units. In a simplified way, a complex unit of
each layer consists of an autosemantic (lexical) base and function elements. At the syntactic
layers, each complex unit of a sentence is classified as a governor or a dependent in relation to
another one.

In our approach, ellipsis is an empty, non-expressed position in a sentence representation
at the given grammatical layer (and what is beyond the boundary of the grammatical system,
what is not defined in that system, it cannot be (grammatical) ellipsis; we treat accidental
omissions, etc. here). Ellipsis is a relation; something is missing, because something else in
the given sentence representation needs it for building complete complex unit or complete
dependency structure. For example, at the morphological layer, a suffix or prefix cannot exist
without a base word. Therefore, in the example pre- and post-election discussion, we analyze
ellipsis of base word to the expressed prefix.

At the syntactic layers, we distinguish two pairs of ellipses:

A. Forming unit ellipses:

1. Ellipsis of an autosemantic base to a function element

2. Ellipsis of a function element to an autosemantic base

B. Dependency structure ellipses:

1. Ellipsis of a governing unit to a dependent (structural ellipses)

2. Ellipsis of (an obligatory) dependent to a governing unit (valency ellipses)

We define forming unit ellipses at both syntactic layers. At the surface syntactic layer, a
complex unit consists of an autosemantic verb with its auxiliary verbs; prepositions are
connected with nouns. So, we analyze ellipsis of an autosemantic verb to an auxiliary verb
(type A.1) and ellipsis of an auxiliary verb to an autosemantic verb (type A.2); ellipsis of a
noun to a preposition (type A.1) and ellipsis of a preposition to a noun (type A.2). As one deep
complex unit, we treat idioms and connections of an autosemantic verb with a modal or phase
verb.

The ellipsis of a governing unit to a dependent (type B.1) is the main type of ellipses at
the surface syntactic layer. The ellipsis of an (obligatory) dependent to a governing unit (type
B.2) is the main type of ellipses at the deep syntactic layer. Here, the ellipsis is a matter of
valency (we work with the theory of valency that was treated particularly by Panevov§ (see
Panenovs, 1980; see also Uregovs, 2011, about valency in the Prague Dependency Treebank).
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3. Types of Ellipses

Ellipses are classified (as morphological, surface and deep syntactic) according to the layer of
the grammatical system that has been assigned to the empty position. Table 1, 2 and 3 include
a brief summary of the defined types of ellipsis with some simple examples that give a
sufficient illustration of these types (the elided text is in square brackets).

Table 1. Morphological ellipses.

Word ellipses

Ellipsis of end of word to prefix pre-[election] and post-election discussion
Ellipsis of beginning of word to suffix in terms of the context([context]s)

Ellipsis of part of composite word two-[seater] or four-seater car

Table 2. Surface syntactic ellipses.

Forming unit ellipses

Ellipsis of auxiliary verb to autosemantic verb | Peter will go to Prague and [will] visit his

mother there.

Ellipsis of autosemantic verb to auxiliary verb [ (Will you go?) Yes, I will [go].

Ellipsis of noun to preposition in front of [camera] and behind the camera

Ellipsis of preposition to noun in Prague and [in] Pilsen

Ellipsis of verb to subordinating conjunction We know, when [she came] and why she
came.

Ellipsis of subordinating conjunction He said, that they would come and [that

in dependent clause they would] stay the night.

Ellipsis of second paratactic element Go away otherwise... [?]

Structural ellipses

Ellipsis of governing verb Mary likes Bach, Susan [likes] Beethoven.

Ellipsis of governing noun Central [Europe] and Eastern Europe
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Table 3. Deep syntactic ellipses.

Forming unit ellipses

Ellipsis of modal verb to autosemantic verb Peter wants to relax and [wants to] listen
to music.

Ellipsis of autosemantic verb to modal verb (Stay the night.) I could not [stay].

Ellipsis of part of idiom They buried [the hatchet] and then dug

up the hatchet again.

Valency ellipses

Textual ellipsis (Did the shop assistant pack the book?)
Yes, he did [what-the book].

General argument Jane sells at Bata [what] [to whom].

Control The company planned [who-the

company] to increase production.

Reciprocity John a Mary met [who-each other].

4. The Prague Dependency Treebanks

The Prague Dependency Treebank (PDT) is the first complex linguistically motivated
treebank capturing also the deep syntactic structure of sentences. It is based on a dependency
syntactic theory, on the Functional Generative Description. The treebank consists of
continuous Czech texts mostly of the journalistic style analyzed at three layers of annotation:
morphological (m-layer); surface syntactic (analytical, a-layer) and deep syntactic
(tectogrammatical, t-layer). In addition to these three annotation layers there is also one
non-annotation layer, representing the firaw-texto. At this layer, called word layer (w-layer),
the text is segmented into documents and paragraphs and individual tokens are recognized and
associated with unique identifiers. At the m-layer each sentence is provided with
morphological categories (lemma, tag). At the a-layer, a dependency tree captures surface
syntactic relations such as Subject, Object, and Adverbial. The highest t-layer contains all the
information that is encoded in the structure of the sentence and its lexical items. So, this layer
captures the deep, semantico-syntactic structure, the functions of its parts, the fdeepd
grammatical information, coreference and topic-focus articulation including the deep word
order. Figure 1 displays the relations between the neighboring layers as annotated and
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represented in the data. Thus, for example, the Czech sentence Byl by sel dolesa, literally in
English: 6He-was would went toforest.0 contains past conditional of the verb ji& (byl by Se/
6he-was would wentf) and a typo (dolesa Gtoforestd).
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Figure 1. Linking the layers in PDT.

The total number of sentences annotated at all the three layers is 49,442, amounting to
833,357 (occurrences of) nodes. The PDT version 1.0 (with the annotation of the first two
layers; Hajil et al., 2001) is available from the Linguistic Data Consortium, as is the version
2.0 (with the annotation of the third, deep syntactic layer; Hajil et al., 2006). The latest
version PDT 3.0 (Bejlek et al., 2013) with some additions (textual coreference, discourse
relations, genre specification, multiword expressions) is available from the LINDAT/CLARIN
repository. A similarly based annotation has been used for other Prague treebanks. The Prague
Czech-English Dependency Treebank (Hajil et al., 2011) contains parallel PDT-like
annotations of English texts (Wall Street Journal part of Penn Treebank) and of their
professional translation to Czech. The Prague Dependency Treebank of Spoken Czech (it is
planned to be released at the end of 2014) contains spontaneous dialogue speech, transcribed,
reconstructed and further annotated in the PDT style.
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5. Capturing Ellipsis Techniques

In the Prague Dependency Treebanks, ellipsis is treated at the highest t-layer. All types of
ellipses given in Section 3 (excluding some minor exceptions) are captured at this layer. The
principles of the build-up of the lower layers in PDT (namely that the number of nodes at
these layers is identical to the number of tokens in the sentence) do not allow capturing ellipsis
by an addition of a node (which is the most intuitive way of capturing ellipsis in corpora).
Therefore, at the m-layer and a-layer, ellipsis is indicated only by a special attribute at such an
expressed node that cannot be annotated according to usual rules because of an ellipsis in the
sentence. At the t-layer, ellipses are represented by the linking the nodes of the highest t-layer
with the nodes of the lower a-layer (Section 5.1) and by added nodes at the t-layer (Section
5.2).

5.1 Links of the t-layer to the a-layer

The relation between the t-layer and a-layer is rather complex. The linking between the layers
is not only a technical question, but it carries a piece of linguistic information. It captures the
transition from the (linguistic) meaning of a sentence to its form, transition from the deep
syntactic structure to the surface expression. The basic principle of linking is as follows: there
is a link from the t-node (node at the t-layer) to each a-node (node at the a-layer) that
influences the value of some of its attribute. Based on the type of attribute that is influenced
by the a-node two types of links to the a-layer are differentiated:

- lex = link to the a-node from which the t-node got its lexical meaning (or its biggest
part). The a-node influences the value of the lemma attribute. Usually it is an a-node
that represents an autosemantic word (noun, adjective, verb, adverb).

- aux = links to remaining a-nodes that influence values of attributes of the given t-node.
Typically, the a-nodes affect values of syntactic and morphological attributes, such as
functor (deep syntactic function), subfunctor (detailed classification of functors) and
gram (the structure of attributes, the so-called grammatemes, which capture deep
grammatical correlates of the morphological categories). These are usually a-nodes
representing prepositions, conjunctions, auxiliary verbs, supporting expressions.

For example, in Figure 1, there are three links from the t-node representing the verb jit
0to_god: to the a-node representing word se/ éwentd, to the a-node representing word by
6wouldd and to the a-node representing the word byl dhe-wasd. The link to the first mentioned
a-node (sel dwentd) is lex type; the other two links are aux types.
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Figure 2. PDT-annotation: John would send a letter to Mary and Paul to Peggy.
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Figure 3. PDT-annotation: Schools in Prague, Pilsen and Bratislava.

There may be more links to one a-node T from various t-nodes. It happens in case of an
ellipsis. For example, in the second clause of the sentence John would send a letter to Mary,
Paul to Peggy., a t-node will be added for the elided governing verb and there will be a
lex-link from this added t-node to the a-node representing the word send and aux-link to the
a-node representing the word would. The identical links will also be used in case of the t-node
that represents a governing verb in the first clause. Thus there are two double links to a-nodes
representing the words send and would from the t-layer and this is the way we capture the
textual ellipsis of a governing unit (along with the addition of the t-node). In this case, the
main indicator of ellipsis in the sentence is of course the added t-node. However, the textual
ellipsis itself is captured by the double links to the a-layer (by the lex-link to the a-node from
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the added t-node). See Figure 2; the linking a-nodes are written in green (lex-link) and orange
(aux-link) color by each t-node.

Some types of ellipses are only captured via links to the a-layer. For example, the fact
that prepositions in the fragment Schools in Prague, Pilsen and Bratislava. are not repeated, is
represented only by an aux-link to the expressed preposition from each of the t-nodes that
represent the names of cities (there is a link to the preposition in from three t-nodes; see
Figure 3).

5.2 Addition of Nodes

In order to capture the whole meaning of a sentence, it is sometimes necessary to add t-nodes
that lack their direct counterpart at surface form of sentence (at the a-layer). We distinguish
two basic types of added t-nodes:

-copy = a t-node that has the same values of certain attributes (lemma, some
grammatemes and valency frame) as an expressed t-node. We call this added t-node a
ficopyo of that t-node. There are double lex-links to the a-node that represents
expressed copied word.

- substitute = an artificial t-node to which one of the following lemma substitutes has
been assigned:

a. #EmpNoun; #EmpVerb
b. #Cor, #Gen, #Oblfm, #PersPron, #Rcp

Various types of ellipsis are captured by various types of added t-nodes. The textual
ellipsis of governing verb or noun is captured using ficopyo t-nodes. The system ellipsis (with
no antecedent) of governing verb or noun is captured using fsubstituted t-node with a lemma
substitute mentioned in the list a) above. The various types of valency ellipses are captured
using t-nodes with a lemma substitute mentioned in the list b). In case of textual ellipsis, there
is a coreference (anaphora) arrow from the added t-node to the t-node representing expressed
unit (anaphor).

In the tree, t-nodes representing expressed words are drawn as circles; added t-nodes are
drawn as squares. In Figure 2, there is an example of capturing a textual ellipsis of the
governing verb. In the second clause, there is an added t-node representing the governing verb
and this t-node is a copy of the t-node representing the expressed verb in the first clause. The
system ellipsis of the governing verb is captured in Figure 3. There is an added t-node with
#EmpVerb lemma substitute on the governing verb position.
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In Figure 2, there is also an example of textual valency ellipsis. The elided Patient letter
(in the second clause) is captured using an added t-node with #PersPron lemma. There is a
coreference arrow from the added t-node to the expressed Patient in the first clause. A similar
example of textual valency ellipsis is also in Figure 4.

6. Summary of Representation of Ellipsis

This section brings an overview of the ways the defined ellipses (see the summary in Section 3)
are represented at the t-layer. Structural ellipses (type B.1 in Section 2) are always captured by
an addition of a ficopyo or a fisubstituted t-node (see Table 4; if the ellipsis is captured by a
t-node with a lemma substitute, only the lemma is mentioned in the table). Valency ellipses
(type B.2 in Section 2) are always captured by an addition of a t-node with a lemma substitute;
the overview of valency types of ellipses and their lemmas substitute is presented in Table 5.

Table 4. Representation of structural ellipses in PDT.

Textual ellipsis | System ellipsis
Ellipsis of governing verb copy t-node #Emp\erb
lex-link no lex-link
Ellipsis of governing noun copy t-node #EmpNoun
lex-link no lex-link

Table 5. Representation of valency ellipses in PDT.

Obligatory argument #PersPron

coreference arrow

Controlled argument #Cor

coreference arrow

Reciprocity #Rcp

coreference arrow

General argument #Gen

no coreference arrow
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At the t-layer, we also capture both types forming unit ellipses: surface syntactic
(forming unit ellipses in Table 2) and deep syntactic (forming unit ellipses in Table 3). The
method of capturing is similar for both types. The ellipsis of an autosemantic base to a
function element (type A.1 in Section 2) is captured according to the same rules that apply to
the ellipsis of a governing verb or noun, i.e. with the help of the ficopyo t-node (in case of
textual ellipsis) or Asubstituted t-node with the #EmpVerb or #EmpNoun lemma (in case of
system ellipsis). There are aux-links to a-nodes representing expressed function elements. For
a clear overview, see Table 6. An example of capturing an ellipsis of an autosemantic base to a
function element is in Figure 4. There is an ellipsis of the verb obtain to the modal verb want
in the second clause.

Ellipses of a function element to an autosemantic base (type A.2 in Section 2) are always
captured only by means of links to the a-layer. See the example Schools in Prague, Pilsen and
Bratislava in Figure 3 where ellipsis of a preposition to nouns is captured.

Table 6. Ellipsis of autosemantic base to function element in PDT.

Textual ellipsis System ellipsis
copy t-node #EmpVerb / #EmpNoun
lex-link no lex-link
aux-links aux-links
o
and
COMJ
an
obtain obtain
PRED_ M FRED M
obtain obtain
Karel book #PersPron #PersPron
ACT PAT ACT PAT

Karel book he

Figure 4. PDT-annotation: Karel can obtain the book and he wants to.
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The majority of the defined types of ellipses (see their summary in Section 3) is captured
in the PDT. However, the morphological word ellipsis (see Table 1) still remains unannotated.
We suggest that special morphological tags should be implemented to resolve the cases when
only a part of a word (prefix, suffix, ending, part of a composite word) is separated as an
individual lexical unit based on the principle of tokenization fifrom a space to a spaced. Next,
we suggest capturing the word ellipses in a similar way to the representation of ellipsis of an
autosemantic base to a function element (see Table 6). The lemma of the t-node representing
the elided word should get a non-elided, full lexical form and the lexical and morphological
attributes of this t-node should correspond to a non-elided reconstructed form. There should be
a lex-link to a-node representing a non-elided word (in case of textual ellipsis) or there should
be no link at all (in case of system ellipsis). The a-node representing the expressed part of a
word (prefix, suffix, ending, part of a composite word) should be captured as an aux-linking
a-node.

7. Conclusion

In the article, we delimitate the theoretical basis of ellipsis, bring a productive classification
and describe its semantic representation in the Prague Dependency Treebanks.

The Prague Dependency Treebanks has already been used in many projects, both in linguistics
research and for the development of NLP learning algorithms and software tools. The
analytical and later the tectogrammatical layer has been used as a basis for conversion to the
well-known CoNLL format in the 2007 and 2009 shared tasks (Hajil et al., 2009). In these
shared tasks, over 30 parsers and SRL tools have been created, as described in the proceedings
of CoNLL 2007 and CoNLL 2009 Shared Tasks. Parallel Czech-English Dependency
Treebank has been also used for learning parsers and sematic role labelers, which have in turn
been used for machine translation projects (Bojar et al., 2009; Tamchyna et al., 2014; Marelek,
Popel, GabokrtskT, 2010). Based on the data and experience with the PDT, a new multilingual
treebank HamleDT with 30 treebanks in different languages have been converted to a uniform
format and made available (Rosa et al., 2014).
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Sketching the Dependency Relations of Words

in Chinese
Meng-Hsien Shih* and Shu-Kai Hsieh*

Abstract

We proposes a language resource by automatically sketching grammatical relations
of words based on dependency parses from untagged texts. The advantage of word
sketch based on parsed corpora is, compared to Sketch Engine (Kilgarriff, Rychly,
Smrz, & Tugwell, 2004), to provide more details about the different usage of each
word such as various types of modification, which is also important in language
pedagogy. Although some language resources of other languages have attempted to
sketch words based on parsed data, in Chinese we have not seen a resource for
dependency sketch of words in customized texts. Therefore, we propose such a
resource and evaluate with Chinese Sketch Engine (Huang et al., 2005) in terms of
corresponding thesaurus function.

Keywords: Dependency grammar, Grammatical relation, NLP tools/resources.
1. Introduction

Syntagmatic relational information has been the focus of the interface studies of syntax and
semantics. With the rapid development of corpora, various corpus query, profiling and
visualization tools have emerged quickly over the past years. Among these tools, Word Sketch
Engine (Kilgarriff et al., 2004; Huang et al., 2005) has provided an effective approach to
quantitatively summarize grammatical and collocation behavior . The provided functions
include Concordancer, Word Sketch, Sketch Diff, Thesaurus, and other web corpus crawling
and processing tools.

Previous literatures have revealed that corpus linguistics has benefited greatly from
Chinese Sketch Engine (Hong & Huang, 2006). Although proprietary, Word Sketch Engine
system is popular among corpus linguists and language teachers because of its functions in
language analysis. However, the construction of Sketch Engine is time-consuming due to the

* Graduate Institute of Linguistics, National Taiwan University, Taipei, Taiwan
E-mail: {simon.xian, shukai}@gmail.com
http://www.sketchengine.co.uk
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manually edited sketch grammar. Here we propose an alternative approach to sketch the
grammar profile of words automatically from a text corpus.

The paper is organized as follows: Section 2 reviews the current design of related
language resources. Section 3 describes the proposed method of sketching words in a parsed
corpus. Section 4 presents the results from the proposed approach and evaluation. In the final
section, we have a brief conclusion for this paper.

2. Review

Word Sketch Engine (WSE) provides a set of corpus query tools that aims to help users reveal
linguistic patterns in language use. Among these tools, word sketch function gains the most
popularity and has widely applied in the studies of corpus linguistics and language pedagogy
(Kilgarriff, 2007).

Given the preprocessed corpus data, the available WSE system in most languages makes
use of regular expressions to extract grammatical information from a POS-tagged corpus. The
so-called sketch grammars, mostly manually crafted by linguists, describe the relation between a
target word and its dependent, constrained on the surrounding context. In its design of grammar
engineering, the sketch grammars are used for finite-state shallow parsing to extract the different
grammatical relations 2 . Typical relations in English WSE include: [OBJECT_OF],
[ADJ_MODIFIER], [NOUN_MODIFIER], [MODIFIES], [AND/OR], [PP_INTO], etc.

In terms of corpus linguistics, the sketch for a word presents a candidate set of its
collocates organized by their grammatical relations they stand in to the target word. These
collocates are sorted according to certain statistic measure of co-occurrence, as illustrated in the
case of FJihito:

2 http://www.sketchengine.co.uk/documentation/wiki/SKE/Help/CreateCorpus
3 http://wordsketch.ling.sinica.edu.tw
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SWE 112016 T 1012.84 [P 5 698
iy 619.68 e 421258 |5k 5 586
FEE 619.53 = 61137 |MEHE 3 526
Bt 619.53 3 201123 |[FE 5521
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5 3319.22 H 3 976 |27 6 4.55
BEEZEs 619.11 i 1 %682 10 3.44
Hee 919.11 H 11 918 |B%fe 5 328
BRLE 51892 &b 15 898

Figure 1. Word sketch of ¥T“hit”

The core component in WSE system is the sketch grammar, which defines the linear
patterns with regular expression for the system to automatically identify possible relations to the
target word. For instance, one of the sketch grammar rules defined in the huge Chinese corpus
(zhTenTenl1, with 2.1 billion tokens) provided by WSE are concerned with modification. That
is, we can identify the cases of modification relation where the target word (indicated by the

prefix fil:0) can be any noun followed by non-nouns. And the collocates, i.e., that words we
want to capture (marked with the prefix fi2:0) is taken to be any verb followed by a word H4:

*DUAL

=A_Modifier/Modifies
2:[tag="V.*"] [word="fJ"] [tag="N.*"]{0,1:[tag="N.*"] [tag!="N.*"]
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The sketch grammar can be more complicated with the granularity of POS. The following
grammar shows the classification relation developed by Huang et al. (2005) and implemented in
the Chinese WordSketch system?, i.e., the target word can be a noun preceded by a measure

word (tagged by Nf):

=Measure

2:"Nf*" ("A""VH11"|"VH13"|"VH21"|"V.*"  "DE") [tag="N[abcd].*" & tag!="Ncd"]
1:[tag="N[abcdhf].*" & tag!="Nbc.*" & tag!="Ncd.*" & word!=" & " & word!=" ] "]
[tag!="N[abcdhef].*"|tag="Nbc.*"|tag="Ncd.*"]

However, the writing of grammar is time-consuming, running risk of dlow recallf, so we turn to
exploit the dependency parser for enriching the relational information. Unlike phrase-structure
grammar, dependency grammar concentrates on the typed dependency between words, rather
than constituent information. It is highly advantageous to our study, for it is linguistically-rich -
capturing not only syntactic information such as nsubj (nominal subject) but also abstract
semantic ones such as loc (localizer) - and can be further applied to other syntactic-semantic

interface tasks (Chang, Tseng, Jurafsky, & Manning, 2009).

The Stanford lexicalized probabilistic parser (Levy & Manning, 2003) works out the
grammatical structure of sentences with a factored product model efficiently combing
preferences of PCFG phrase structure and lexical dependency experts. In addition to phrase
structure tree, the parser also provides Stanford Dependencies (SD)® that are known as
grammatical relations between words in a sentence. Take the following Chinese sentence for
example: £ 1B =8 W A 181 B 184 1Y &% - The head Z#k has a dependent of
F% as its nominal subject, and another dependent of #{Z5 as direct object (Fig. 2).

4 http://wordsketch.ling.sinica.edu.tw
5 http://nlp.stanford.edu/software/stanford-dependencies.shtml
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(ROOT nsubj (E#(-3, &-1)

(IP advmod (E#(-3, 1R-2)
(NP (PN %)) root (ROOT-0, =E#¥(-3)
(VP nn (t§%-8, Wi-4)

(ADVP (AD fR)) nn (f§%-8, HI-5)
(VP (VV =) nn (154-8, [&1E-6)
(NP nn (f§%-8, #1-7)
(DNP assmod ( # &F -10, 1& %
(NP -8)
(NP (NR F)) assm (f§4-8, HJ-9)
- dobj (F#i-3, #WHE-10)
(NP (NN HI) (NN fETE) (NN EE) (NN fEE%) ) )
(DEG HY))
(NP (NN #Z5)))))
(PU °)))

Figure 2. Dependencies in a Chinese sentence with PCFG: IZ{R=EXmAl
TE1EELEHRAVARES,

The SD has been widely used in NLP-related fields such as sentiment analysis (Meena &
Prabhakar, 2007), textual entailment (Androutsopoulos & Malakasiotis, 2010). The Chinese
version of SD (Chang et al., 2009) is also available on the Stanford Dependencies page®. The SD

can even distinguish 45 typed dependencies among Chinese words, as shown in Table 1.

6 http://nlp.stanford.edu/software/stanford-dependencies.shtml#Chinese
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Table 1. Chinese dependency relations (Chang et al., 2009)

abbreviation short description Chinese example typed dependency counts percentage
nn  noun compound modifier [FEz Y nn( 0, IR 55) 13278 15.48%
punct punctuation punct( ) 10896 12719
nsubj nominal subject nsubj(1# 7T, HE{E 5893 6.87%
conj conjunct (links two conjuncts) conj(/5 14 5438 6.34%
dobj direct object dobj( i 7 5221 6.09%
advmod adverbial modifier advmod( ) 4231 4.93%
prep prepositional modifier prep(it: 3138 3.66%
nummod number modifier nummod! 2885 3.36%
amod adjectival modifier amod( L2, #itt4) 2691 3.14%
pobj prepositional object pobj(tRif, HliE) 2417 2.82%
rcmod relative clause modifier remod(F: 2D} 2348 2.74%
cpm  complementizer cpm(/T %, (1) 2013 2.35%
assm  associative marker assm( =, (1) 1969 2.30%
assmod  associative modifier assmod( 1941 2.26%
cc coordinating conjunction VL 1763 2.06%

clf classifier modifier 1558 1.82%
ccomp clausal complement 1113 1.309%
det determiner 1113 1.30%

lobj localizer object 1010 1.18%
range dative object that is a quantifier phrase 891 1.04%
asp aspect marker 857 1.00%
tmod temporal modifier 679 0.79%
plmod localizer modifier of a preposition 630 0.73%
attr  attributive 534 0.62%
mmod modal verb modifier 497 0.58%
loc localizer 428 0.50%

top topic 1 380 0.44%
pccomp  clausal complement of a preposition pecomp({is, 374 0.44%
etc etc modifier etc(L#, %) 295 0.34%
lccomp  clausal complement of a localizer lecomp(*1, 7T 1) 207 0.24%
ordmod ordinal number modifier ordmod(~, F5-1) 199 0.23%
xsubj controlling subject j T 192 0.22%
neg negative modifier 186 0.229%
rcomp resultative complement 176 0.21%
comod coordinated verb compound modifier comod( 150 0.17%
vmod verb modifier vmod(F 133 0.16%
prtmod  particles such as i, U, 5, i prtmod(¥ 124 0.14%
ba *ba” construction ba(¥ [ 95 0.11%
dvpm  manner DE(i{) modifier dvpm( %L, H 73 0.09%
dvpmod a “XP+DEV({l)" phrase that modifies VP dvpmod(BA 11, 69 0.08%
prmmmod  parenthetical modifier pramod(¥i 67 0.08%
cop copular cop(H 45 ¢ 59 0.07%
pass  passive marker pass(il &, 53 0.06%
bip nominal passive subject nsubjpass( 1 (E, i) 14 0.02%

On the other hand, most semantic resources like PropBank (Palmer, Gildea, & Kingsbury,

2005) and FrameNet (Baker, Fillmore, & Lowe, 1998) either provide coarse-grained information

or with limited coverage. In this paper, we propose a lexical resource tool to describe more

detailed information for all words in a text corpus. We choose Sinica Corpus (Chen, Huang,

Chang, & Hsu, 1996) as our texts and evaluate the results with Chinese Sketch Engine in terms

of corresponding thesaurus function.
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3. Method

In this case study, untagged texts of 567,702 sentences from Sinica Corpus 3.07 were parsed
with dependency relations by the Stanford Parser (Chang et al., 2009). We obtained 574,552
dependency relations (of 23 types) between 44,257 words.

To sketch a word, we make use of the dependency tuples from the parsed corpus (see the
right panel of Fig. 2) to extract the relations of each word with its dependents, and obtain the
sketch of words such as ¥ fihito shown below:

Table 2. Dependency sketch of 3T “hit”

(Matches with Chinese Sketch Engine are marked in red bold face)

prep dobj advmod/mmod nsubj asp conj
£ C5 = i g HiE
k2| i e B’F & =
E E5EK # Bk [F

BRXEK (% 5

BfL: = R

]2 & ftt

il —ie B8

m|R g 53]

KNtgzE i A

i gEst —_ e

fid 5. 1 fttfF3

/75 ke bt

BRE S 2 p=E:2 B4

HEBK #R B2

i R TN

AEAR 528 K

T if B

7 www.sinica.edu.tw/SinicaCorpus
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Since the Stanford Parser still suffers from parsing difficulty in Chinese (Levy & Manning,

2003), the grammatical relations automatically required, though impressive, may contain

heterogeneous errors originating from mistagging errors &, syntactic ambiguities and other

dependency parsing issues, so we have observed some minor sketch errors in the result.

However, itos hard to evaluate the results in an automatic way as conventionalized in the field of

NLP. The main reasons are:

[1]. Currently, there is no gold-standard (in Chinese). It is particularly hard to measure recall for

the set of dcorrect answerd is not available.

[2]. An overall evaluation of the sketch performance will have to rely on the assessment of each

module (word segmentation, POS tagging, sketch grammar and/or dependency parsing, etc.)

separately. A comparative table is shown in Table 3.

Table 3. Comparison of Different Word Sketch Systems

Word  Sketch | word pos tagging/tagset sketch dependency
System segmentation grammar parser
CWSEsinica | ckjp CKIP/ASBC hand-crafted | *
rules
zhTenTen.11 | stanford Chinese | Stanford Log-linear hand-crafted | *
Word Segmenter | Part-Of-Speech Tagger / (2 rules)

Chinese Penn Treebank

standard
Proposed Stanford Chinese | * * Stanford

Word Segmenter

dependencies

8 In this study, since Stanford Parser takes manully tokenized input from Sinica Corpus, the
segmentation error may be less than that from an automatic segmenter and be omitted here.
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In addition, from the perspective of language resources construction as well as applied
lexicography, as the system aims to identify highly salient candidate patterns, the noisy data
should not constitute a serious problem for the task. The position is also well-articulated and
proposed in (Kilgarriff, KovgS, Krek, Srdanovil, & Tiberius, 2010), where a variant of

evaluation paradigm (user/developer-oriented paradigm) is required.

Different from Ambati, Reddy, and Kilgarriff (2012) and Reddy, Klapaftis, McCarthy, and
Manandhar (2011) where an external evaluation task such as topic coherence or semantic
composition were adopted, we evaluated the proposed method with the task of automatic
construction of thesaurus, for our main concern is the construction of language resource rather

than NLP system performance.

The thesaurus in WSE is called distributional thesaurus, and can be built for any
language if the word sketches data of the language is available. The thesaurus is constructed by
computing the similarity between words based upon the overlapping rate of their word sketches.
Our method instead, follows the distributional semantic model (Dinu, Pham, & Baroni, 2013;
Turney & Pantel, 2010) and anchors on two manually constructed resources of the Chinese
Wordnet® and Chilin (Chao & Chung, 2013)%°.

4. Evaluation

The dependency data of five selected synonym sets (%%, JRA, ##0E, fH&, and &%) from
Chinese Wordnet were converted into multi-dimensional (to avoid sparseness, only dependents
shared by both synonyms were included) in order to calculate distributional similarity between

synonyms. Five synonym sets from Chinese Wordnet were examined. For example, the
dependency data of =f# and ‘4% are converted as follows (disregarding the dependency

type):

= . T it AL
5 7 1 5 5 1
Pree 1 4 1 3 2

9http://lope.Iinguistics.ntu.edu.tw/cwn2

Ohttp://code.google.com/p/tw-synonyms-chilin
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Then we adopt one of the common measures for similarity in distributional models, cosine
similarity, to calculate the similarity between two words (e.g., =8 and {#%%). The meaning
of a word is determined by its collocation, and represented as a vector of its co-occurrence with
other words in multiple dimensions. In this model, the similarity between two word vectors, w;
and wa, can be calculated by their cosine value:

Wy-W3 (l)

CosSimilarity (w,, w,) = T
To illustrate, consider only the first two dimensions of =8 and {#t4%, the cosine similarity
between the two words would be (7,1)+(1,4) // (7>+12)// (12+4%)=0.377, and the calculation can
be extended to even more dimensions. If two words have similar collocation with other words,
the value of cosine similarity will approach the upper bound of 1.0 and could be considered a
pair of synonyms.

Finally, to obtain a synonym list, the dependents of a target word are ranked by their
similarity with the target word, regardless of their dependency relations. The results for the

selected five synonym sets in Chinese Wordnet and Chilin*' are shown in Table 4.

Table 4. Comparison of the results with Sketch Engine

Pea A JFA irgist LiEK=
Cilin LR, R, R GELSE (IR EREEE |TEAEE R
4. W .. |H.e 1H,é
Chinese e b EE.ELE [BEGERIA, B R RIEBARE, [(RAEE B
Wordnet W BN [jRSENC
Proposed Bl wtk,  |EE il {% 2 HE ELfg é
Method ET.é
Sketch e n/a RZEFE G |n/a ELR B EH
Engine 4F.é BRI L EREe

HAlthough WordNet is more used in natural language processing, Chilin is considered a more
appropriate resource designed for thesaurus. Here we present the comparison with both.
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For a brief look, we observed that the proposed method is capable of extracting more synonyms
from a text corpus, which might be absent in the Sketch Engine, although we still cannot
perform as accurately as does the manual sketch grammar of Sketch Engine.

We also built a web interface considering the friendly access for potential users from
TCSL (Teaching Chinese as Second Language) and linguistics'?. Figure 3 shows a snapshot of
the prototype. The sketch page first shows the frequent roles of the query word ranked by their
frequency, followed by the collocation in each role. The page also shows, as the classical Word

Sketch does, an analysis of the types of words which the query word collocates with. For
example, in Figure 3 we can know that J:4% fihappyo frequently serves as an associative

modifier (14.3%) and modifies €75 fismileo twice in this corpus. We believe that such word
sketch information is useful in TCSL application. The scripts and data has been put on Github'®

for open access and further collaboration.

Yhttp://140.112.147.131:8000/sketch
13 http://github.com/mhshih/sketch
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e & hittp://140.112.147.131:8000/sketch,

@ hitp:/ 8000/sketch/
& hitp://140.112.147.131:8000/sketcl Usage proportion of each dependency relation with {f#6:
Usage proportion of each role of ff&- advmod |21.8%
v
oot |[19.3%] dep J16.6%
= [osuby  [16.1%)
assmod [[14.3%| m 11.9%
nsubj  [|13.6%| ssm |[10.4%]
doby 13.6%)| lcpm 3.1%
nn 12.1%| dvpm _|2.6%
>
dep 6.4% immod  |2.6%
1% assmod |2.6%
ccomp 020 G |2.1%
amr  ||2.9% [aummod|1.6%
dvpmod|[2.9% lcop 1.6%
rcmod |[2.1% remod |[1.0%
n 1.0%
conj  ||1.4% ] 2
asp 10%
amod [|0.7% =
lcc 0.5%
rcomp |[0.7% [conj 05%
advmeod||(.7% [cIf 0.5%
@Dbj 0. 7% [prep 0.5%
5%
od [0.7% lpunct  |[0.53%
det 0.5%
comod [0.7% .
range  [0.5%
top 0.7% frop 0.5%
The occurrence of heads within each role of {ft#%: The occurrence of dependents within each dependency relation with Fif%:
root 72“" d
il 10|
ROOT|R7] =
Lid 4
S 4
assmod ) n
EZ=F EE |3
BEE |2 B
7] +5 )2
F& 1 e
2 B
BiA H FA |t
il E
FE 1 TE 1]
1 5L 1
= 1

Figure 3. Snapshot of the sketch function

5. Conclusion

Word sketch is a corpus-based automatic summary of a wordbs grammatical and collocational
behavior. Based on the hand-crafted finite-state sketch grammar over a POS-tagged corpus,
word sketch system can identify the collocates with grammatical relations to the target word.
However, the grammar engineering is time-consuming and requires experts, in this paper, we
propose an alternative by leveraging an existing dependency parser. The results were evaluated

based on the comparison of distributional thesaurus with significance.

This paper serves as the first attempt to create an open-sourced word sketch-like corpus

profiling system for Chinese linguistics and Teaching Chinese as Second Language. The
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proposed method is pipelined and can be applied to user-created corpus. The extracted relation
triples <wl, R, w2> can be used to enrich our on-going Chinese BIGLEX database. Future
works include exploring other dependency parsing algorithm, incorporating advanced statistics
to single out salient collocations, and an open evaluation platform for the further improvement

of the resource are in progress.
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3. BMXFEEEHEFNE
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Application in Speaker Verification
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Abstract

In this paper, we present an unsupervised two-phase approach to extract keywords
from Arabic documents that combines statistical analysis and linguistic information.
The first phase detects all the N-grams that may be considered keywords. In the
second phase, the N-grams are analyzed using a morphological analyzer to replace
the words of the N-grams with their base forms that are the roots for the derived
words and the stems for the non-derivative words. The N-grams that have the same
base forms are regrouped and their counts accumulated. The ones that appear more
frequently are then selected as keywords. An experiment is conducted to evaluate
the proposed approach by comparing the extracted keywords with those manually
selected. The results show that the proposed approach achieved an average
precision of 0.51.

Keywords: Keyword extraction, Keyphrase extraction, Arabic Language, N-gram.

1. Introduction

Keyword extraction is the process of identifying a short list of words or noun phrases that
capture the most important ideas or topics covered in a document. Keyword extraction has
been used in a variety of natural language processing applications, such as information
retrieval systems, digital library searching, web content management, document clustering,
and text summarization (Rose et al. 2010). Although keywords are very useful for a large
spectrum of applications, only a limited number of documents with keywords are available
on-line. Therefore, appropriate tools that can automatically extract keywords from text are
increasingly needed with the continually growing amount of electronic textual content
available online.

In this paper, an unsupervised two-phase approach for keyword extraction from Arabic
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documents is described. The proposed method combines the document’s statistics and the
linguistic features of the Arabic language to automatically extract keywords from a single
document in a domain-independent way. In the first phase, all the N-grams are extracted and
those considered as potential candidate keywords are retained. In the second phase, the
candidate keywords are analyzed linguistically by a morphological analyzer that replaces each
term with its base form, which are the roots of the derived words and the stems of the
non-derivative words. The candidate keywords are then grouped in such a way that the
keywords extracted from similar roots and stems are put together and their counts
accumulated.

This paper is organized as follows. In section 2, we present related works and the main
approaches to keyword extraction. Section 3 highlights the main Arabic language features
used in our technique. A detailed description of the proposed technique and its two phases
provided in Section 4 and Section 5. Section 6 consists of the experimental results and the
main findings of the evaluation of the proposed method.

2. Related Work

Existing automatic keyword extraction methods can be divided into two main approaches:
supervised and unsupervised (Pudota et al. 2010; Hasan and Ng 2010). In the supervised
approach, the keyword extractor is trained to determine whether a given word or phrase is a
keyword or not. An annotated set of documents with predefined keywords is always used in
the learning phase. All the terms and noun phrases in the text are considered as potential
keywords, but only those that match with keywords assigned to the annotated data are selected.
The main disadvantages of this approach are its dependency on the learning model, the
documents used as the training set, and the documents’ domains. Furthermore, training data
and learning processes are usually time-consuming (Turney 2000; Turney and Pantel 2010;
Frank et al. 1999; Hulth 2003; Hulth 2004).

The unsupervised approach for keyphrase extraction avoids the need for annotated
documents. It uses language modeling and statistical analysis to select the potential keywords.
A candidate keyword is often selected based on features such as its frequency in the document,
the position of its first occurrence in a document, and its linguistic attributes, such as its stem
and part-of-speech (POS) tag (Matsuo and Ishizuka 2004; Mihalcea and Tarau 2004; Liu et al.
2009). The unsupervised methods are in general domain-independent and less expensive since
they do not require building an annotated corpus.

Keyword extraction algorithms from both approaches have been successfully developed
and implemented for documents in the European languages (Rose et al. 2010; Liu et al. 2009;
Matsuo et al. 2004). However, despite the fact that Arabic is one of the major international
languages making up about 4% of the Internet content, not many studies about extracting
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Arabic keywords have been performed. El-Shishtawy and Al-Sammak (2009) presented a
supervised method that uses linguistic knowledge and machine learning techniques to extract
Arabic keywords. The system uses an annotated Arabic data set of 30 documents from a
specific domain, compiled by the authors as a training data set. The keywords from the
documents’ data set used to evaluate their system were assigned manually.

An unsupervised keyphrase extraction system (KP-Miner) was proposed by El-Beltagy
and Rafea (2008). This system was basically developed for the English language and then
adapted to work with the Arabic language. Statistical analysis of the texts was conducted in
order to determine the most weighted terms. Two main conditions are considered; the first
states that a phrase has to have appeared at least n times in the document from which the
keywords are to be extracted, and the second condition is related to the position where a
candidate keyphrase first appears within an input document. The linguistic analyses performed
on the texts are limited to stop word removal and word stemming.

The hypothesis defended in this work is that using the linguistic features of the Arabic
language — mainly its rich and complex morphological structure — may present an attractive
paradigm to improve the extraction of keywords. The proposed approach is designed to work
on a single document without any prior knowledge about its content or domain. Typically, a
generic unsupervised keyphrase extractor features two steps; the first is to extract as many
candidate words as possible, and the second is to apply the linguistic knowledge of the text
language to tune the final list of extracted keywords.

3. The Features of Arabic Language

Avrabic is a Semitic language with rich morphology that is a combination of non-concatenative
morphology and concatenative morphology. Regarding the concatenative aspect, an Arabic
word is composed of a stem, affixes, and clitics. The affixes are concatenative morphemes that
mark the tense, gender, and/or number of the word (Al-Sughaiyer and Al-Kharashi 2004). A
clitic is a symbol consisting of one to three letters that can be attached to the beginning or the
end of a word. It represents another part of speech, such as a preposition, a conjunction, the
definite article, or an object pronoun (Habash 2010; Awajan 2007; Diab et al. 2007). In terms
of their formation, most of the stems obey non-concatenative rules and are generated
according to the root-and-pattern scheme. In general, an Arabic word may be decomposed in
its components according to the structure shown in figure 1. For example, the word “0s—ld)s”,
or “and the players” in English, consists of the clitics “s” and “J", the stem “<=!, and the
postfix “os”. Its stem is generated from the root “wgJ”, according to the pattern “Jde!<”. Figure
2 shows the steps for a word formation.
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Word

—

[Proclitic(s)+[Prefix(es)]] + stem + [Suffix(es) + [Enclitic]]

Root pattern

Figure 1. Arabic derivative word structure

Root: («=dJ: IED) (to play)

Non- Concatenative Morphology

Stem: (<)) (player)

Concatenative Morphology

\

Word (us<al'J's) (and the players)

Figure 2. Arabic word formation (Example)

Arabic words are classified into two categories: derivative words and non-derivative
words. The stems of derivative words are generated from the roots according to standard
patterns or templates. These standard patterns represent the major spelling rules governing
Arabic words. Based on the above, a derivative Arabic word can be represented by its root
along with its morphological pattern, and its roots carry its basic conceptual meaning.

Non-derivative words include two sub- categories: fixed words and foreign words. Fixed
words are a set of words that do not obey the derivation rules. These words are generally stop
words, such as pronouns, prepositions, conjunctions, question words, and the like. The foreign
words are nouns borrowed from foreign languages.

The combinatory nature of the Arabic language morphology creates an important
obstacle for different natural language processing applications, including keyword extraction.
This property, generally known as “data sparseness”, results in a large number of words
generated from the same root but with different stems (Benajiba et al. 2009). Consequently,
the grouping of words according to their surface or stems cannot give keywords that
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accurately reflect the content of the document.

In order to tackle this problem, we need to conduct a deeper morphological analysis to
extract the roots and to consider their properties in order to group related words and increase
the weight of those representing the main ideas covered by the text. The linguistic analysis we
are proposing will be applied at two different levels of the keyword extraction. The input text
is preprocessed to assign each word with its POS in order to detect all the possible N-grams.
The detected N-grams are then post-processed to extract the roots, and to group the N-grams
generated from the same roots, and to accumulate their weights.

4. N-Gram Extraction

4.1 Part-of-Speech Tagging

This phase consists of several operations: sentence delimiting, tokenization, and POS tagging.
The input text is processed to delimit sentences, following the assumption that no keyphrase
parts are located separately in two or more different sentences (Pudota et al. 2010).
Punctuation marks, such as commas, semicolons, and dots, are used to divide the input
documents into sentences.

Tokenization aims at turning a text into a list of individual words or tokens (Manning et
al. 2009). As the clitics attached to a word always refer to other entities, such as pronouns,
prepositions, conjunctions, and the definite article, a tokenizer is applied to separate all the
clitics except the definite article from the word. The tokenizer is repeatedly applied until the
word stops changing.

We then assign a POS tag to each token using the Stanford Arabic parser (Green and
Manning. 2010). The assigned POS tags are later used to select the possible N-grams, remove
the verbs, and remove meaningless terms, such as the stop words.

4.2 N-gram Extraction and Filtering

A keyword is typically a combination of nouns and/or adjectives. Furthermore, the number of
terms that are allowed in a keyword is often limited to three words. Thus, each sentence is
processed to extract all the possible N-grams that constitute a sequence of adjacent words with
a maximum length of three words. All the N-grams that contain verbs, stop words, or clitics
are removed. Only the N-grams that have their members labeled with one of the POS tags
marking nouns or adjectives are retained. In addition, the unigrams that are not labeled as
nouns are removed from the N-gram list. Figure 3 shows the detected unigrams, bi-grams, and
trigrams from a sentence.
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Input Sentence in Arabic: LBald s 30 palllis S50 2 4 Wdm S 2 IRy 510k (g8

Input Sentence in English: The American president visited the Hashemite Kingdom of Jordan.

Tokenization: |1es 30 Ipse S| @] ot 2| o I | 1aadAS [ DIb Ay 3] 1daGi b5
Unigrams: —IssS - b2 Vae AS — b Ay - 10 i 5 - 1Jae S
Bi-grams: 30 3= IR S1dadh g 1 s 01 s S el S
Tri-grams: e S 2 )J1Hy 31daih 8

Figure 3. N-Grams Extraction
5. Keywords Selection

5.1 N-gram Normalization

Normalizing N-grams is the process of reducing the words of an N-gram into their base forms.
This process will allow the clustering of N-grams carrying the same information, hence
reducing the sparseness of the text’s potential keywords. To achieve this objective, a word
morphological analyzer is developed based on the Alkhalil Morpho-Syntactic System
(Boudlal et al. 2010). It is applied individually to the words on the list of N-grams. The
morphological structures produced by the analyzer are used to determine the category of
words, derivative or non-derivative. The derivative words are represented by their root along
with their morphological pattern, and the non-derivative words are represented by their stem,
permitting different N-grams that have common base forms to reinforce each other in scoring
and to reduce the number of redundant terms and concepts. Each N-gram is associated with its
list of base forms called the normalized N-grams (NNG) at the end of this step.

5.2 N-gram Clustering and Weighting

All the N-grams generated from the same base forms are grouped together, their counts
accumulated, and represented by their NNG. A vector representation of the text is produced
where each detected NNG and its frequency are listed. In this work, we define the frequency
of a normalized N-gram NGi noted Freq (NGi) as the sum of all the N-grams having the same
base forms of NGi.

Each normalized N-gram should be assigned a weight that represents its relevance to be
selected as a keyword. The keyword frequency and the keyword degree are generally
considered for scoring potential keywords (Rose et al. 2010, Mihalcea and Tarau 2004). The
weight of a normalized N-gram NGi is given by the following formula:
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Weight(NGi) = Freq(NGi)/ Z( Freq(NGj) )
=1

where m is the number of Normalized N-grams.

As the unigrams are generally more frequent than the bi-grams and bi-grams are more
frequent than tri-grams, we need to correct the weight of N-grams by introducing a new
measure called score. The N-gram score takes into account the relevance of individual
components forming the N-gram. The score of a unigram is equal to its weight since a
unigram has one component. The score of other N-grams (bigrams, trigrams, ... ) is given by
the following formula:

N
Score(NGi) = Weight(NGi) + Z ( Weight(Tj) ),
i=1
where the T1, T2,..., TN represent the N roots/stems of the normalized N-gram NGi.

The degree of an N-gram is calculated as the sum of its Weight and the Weights of all the
higher structures containing this N-gram. Thus, the degree favors terms occurring frequently
in longer candidate keywords, and the score favors the frequent terms regardless of their
co-occurrence with other terms.

5.3 Keywords Selection

The list of N-grams is reordered according to their scores since the highest scores determine
the potential candidate keywords. The number of extracted keywords is set by the user. The
selection of keywords is done according to the following rules.

- If two N-grams have the same score, the longer one will be selected.

- If two candidate keywords have the same number of components and the same score, we
select the higher degree.

- If an N-gram is selected, all the possible combinations of its components will be
removed from the list of N-grams to guaranty that an extracted keyword will not be
included in another one.

The list of keywords is then built by replacing each selected normalized N-gram by the
most frequent of its surface N-gram in the original text. Therefore, the list of keywords that

will be associated with the document will have more readable form.
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6. Experiments and Evaluation

In order to evaluate the performance of the proposed system, an experiment was carried out to
test it by comparing the extracted keywords against the manually assigned ones. A collection
of 70 journal articles and article abstract selected from six journals and covering different
domains was used. The dataset is divided into three groups according to their size [table 1].
The average number of words per article is 3406. Each one of these articles was assigned a list
of keywords. The number of keywords varies from 2 to 14, with an average of 5.14 keywords
per document. The number of extracted keywords is set to the same number of keywords
assigned manually to the documents, so the number of false positive detections and false
negative detections will be equal, and the three measures P, R, and F will be identical.

Table 1 shows the main results of the conducted experiment. An average precision of
0.51 was achieved. Since the primary analysis of the dataset showed that only about 73% of
the human-generated keywords appear in the document texts, this result can be considered as a
good result. The results have shown also that better results are achieved with larger
documents.

Table 1: Results

Dataset Number of Average of words Precision
Documents per article
1 22 6523 0.56
2 28 3238 0.54
3 20 212 0.41
All 70 3406 0.51

7. Conclusion

This paper proposed an unsupervised two-stage approach for keyword extraction from Arabic
texts that avoids the necessity of annotated data. The conducted experiments showed that the
proposed method can extract keywords from single documents in a domain-independent way.
The linguistic analysis of the texts and the grouping of N-grams according to their linguistic
features improve the quality of extracted keywords. An average precision of 0.51 was
achieved in despite the fact that that only about 73% of the human-assigned keywords appear
in the document texts.
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Testing Distributional Hypothesis in Patent Translation
Hsin-Hung Lin* and Yves Lepage®

Abstract

This paper presents a wordlist-based lexical richness approach to testing
distributional hypothesis for genre analysis in translation studies. In recent years,
there has been continuing interest in patent translation. However, there are only a
few lay their interests on comparison between native and non-native writing. The
proposed approach to terms distrubution of technical words contained in United
States Patent and Trademark Office (USPTO) and Japan Patent Office (JPO) in
terms of lexical variation, lexical density and lexical sophistication, in brief,
highlights distributional similarity of technical genre, and in particular,
distibutional difference of academic and general genres.

Keywords: Patent Translation, Native Characterization, Corpus, Co-Occurrence.
1. Introduction

As globalization has resulted in rapid greater economic growth, the challenges
of interdisciplinary interaction in pursuit of precise patent writing have
incredibly increased.

In Lin and Hsieh (2010a), English patent documents were statistically
extracted and computationally examined from LexisNexis Academic, a database
for legal professionals. They compiled a reference corpus of independent claim
texts and lay the focus on their collocation features. Mutual information is
attainable with the help of selectional collocation features underlining specific
clausal types represented in natural language processing of patent specification.

While their work appears to fill a niche in the ESP (English for Specific
Purposes) field (and particularly in the English for Occupational Legal
Purposes), Lin and Hsieh (2010b) further compiled a modern patent language
technical term list with statistical-retrieval methodologies as a mandatory

* Graduate School of Information, Production, and Systems, Waseda University, Japan.
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approach. The research content and statistical investigations assist patent
attorneys expand the vocabulary size for the advancement of patent writing at an
international level.

Lin and Hsieh (2011) proposed a mixed-method approach to detecting
scholarly discourse in patent technical documents. The Patent Technical Word
Corpus (hereafter PTWC), containing 16 million word tokens, was compiled to
elucidate the underpinning principles in identifying discourse elements, text-
structure components, and the location of references. Whereas most existing IPR
(intellectual property rights) databases accessible for information retrieval, the
creation of PTWC, based on corpus-statistics and text-processing technology;,
refines more decisive characteristics of terminological knowledge as potential
contribution for evaluation of technical documents.

To characterize technical genre in translation studies, we use lexical
richness based on technical wordlist to test distributional hypothesis.

2. Technical Terms Distribution

We firstly conduct a quantitative survey based on USPTO Glossary to rank the
distribution of technical terms used in United States Patent and Trademark
Office (USPTO) and Japan Patent Office (JPO) within the time period from
year 2010 to 2013. Table 1 below presents the statistical results.

‘Comprising’, a term of art used in claim language which means that the
named elements are essential in describing the invention, ranked the first in
USPTO. According to USPTO Glossary, it is a transitional phrase that is
synonymous with "including,” "containing™ or "characterized by;" is inclusive
or open-ended and does not exclude additional, unrecited elements or method
steps. On the contrary, ‘consisting of’, a transitional phrase that is closed and
eﬁcludes any element, step, or ingredient not specified in the claim, ranked the
6",

To characterize transitional phrases of technical genre in translation
studies, we retrieved co-occurring information of ‘comprising’ and ‘consisting
of” to compare it with academic and general genres.
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Table 1. Distribution of patent technical words in USPTO

Term Frequency | Rank Term Frequency
1 comprising 3785213 11 specification 854667
2 scope 2459656 12 continuation 738785
3 patent 1603882 13 dependent claim 625886
4 Group 1306808 14 composed of 617353
5 element 1245265 15 | independent claim 587926
6 consisting of 1165427 16 representative 518762
7 drawing 1015261 17 benefit claim 437599
8 disclosure 919881 18 person 383784
3 afzggfearfg’” 884470 | ° | priority claim 381352
10 pa_ten'g 884470 20 interference 341173
application

Table 2. Distribution of patent technical words in JPO

We give the survey of terms used in JPO in Table 2. It is noted that
“comprising” ranked the first in distribution of USPTO and JPO, whereas

“consisting of” ranked the 6.

Term Frequency | Rank Term Frequency
1 comprising 629750 11 applicant 60293
2 composed of 371852 12 drawing 53469
3 element 272496 13 person 48893
4 POWER 272088 14 IDS 24946
5 Group 176103 15 Control No. 22905
6 consisting of 136992 16 interference 22445
7 PAIR 122746 17 RE 19777
8 representative 72519 18 specification 18102
9 Request (PCT) 70606 19 classification 16977
10 application 62027 20 independent claim 15513
(patent)
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3. Methodology

3.1 The Distributional Hypothesis

Sahlgren (2008:33) maintains that distributional approaches to meaning
acquisition utilize distributional properties of linguistic entities as the building
blocks of semantics. This hypothesis is often stated in terms like words which
are similar in meaning occur in similar contexts (Rubenstein & Goodenough,
1965). In other words, words that occur in the same contexts tend to have
similar meanings (Pantel, 2005).

3.2 Corpus Preparation

Transitional phrases in patent application were used to specify whether the
claim is limited to only the elements listed, or whether the claim may cover
items or processes that have additional elements. The most common
transitional phrase used is the open-ended phrase "comprising”. However,
many claims use closed-ended language such as "consisting of".

In this regards, we retrieve co-occurring information containing
"comprising” and "consisting of” from LexisNexis Academic for corpus
preparation. Table 3 shows the structure for the corpus creation.

Table 3. Genre-based co-occurrence corpus of transitional phrases

Genres Native Writing Non-Native
Writing
Technical (Patent) USPTO JPO
Academic (Law Journal) | Canadian Legal Journals HK Law Journal
General (Newspapers) US Newspapers Non-US
Newspapers

3.3 Lexical Richness

Lexical richness is a concept about one’s lexical uses, which can be measured
by lexical density, sophistication, and variation (Kao and Wang, 2014:54).

Kojima and Yamashita (2014:23) suggest that lexical richness measures
primarily assess learners’ vocabulary use. Lexical variation, the proportion
between different words (types) and the total number (tokens) of words used in
the text, is known as the type-token ratio (TTR).

Lexical density is defined as the percentage of lexical words in the text, for
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example, nouns, verbs, adjectives, and adverbs (Laufer and Nation, 1995:309).
Since only content words carry semantic meanings, a greater lexical density
indicates more semantic information conveyed in a text.

Read (2000: 200) distinguishes dimensions of lexical richness, and one of
these is lexical sophistication, which he defines as ‘the use of technical terms
and jargon as well as the kind of uncommon words that allow writers to
express their meanings in a precise and sophisticated manner’. The proportion
of words used at different frequency levels, in terms of K1, K2, AWL
(Academic Word List), and off-list words, in the text. K1 and K2 words are the
most commonly used first 1000 and 1001 to 2000 words, respectively, in
English. Words beyond these K1, K2, and AWL are placed into the off-list
level, where proper nouns, rare words, special terms, acronyms, abbreviations,
incompletions, and even misspellings may be found.

4. Results and Discussion

In terms of lexical density, non-natives employed more semantic information
than the natives, among all genres. In terms of lexical variation, non-natives
employed more lexical diversity than the natives in technical and academic
genres.

Academic Genre, in particular, HK Law Journal, containing most
semantic information (83%), among the all, whilst general genre, Non-Us
Newspapers, containing least lexical diversity, as we excluded technical genre
for analysis.

4.1 Technical Genre

In technical genre, in particular, JPO (Patent Abstract of Japan), containing
least advanced words (15.03%) in the texts, among all.

Table 4. Lexical sophistication of “comprising” in technical genre

Word Level (%) USPTO JPO
K1 Words 50.35 50.37
K2 Words 2.61 3.61
AWL Words 23.74 21.78
Off-List Words 23.31 24.24
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Less vocabulary knowledge in K2, AWL, and Off-list words were
employed in “consisting of”’, compared with that of “comprising”. The natives
employed more academic words in Table 4, more off-list words in Table 5.

Table 5. Lexical sophistication of “consisting of”’ in technical genre

Word Level (%) USPTO JPO
K1 Words 62.37 64.89
K2 Words 0.29 0.34
AWL Words 19.43 19.74
Off-List Words 17.92 15.03

4.2 Academic Genre
In academic genre, HK Law Journal, containing most advanced words (33.28%)
in the texts, among all.

Table 6. Lexical sophistication of “comprising” in academic genre

Word Level (%) Canadian Legal HK Law Journal
Journal
K1 Words 59.02 51.02
K2 Words 5.88 3.07
AWL Words 13.47 12.63
Off-List Words 21.63 33.28

As shown in Table 6 and Table 7, non-natives employed more off-list
words in academic legal genre, whereas the natives employed more K1 and K2

words in academic legal genre.

Table 7. Lexical sophistication of “consisting of” in academic genre

Word Level (%) Canadian Legal HK Law Journal
Journal
K1 Words 59.74 50.74
K2 Words 6.12 2.97
AWL Words 13.07 14.24
Off-List Words 21.07 32.05
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4.3 General Genre

As can be seen in Table 8 and Table 9, the non-natives employed more K2,

AWL, and Off-list words but less K1 words in general genre.

Table 8. Lexical sophistication of “comprising” in general genre

Word Level (%)

US Newspapers

Non-US Newspapers

K1 Words 63.34 51.97
K2 Words 3.69 5.47
AWL Words 11.66 16.73
Off-List Words 21.30 25.84

Table 9. Lexical sophistication of “consisting of” in general genre

Word Level (%)

US Newspapers

Non-US Newspapers

K1 Words 63.37 53.48
K2 Words 4.03 7.71
AWL Words 12.61 16.42
Off-List Words 19.99 22.09

In short, K1 words were employed more by the natives in academic and
general genres, whilst less used in technical genres.

5. Conclusion and Future Work

There is a correlation between distributional similarity and meaning similarity,
which allows us to utilize the former in order to estimate the latter (Sahlgren,
2008:33). In terms of distribution statistics, the technical genre reveals more
distributional and meaning similarity.

In summary, lexical richness is a valid and reliable measure to characterize
genres. For future research, we seek to investigate the origin differences
between syntagmatic and paradigmatic relations to further refine the
preliminaries of the present study.
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Spectrum Analysis of Cry Sounds in Preterm and Full-Term
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Abstract
Long-time average spectrum (LTAS) was used to analyze the cry phonations of 26 infants
under four months old; 16 of them are full-term and the other 10 infants are preterm. The
results of first spectral peak, mean spectral energy, spectral tilt, high frequency energy were
used to compare the cry phonatory between full-term and preterm infants. In addition, cry
duration and percent phonation is also compared. According to previous studies, full-term and
preterm infants’ crying behavior show significant differences because immature neurological
development of preterm infants. Major findings in this study are: (1) There was no significant
difference in unedited cry phonation across groups; (2) There was no significant difference in
percent phonation across groups; (3) There was no significant difference in first spectral peak
across groups, and no significant difference within groups could be found. However, full-term
infants have higher first spectral peak than that of preterm infants; (4) There was no significant
difference in mean spectral energy across groups, yet there was a significant main effect for
partition; (5) There was no significant difference in spectral tilt across groups. Post hoc
comparisons identified higher spectral tilt in P2 than in P3 in the full-term infants; (6) There
was no significant difference in high frequency energy across groups. Significant differences
were observed across partition, and in both groups, P1 had higher HFE than P3. The
differences in the measures of crying behavior between full-term and preterm infants can help

to estimate health condition of infants who are under 4 months old.
Keywords: Long-time average spectrum, Infant cry, Preterm infants

1. Introduction

Previous studies show that preterm infants are prone to immaturity of neurological development which
leads to their sensitiveness toward pain stimulation, and the greater pain they suffer would reflect on
crying behavior. If a set of distinctive measures can be identified, it might be possible to differentiate

infant cries in the spectrum of normative behavior and cries due to organic pathology. The measures
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would be helpful for doctors and caregivers to identify if the unknown cries are caused by just infant
colic or other more complicated factors. Long-time average spectrum (LTAS) of crying behavior were
analyzed in two groups of newborn infants in this study. LTAS was used to analyze the infant’s
non-partitioned crying episode (NP), as well as the 3 equal-length partitions (P1, P2, P3). First spectral
peak (FSP), mean spectral energy (MSE), spectral tilt (ST), and high frequency energy (HFE) were
measured.

Colic strikes infants who are under four months old, and it makes the infants cry in the evening
on a daily bases or at the moment of waking up (Lester, Boukydis, Gracia-Coll, & Hole, 1990). The
cause of this pain is still unknown (Zeskind & Barr, 1997). Colic occurs when infants are around one
month old and it often disappears without a reason when infants are older than three months (Clifford,
2002). It is a universal and commonly-seen phenomenon which is the cause for excessive cry behavior.
Though previous studies have suggested that higher fundamental frequency and a larger percentage of
dysphonation in crying behavior can be found in the pain cries of infants who suffer from colic, no
standard acoustic features in cry vocalization of infants with colic was established (Zeskind & Barr,
1997). Long-time average spectrum might provide an option to see if there are any significant
variations in the cries of infants with colic and those who are healthy from first spectral peak, mean
spectral energy, spectral tilt, and high frequency energy.

Though infants are not able to talk, they can express their feelings and emotions through crying,
facial expression, and body movements. Diseases are able to be discovered by some characteristics in
crying behavior (Radhika, Chandralingam, Anjaneyulu, & Satyanarayana, 2012). For example,
different pain stimuli would lead to different fundamental frequencies in infant cry vocalization
(Radhika et al., 2012). If more specific characteristics are found in certain diseases, it would be more
effective in prescribing and curing. Sometimes parents can differentiate why their babies cry by their
various crying behavior (Soltis, 2004). As for the way of eliciting cries, Johnston, Stevens, Craig, &
Grunau (1993) had proposed two different ways: the heel-stick procedure and injection. In this current
study, injection was used as the only standard method of eliciting cries to avoid any nuances that might
caused by the different types of pain stimuli. However, even though there are some scientific ways of
detecting the pain intensity infants endure, the experience of pain is quite subjective and is not merely
related to physiological but also psychological factors (Qiu, 2006). Moreover, since infants use crying
to arouse caregivers’ attention, it can be expected that infants’ crying behavior differs with and without
their caregivers around them (Green, Gustafson, Irwin, Kalinowski, & Wood, 1995). Usually, the
responses from caregivers bring cry behaviors to a halt (Green et al., 1995). Thus, crying is regarded
not only an independent behavior but also plays an important role in social interactions between infants
and their caretakers (Green et al., 1995). Furthermore, crying is a way of drawing other people’s
attention to help infants get rid of the uncomfortable situation or meet their needs (LaGasse, Neal, &
Lester, 2005).
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Because of the immature development of nervous systems caused by premature birth, preterm
infants’ crying behavior is believed to reveal different characteristics from that of full-term infants
whose nervous systems are comparatively well-developed (Goberman & Robb, 1999). Premature
infants are reported to have higher fo in their cry phonation, and it might be due to the immature,
shorter vocal folds (Johnston et al., 1993). Or as Zeskind (1983) stated that high-risk infants are not
able to perfectly control their crying behavior and that they tend to react more intensely towards pain
stimuli than low-risk infants. Infants react differently to the same stimulus pain whether they are
healthy or born at risk. However, while some studies have shown that preterm infants are more
sensitive to pain stimuli, others found that some premature infants have less intense reactions towards
pain than normal infants (Qiu, 2006).

The main objective of this current study is to find out how the crying behavior between full-term
and preterm infants differs from each other. The findings might help in detecting infants’ health
conditions. Moreover, if the differences of the crying behavior can be systematically characterized, the

measurements can be further applied to identify features in neonate cries due to infant colic.

2. Method

2.1 Participants

Previous studies indicated that gender did not lead to significant differences in first spectral peak, mean
spectral energy, spectral tilt, and high frequency energy (Goberman & Robb, 1999; Goberman, Johnson,
Cannizzaro, & Robb, 2008). Therefore, gender was not controlled in this study. There were 26 infant
participants; 16 were full-term infants and the other 10 were preterm infants. The infants were all under
four months old for both full-term infants and preterm infants according to their gestational ages. All of

the infants in this study were considered to have normal hearing according to interview with parents.

2.2 Data Collection

For data collection, TASCAM wave recorder and RODE uni-directinal microphone were used while
recording the cry phonation of both preterm and full-term infants. The microphone was held near the
infants” mouth. All infants were in the supine position while receiving the injection because acoustic
properties (e.g. fundamental frequency) might be influenced by postures of infants (Lin & Green, 2007).
Data were collected in the hospital. The cry phonation of both groups of infants was recorded during

and after they receive the injection. The pain stimulus was the same in both groups of infants.

2.3 Acoustic Analysis
Based on Goberman and Robb (1999), a crying episode of infants was defined as the duration of the
continuous crying activity, beginning with the first audible cry sound after the pain stimulus, and an

episode was completed as soon as the infants stopped crying. The non-voiced parts of a crying episode
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were first edited out in the cry vocalization, making a “non-partitioned crying episode” (Goberman &
Robb, 1999). In this current study, all the inspiratory cry was eliminated from pain stimulus, only the
phonatory parts were analyzed. Then, a non-partitioned episode was divided into three partitions with
the same length of durations (P1, P2, P3). P1, P2, P3 are regarded as the early, middle, and late sections
of the crying episode, respectively, corresponding to the attack, cruise, and subdual phases of a crying
episode as suggested by Truby and Lind (1965). First spectral peak, mean spectral energy, spectral tilt,
and high frequency energy were measured. First spectral peak was identified as the first amplitude peak
across the LTAS display. Mean spectral energy was measured with the mean amplitude value from 0 to 8000
Hz. Spectral tilt was the ratio of energy between 0-1000 Hz, and 1000-5000 Hz. High frequency energy
was the sum of amplitudes from 5000 Hz to 8000 Hz.
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Figure 1. Typical LTAS display showing the location of the first spectral peak (FSP) and high
frequency energy (HFE) between 5000Hz and 8000Hz.

3. Results & Discussion

3.1 Unedited Cry Duration

The average duration of crying episodes for the 16 full-term infants was 43.26s (SD=31.27), and for the
10 preterm infants was 36.21s (SD=30.93). Although full-term infants have longer average duration of
crying episodes, there are no significant differences between the two groups, t(24) = 0.48, two-tailed, p

> .05. The result is the same as that of Goberman and Robb (1999).

3.2 Percent Phonation
The percentage of cry phonation in a long-term non-partitioned, unedited crying episode was calculated.

The average percent phonation across the crying episodes of the 16 full-term infants and the 10 preterm
infants was 67% (SD=17.04) and 67% (SD=13.98) respectively. That is, 67% of the unedited crying
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episode contained cry phonation. Like what was found in Goberman and Robb (1999), there is no
significant differences across groups in the percentage of cry phonation, t(24) = 0.39, two-tailed, p
> .05.

3.3 First Spectral Peak (FSP)

The non-partitioned and partitioned first spectral peak values of the 16 full-term and the 10 preterm
infants are listed in Table 1. A two-way analysis of variance (ANOVA) was performed to check if there
were significant differences in FSP values between the two groups, and whether there was significant
variation between the three equal-length cry durations (P1, P2, P3) in each group. The results indicated
no significant term by partition interaction (p > .05), no significant main effect for term status (p > .05),
and no significant main effect for partition (p > .05). Despite the fact that there were no significant
differences in statistical tests, we found that full-term infants have higher non-partitioned FSP
(182.07Hz) than that of preterm infants (130.44Hz). From overall observation, full-term infants
demonstrated higher FSP in non-partitioned and the three partitioned episodes. Full-term and preterm
infants displayed different trends of FSP in P1, P2, and P3.

While the infants were receiving injections, the sharp pain stimulated them and all the infants
burst out crying. According to the previous studies (Johnston et al., 1993), preterm infants are expected
to have higher FSP because preterm infants were thought to be more sensitive and would react more
intensely to pain. Intensive crying behavior causes the increase of the subglottal pressure and the
stiffness of the vocal folds. However, in this current study, the mean FSP of the full-term infants turned
out to be higher than that of the preterm infants, in both the non-partitioned episode and the three
equal-length episodes. Moreover, full-term infants’ crying episode involved more distinct phases with

decrease of FSP in P3. In preterm infants, FSP kept increasing from P1 to P3.

Table 1. First spectral peak from the non-partitioned episodes (NP) and three partitioned
crying episodes with equal length (P1, P2, P3) from the full-term and preterm groups of

infants
FSP (Hz)
Group NP P1 P2 P3
Full-term M 182.07 135.88 184.79 149.46
SD 139.06 113.24 142.45 119.31
Preterm M 130.44 104.35 117.40 139.14
SD 71.74 52.06 67.36 82.11

197



200
180 /A\
160
/ \
140 S /
120
- /
First Spectral 100
Peak (Hz) 88
40
20
(o]
P1 P2 P3
=@ Full-term M 135.88 184.79 149.46
—ll— Preterm M 104.35 117.4 139.14

Figure 2. First spectral peak of full-term and preterm infants over time (P1, P2, and
P3 are three equal-length partitioned crying episodes.)

3.4 Mean Spectral Energy (MSE)
The mean spectral energy of non-partitioned and partitioned episodes of the 16 full-term and the 10

preterm infants are compared and listed in Table 2. A two-way analysis of variance (ANOVA) was
performed to investigate if there was significant variation between the two groups, and whether there
was significant variation between the three equal-length cry durations (P1, P2, P3) in each group. No
significant term by partition interaction (p > .05) was found. There was a significant main effect for
partition (F = 6.47, p < .05), yet there was no significant main effect for term, p > .05. One-way
ANOVA tests were then performed in each group to check the changes in MSE (in P1, P2, P3). In
full-term infants, P2 was significantly higher than P3. In preterm infants, P1 showed significantly
higher energy than P2 and P3. The changes are illustrated in Figure 3.

Premature infants, compared to full-term infants, are reported to have higher fo in their cry
phonation, and it might be due to tension of the larynx (Johnston et al., 1993). Greater pain stimulus
makes laryngeal muscles tighten. In this current study, although no significant differences could be
identified, preterm infants showed higher mean of MSE in non-partitioned episode and the three
equidurational crying episodes. This shows that during the cry duration, the preterm infants’ laryngeal
muscles are tighter and they have a more severe reaction toward pain stimulus. The tighter laryngeal
muscles suggest a more intense cry behavior. Moreover, a decrease in MSE could be observed in both
full-term and preterm infants. This might suggest that the laryngeal muscles of both groups of infants
loosen by phase, especially in preterm infants. There is sharper decrease of MSE from P1 to P3 in

preterm infants.
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Table 2. Mean spectral energy from the non-partitioned episodes (NP) and three partitioned
crying episodes with equal length (P1, P2, P3) from the full-term and preterm groups of

infants
MSE (dB)
Group NP P1 P2 P3
Full-term M 19.368 19.982 19.507 14.323
SD 9.627 9.523 11.158 11.266
Preterm M 22.801 25.201 18.695 15.628
SD 5.785 6.409 7.963 6.153
- 30
25 "
20 '\‘
Moy ey 13 =
10
5
o P1 P2 P3
= Full-term M 19.982 19.507 14.323
=l Preterm M 25.201 18.695 15.628

Figure 3. Mean spectral energy of full-term and preterm infants over time (P1, P2,
and P3 are three equal-length partitioned crying episodes.)

3.5 Spectral Tilt (ST)

The spectral tilt of non-partitioned and partitioned crying episodes of the two groups are compared and
listed in Table 3. In order to identify if there was significant differences of ST between the two groups
and whether there was significant variation between the three equal-length cry durations (P1, P2, P3) in
each group, a two-way analysis of variance (ANOVA) was performed. There were no significant term
by partition interaction (p > .05), no significant main effect for partition, and no significant main effect
for term. To investigate changes in ST across partitions within each group, separate one-way ANOVA
tests were performed for full-term and preterm infant groups. In full-term infants, post hoc comparisons
identified a significantly higher ST for P2 than for P3 (p < .05), but no significant differences in ST
across partitions for the preterm infants (p > .05). Overall, the full-term infants showed higher ST
values at the onset of crying vocalization which decreased over time; whereas the preterm infants had
lower ST values at the onset, which increased over time. The changes are demonstrated in Figure 4. For
full-term infants, higher P2 than P3 in ST was observed. The ST of full-term infants does not increase

over time as mentioned in Goberman and Robb (1999); on the contrary, the ST of full-term infants
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decreases over time. However, the increase of ST can be found in preterm infants.

The variation of ST of full-term and preterm infants is shown in table 3. Preterm infants have a
slightly higher ST than full-term infants. ST refers to how quickly the amplitude of the harmonics
decreases. A higher ST value was related to hypoadduction of the vocal folds (Mendoza, Munoz, &
Naranjo, 1996). In this current study, hyperadduction is observed in the decrease ST of full-term

infants, whereas, hypoadduction is observed in the increase ST of preterm infants.

Table 3. Spectral tilt from the non-partitioned episodes (NP) and three partitioned crying
episodes with equal length (P1, P2, P3) from the full-term and preterm groups of infants

ST
Group NP P1 P2 P3
Full-term M 1.381 2.242 1.423 1.118
SD 0.307 3.207 0.387 0.300
Preterm M 1.839 1.935 2.811 3.218
SD 0.685 0.659 2.795 5.326

2 m——
Spectral Tilt \

0.5
o
P1 P2 P3
== Full-term M 2.242 1.423 1.118
=fili— Preterm M 1.935 2.811 3.218

Figure 4. Spectral tilt of full-term and preterm infants over time (P1, P2, and P3 are
three equal-length partitioned crying episodes.)

3.6 High Frequency Energy (HFE)
The high frequency energy of non-partitioned and partitioned crying episodes of the two groups are

compared and listed in Table 4. In order to identify if there was significant variation between the two
groups, and whether there was significant variation between the three equal-length cry durations (P1,
P2, P3) in each group, a two-way analysis of variance (ANOVA) was performed. No significant term
by partition interaction (p > .05) was found. There was no main effect for term (p > .05), stating that
there were no significant differences in HFE across the two groups. There was significant main effect
for partitions (F = 8.29, p < .05). Furthermore, one-way ANOVA tests were performed to check

changes in HFE across partition within each group. Significant differences in HFE were found across
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partition for both full-term infants (F = 3.91, p <. 05) and for preterm infants (F = 4.57, p < .05). There
was a significantly higher P1 in HFE than P3 in both infant groups (p < .05). In both groups, HFE
decreases over time. The HFE of full-term infants does not change drastically over time; however, in
preterm infants, the HFE shows a steep descent. The changes are demonstrated in Figure 5. HFE in
both full-term infants and preterm infants decreases overtime. However, HFE of preterm infants has a

wider range, crossing from 1225 to 1807, while the range HFE of full-term infants is about 300.

Table 4. High frequency energy from the non-partitioned episodes (NP) and three partitioned
crying episodes with equal length (P1, P2, P3) from the full-term and preterm groups of

infants
HFE (dB)
Group NP P1 P2 P3
Full-term M 1672 1703 1543 1272
SD 582 552 720 590
Preterm M 1737 1807 1511 1227
SD 469 514 546 509
- 2000
1800 —
1600 TeTE—
1400 ————
High 1200 ;
Frequency 1000
Energy (dB) 800
600
400
200
o]
P1 P2 P3
—— Full-term M 1703 1543 1272
—fill— Preterm M 1807 1511 1227

Figure 5. High frequency energy of full-term and preterm infants over time (P1, P2,
and P3 are three equal-length partitioned crying episodes.)

Some of the results in this current study did not match the findings in previous studies. The
differences could be due to a few discerning variables. First, although the uni-directional microphone
was used in this study, the environmental noises could not be completely controlled because the nurses
were required to explain the procedure to the caregivers. Moreover, there was unavoidable overlapping
from noises of other infants’ cry sound. Once the infant’s cry vocalization was overlapped with adults’
voice or other infants’ cry sound, the partition could no longer be used for further analysis. Second, all
the infants receiving injections had their caregivers around them. This caused inevitable interaction

between adults and infants, bringing unexpected nuances to the results. Both full-term and preterm
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infants might use more strength in crying, hoping their caretakers would alleviate their pain. Third,
some caretakers tended to soothe the infants as soon as they started crying, which would significantly
change the natural cry episode since the soothing and consolation from the caretakers might influence
their cry phonation. The infants might feel safe and stopped crying. This might cause incomplete early,
middle, and late sections in a cry episode, as Goberman and Robb (1999) mentioned. In further studies,
the interaction of infants and their caregivers is probably one of the variables that should be strictly
controlled. Moreover, video recording should be implemented in order to identify whether the infants
stopped crying spontaneously or their attention was drawn by other things. Lacking complete three
sections of cry episode might be the main reason of the discrepancy in the findings of this current study

and previous studies.

4. Summary

Cry phonations of neonates from 16 full-term infants and 10 preterm infants were analyzed with
long-time average spectrum (LTAS). Major findings were: (1) Full-term infants had higher first
spectral peak than that of preterm infants; (2) Mean spectral energy in both groups of infants decreased
over time; (3) Spectral tilt in full-term infants decreased, but increased in preterm infants over time; (4)
High frequency energy in both full-term and preterm infants decreased over time. In further study, the
environmental noise (e.g., from nurses, parents, and other infants around) should be controlled in order
to acquire sufficient data to identify more systematic distinctions in the patterns of cry phonation

between full-term and preterm infants.
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4. Trajectory Database
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6. Future Work
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