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Forewords

The 25th Conference on Computational Linguistics and Speech Processing (ROCLING 2013)
was held at National Sun Yat-sen University, Kaohsiung on Oct. 4-5, 2013. ROCLING is the
leading and most comprehensive conference on computational linguistics and speech processing
in Taiwan, bringing together researchers, scientists and industry participants to present their
work and discuss recent trends in the field. This special issue presents extended and reviewed
versions of eight papers meticulously selected from ROCLING 2013, including 4 natural
language processing papers and 4 speech processing papers.

The first paper done at Chaoyang University of Technology focuses entailment analysis for
improving Chinese textual entailment recognition. By considering four special cases, the RTE
system can be significantly improved. The second and third papers are applications of statistical
machine translation in Chinese spelling check and English grammatical error correction. Both
papers are research work from National Tsing Hua University. The fourth paper, from Academia
Sinica, studies Chinese noun-noun compound and concludes that two nouns are either linked by
semantic roles assigned by events or by static relations including ) including meronymy,
conjunction, and the host-attribute-value relation. The fifth paper is from National Cheng Kung
University. This research work employs Hidden Markov Model-based synthesis approach to
generate Mandarin songs with arbitrary lyrics and melody in a certain pitch range. The sixth
paper is a joint work from National Taiwan University, National Tsing Hua University, and
Chang Gung University. This research uses speech recognition and assessment to automatically
find the potentially problematic utterances for preparing a Taiwanese speech corpus. The seventh
paper is done by National Taiwan University of Science and Technology. For LMR-Mapping
based voice conversion, this work places a histogram-equalization module and a target frame
selection module immediately before and after the LMR based mapping. The eigth paper, from
National Chi Nan University, presents a noise-robust speech feature representation method in
speech recognition. This method applies linear predictive coding on the time series of cepstral
coefficients and then removes the linear prediction error component.

The Guest Editors of this special issue would like to thank all of the authors and reviewers
for sharing their knowledge and experience at the conference. We hope this issue provide for
directing and inspiring new pathways of NLP and spoken language research within the research
field.

Guest Editors

Chia-Hui Chang,

Department of Computer Science and Information Engineering, National Central University,
Taiwan

Chia-Ping Chen

Department of Computer Science and Engineering, National Sun Yat-Sen University, Taiwan
Jia-Ching Wang

Department of Computer Science and Information Engineering, National Central University,
Taiwan
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Entailment Analysis for Improving Chinese Recognizing

Textual Entailment System
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Shan-Shun Yang, Shih-Hung Wu, Liang-Pu Chen,
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Abstract

Recognizing Textual Entailment (RTE) is a new research issue in natural language
processing (NLP) research area. RTE can be a useful component in many NLP
applications. In this paper, we introduce our finding on the entailment analysis of
the NTCIR-10 RITE-2 dataset, and use the observation to improve our system. In
the previous works, all the input pairs are treated equally in a standard
classification architecture. We find that is not suitable for some special cases. We
believe that by isolating the special cases and building separated classifiers, a RTE
system can perform better. After implementing modules for four special cases into
our system, the result is significantly improved from 67.86% to 72.92% on the
binary class classification task.

Keywords: Chinese Recognizing Textual Entailment, Entailment Analysis
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7~ bl HlléREE AR
BB E ] 15(1.82%) | 42(5.37%)
R RE A —2L 43(5.28%) | 60(7.68%)
AR —5 42(5.15%) | 83(10.62%)
72— 73(8.9%) 82(10.4%)

EE:=! 53(6.5%) 43(5.5%)

B ST 5(0.6%) 11(1.4%)

GIps 67(8.2%) 52(6.6%)
—EASEEM AT | 115(14.1%) | 91(11.6%)
CIRR ) 290(35.6%) | 159(20.3%)

AEHE 111(13.6%) | 86(11%)

FHEE S 99.75% 90.47%
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5. BEREETw

TR E=E T oM 44 NTCIR10 RITE-2 Ml S B TV 2 B Bas E Ny B hass R -

51 BEE&EH

A M EE B AAEVE R L E HASE @ NTCIR W&f& & RITE-2(Recognizing
Inference in Text-2)ELET-1H H AYFAE$ &k (Development Data) A Kz 72\ B HIEEE (open text) »
TEFASE &R 814 (E LA - S— AR ERIEM A 781 {E L)% -

RITE-2 7= (&5 55 588 (175 (task) » H H AYIERTHE 240 B B A7 2 [ T HEEm A5
HIRLEE - A)+ Z RR AR A IR 20 » LLAIER 45 (entailment) ~ F5F (paraphrase) LA K ¥ &
(contradiction) 5§ o A28l RITE-2 SHEMNRES B2 HIC ~ 8 LU E R+
EE S H O EBUE " FEH ) (subtask) o 2 BLETHEEY 2400 75 HEHAG XE 1Y WA {IE AR (text) -
f 2B — (ARw B R AR ) BU B — (IE [ ~ e ~ ST ~ 7 JE) VAR R (A EaC (label)

52 BER&ER
FRAFIAE NTCIR10 RITE-2 Y IE=EEHIfE S th S (CS) BB S S (CT)&E R AF£ 7 R 8 Aok »
AZNTCIR10 RITE-2 F M —HE L = A FEEE » E 5% CYUT-01 IR Z A &
GEBRERUERTERREFERT E—EZEERE AT 10 EECIE > FEsE
CYUT-02 7E4E CYUT-01 1B R ENIA Z Fite BV B —sE S s Bl R 7 /A i+
—ERHEfE A > EistE CYUT-03 (i A _Eafti2 2109 11 SR EAEMA—(E 2 IE AT
B1E Ry 12 (@R A > B R o S DA B RS h SC i B Bl 2 (R AR EI Y B Bk
FAMAE NTCIR10 RITE-2 ffE SO (EME H HUS 25 = A s8R aE - (BEERE R SCGE(EE
H R bR 2R - A #E T SR S SIS 8 AR -

#£7.NTCIR10 RITE-2 g5 2 IE R4 E

BC (%) | MC (%)
CYUT-01 | 61.17 40.37
CYUT-02 | 63.11 4252
CYUT-03 | 67.86 40.37

#£8. NTCIR10 RITE-2 84137 [F =03 H4 2

BC (%) | MC (%)
CYUT-01 | 55.16 25.60
CYUT-02 | 52.64 26.26
CYUT-03 | 5158 2351
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5.2.1 KUEEE—
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K. BEREEBRAGERER

T EHEHA 240 BC (%) MC (%)
Google #lI= 53.64 26.26
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522 BUEEE—
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Casel Case2 Case3 Case4
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(& 1) A5 5k o B 71.42% 70% 71.25% 60.97%
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Abstract

Chinese spell checking is an important component of many NLP applications,
including word processors, search engines, and automatic essay rating.
Nevertheless, compared to spell checkers for alphabetical languages (e.g., English
or French), Chinese spell checkers are more difficult to develop because there are
no word boundaries in the Chinese writing system and errors may be caused by
various Chinese input methods. In this paper, we propose a novel method for
detecting and correcting Chinese typographical errors. Our approach involves word
segmentation, detection rules, and phrase-based machine translation. The error
detection module detects errors by segmenting words and checking word and
phrase frequency based on compiled and Web corpora. The phonological or
morphological typographical errors found then are corrected by running a decoder
based on the statistical machine translation model (SMT). The results show that the
proposed system achieves significantly better accuracy in error detection and more

satisfactory performance in error correction than the state-of-the-art systems.

Keywords: Chinese Spelling Detection, Chinese Spelling Correction, Chinese
Similar Characters, Ngram, Language Model, Machine Translation.

1. Introduction

Chinese spell checking is a task involving automatically detecting and correcting
typographical errors (typos), roughly corresponding to misspelled words in English. In this
paper, we define typos as Chinese characters that are misused due to shape or phonological
similarity. Liu et al. (2011) shows that people tend to unintentionally generate typos that
sound similar (e.g., *#&#T [cuo zhe] and #JT [cuo zhe]), or look similar (e.g., *[E#E [gu
nan] and [R#E [kun nan]). On the other hand, some typos found on the Web (such as forums
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* Department of Institute of Information Systems and Applications, National Tsing Hua University
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or blogs) are used deliberately for the purpose of speed typing or just for fun. Therefore, spell
checking is an important component for many applications, such as computer-aided writing

and corpus cleanup.

The methods of spell checking can be classified broadly into two types: rule-based
methods (Ren et al., 2001; Jiang et al., 2012) and statistical methods (Hung & Wu, 2009;
Chen & Wu, 2010). Rule-based methods use knowledge resources, such as a dictionary, to
identify a word as a typo if the word is not in the dictionary and to provide similar words in
the dictionary as suggestions. Simple rule-based methods, however, have their limitations.
Consider the sentence “/[rE{REEZAY - 7 [xin shi hen zhong yao de] which is correct.
Nevertheless, the two single-character words “/[3” [xin] and “&&” [shi] are likely to be
regarded as an error by a rule-based model for the longer word “[»Z&” [xin shi] with

identical pronunciation.

Data-driven, statistical spell checking approaches appear to be more robust and perform
better. Statistical methods tend to use a large monolingual corpus to create a language model
to validate the correction hypotheses. Considering “/[»&” [xin shi], the two characters “/[»”
[xin] and “/&” [shi] are a bigram with high frequency in a monolingual corpus, so we may

determine that “/(3&” [xin shi] is not a typo after all.

In this paper, we propose a model that combines rule-based and statistical approaches to
detect errors and generate the most appropriate corrections in Chinese text. Once an error is
identified by the rule-based detection model, we use the statistic machine translation (SMT)
model (Koehn, 2010) to provide the most appropriate correction. Rule-based models tend to
ignore context, so we use SMT to deal with this problem. Our model treats spelling correction
as a kind of translation, where typos are translated into correctly spelled words according to
the translation probability and language model probability. Consider the same case “/[ME{R
EEEEAY o 7 [xin shi hen zhong yao de]. The string “/{»52” [xin shi] would not be incorrectly
replaced with “3ZE” [xin shi] because we would consider “[3&” [xin shi] to be highly

probable, according to the language model.

The rest of the paper is organized as follows. We present the related work in the next
section. Then, we describe the proposed model for automatically detecting the spelling errors
and correcting the found errors in Section 3. Section 4 and Section 5 present the experimental

data, results, and performance analysis. We conclude in Section 6.

2. Related work

Chinese spell checking is a task involving automatically detecting and correcting typos in a
given Chinese sentence. Previous work typically takes the approach of combining a confusion

set and a language model. A rule-based approach depends on dictionary knowledge and a
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confusion set, a collection set of certain characters consisting of visually and phonologically
similar characters. On the other hand, statistical-based methods usually use a language model,
which is generated from a reference corpus. A statistical language model assigns a probability
to a sentence of words by means of n-gram probability to compute the likelihood of a

corrected sentence.

Chang (1995) proposed a system that replaces each character in the sentence based on the
confusion set and estimates the probability of all modified sentences according to a bigram
language model built from a newspaper corpus before comparing the probability before and
after substitution. They used a confusion set consisting of pairs of characters with similar
shape that were collected by comparing the original text and its OCR results. Similarly,
Zhuang et al. (2004) proposed an effective approach using OCR to recognize a possible
confusion set. In addition, Zhuang et al. (2004) also used a multi-knowledge based statistical
language model, the n-gram language model, and Latent Semantic Analysis. Nevertheless, the
experiments by Zhuang et al. (2004) seem to show that the simple n-gram model performs the
best.

In recent years, Chinese spell checkers have incorporated word segmentation. The
method proposed by Huang et al. (2007) incorporates the Sinica Word Segmentation System
(Ma & Chen, 2003) to detect typos. With a character-based bigram language model and the
rule-based methods of dictionary knowledge and confusion sets, the method determines
whether the word is a typo or not. There are many more systems that use word segmentation to
detect errors. For example, in Hung and Wu (2009), the given sentence is segmented using a
bigram language model. In addition, the method also uses a confusion set and common error
templates manually edited and provided by the Ministry of Education in Taiwan (MOE, 1996).
Chen and Wu (2010) modified the system proposed by Hung and Wu (2009) by combining
statistic-based methods and a template matching module generated automatically to detect and
correct typos based on the language model.

Closer to our method, Wu et al. (2010) adopted the noise channel model, a framework
used both in spell checkers and in machine translation systems. The system combined a
statistic-based method and template matching with the help of a dictionary and a confusion set.
They also used word segmentation to detect errors, but they did not use existing word
segmentation, as Huang et al. (2007) did, because that might regard a typo as a new word.
They used a backward longest first approach to segment sentences with an online dictionary
sponsored by MOE (MOE, 2007), and a templates with a confusion set provided by Liu et al.
(2009). The system also treated Chinese spell checking as a kind of translation by combining
the template module and translation module to get a higher precision or recall.

In our system, we also treat the Chinese spell checking problem as machine translation,

but we use a different method of handling word segmentation to detect typos and translation
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model, where typos are translated into correctly spelled words.

3. Method

In this section, we describe our solution to the problem of Chinese spell checking. In the error
detection phase, the given Chinese sentence is segmented into words. (Section 3.1) The
detection module then identifies and marks the words that may be typos. (Section 3.2) In the
error correction phase, we use the statistical machine translation (SMT) model to translate the
sentences containing typos into correct ones (Section 3.3). In the rest of this section, we

describe our solution to this problem in more detail.

3.1 Modified Chinese Word Segmentation System

Unlike English text, in which sentences are sequences of words delimited by spaces, Chinese
texts are represented as strings of Chinese characters (called Hanzi) with word delimiters.
Therefore, word segmentation is a pre-processing step required for many Chinese NLP
applications. In this study, we also perform word segmentation to reduce the search space and
probability of false alarms. After segmentation, sequences of two or more singleton words are
considered likely to contain an error. Nevertheless, over-segmentation might lead to falsely
identified errors, which we will describe in Section 3.2. Considering the sentence “fi& T ZH
it A EEAEEAEE” [chu le yao you chao shi zhi cai, ye yao you jian ding de yi
zhi], the sentence is segmented into “f& T /ZE/ MBS/ 2 /A /B /B E /M /EE.” The
part “#fH A" [chao shi zhi cai] of the sentence is over-segmented and runs the risk of
being identified as containing a typo. To solve the problem of over-segmentation, we used

additional lexical items to reduce the chance of generating false alarms.

3.2 Error Detection

Motivated by the observation that a typo often causes over-segmentation in the form of a
sequence of single-character words, we target the sequences of single-character words as
candidates for typos. To identify the points of typos, we take all n-grams consisting of
single-character words in the segmented sentence into consideration. In addition to a Chinese
dictionary, we also include a list of web-based n-grams to reduce false alarms due to the

limited coverage of the dictionary.

When a sequence of singleton words is not found in the dictionary or in the web-based
character n-grams, we regard the n-gram as containing a typo. For example, “#fk 0y 75 %
#5  [sen lin de fang duo jing] is segmented into consecutive singleton words: bigrams such as

“By 75" [de fang], and “75 %" [fang duo] and trigrams such as “fy 7 %" [de fang
duo] and “F% % I%” [fang duo jing] are all considered as candidates for typos since those

n-grams are not found in the reference list.
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3.3 Error Correction

Once we generate a list of candidates of typos, we attempt to correct typos using a statistical
machine translation model to translate typos into correct words. When given a candidate, we
first generate all correction hypotheses by replacing each character of the candidate typo with

similar characters, one character at a time.

Take the candidate “&{5” [qi fen] as example, the model generates all translation
hypotheses according to a visually and phonologically confusion set. Table 1 shows some
translation hypotheses. The translation hypotheses then are validated (or pruned from the

viewpoint of SMT) using the dictionary.
Table 1. Sample “translations™ for the candidate “ %" [qi fen].

Replaced = 0y

character

Translations batbl ALy Ry R
i 240 SATE REE
S(bal & RE E2i)
Bl Eail Rin o
iy 55177 R R

The translation probability tp is a probability indicating how likely a typo is to be
translated into a correct word. tp of each correction translation is calculated using the
following formula:

tn(candi, trans) = logl()[ freg(trans) N jif trans in ngrams )

freq(trans) — freq(candi) otherwise =0

where freg(trans) is the frequency of translation, freq(candi) is the frequency of the candidate,
and vy is the weight of different error types: visual or phonological.

Take “Hf7” [qi fen] from ““R/—£/0/5%/M5” [bulyi yang/de/qi/fen] for instance, the
translations with non-zero tp after filtering are shown in Table 2. Only two translations are

« ="

possible for this candidate: “5J&" [qi fen] and “E5" [qi fen].

Table 2. Translations for “ %7 [qi fen] with corresponding translation
probability and language model probability (log).

Translations Frequency LM probability tp
RIE 48 -4.96 -1.20
=¥ 473 -3.22 -1.11

We use a simple, publicly available decoder written in Python to correct potential
spelling errors found in the detection module. The decoder reads one Chinese sentence at a
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time and attempts to “translate” the sentence into a correctly spelled one. The decoder
translates monotonically without reordering the Chinese words and phrases using two
models — the translation probability model and the language model. These two models read
from a data directory containing two text files containing a translation model in GIZA++ (Och
& Ney, 2003) format and a language model in SRILM (Stolcke et al., 2011) format. These two

models are stored in memory for quick access.

The decoder invokes the two modules to load the translation and language models and
decodes the input sentences, storing the result in output. The decoder computes the probability
of the output sentences according to the models. It works by summing over all possible ways
that the model could have generated the corrected sentence from the input sentence. Although,
in general, covering all possible corrections in the translation and language models is
intractable, a majority of error instances can be “translated” effectively via the translation

model and the language model.

4. Experimental Setting

Our systems were designed to provide wide coverage spell checking for Chinese. As such, we
trained our systems using a dictionary, a compiled corpus, and Web scale n-grams. We
evaluated our systems on the sentence level. Finally, we used an annotated dataset to provide
human judges the ability to evaluate the quality of error detection and correction. In this
section, we first present the details of data sources used in training (Section 4.1). Then,
Section 4.2 describes the test data. Section 4.3 describes the systems evaluated and compared.

The evaluation metrics for the performance of the systems are reported in Section 4.4.

4.1 Data Sources

To train our model, we used several corpora, including Sinica Chinese Balanced Corpus,
TWWaC (Taiwan Web as Corpus), a Chinese dictionary, and a confusion set. We describe the
data sets in more detail below.

Sinica Corpus

"Academia Sinica Balanced Corpus of Modern Chinese," or “Sinica Corpus,” is the first
balanced Chinese corpus with part-of-speech tags (Huang et al., 1996). The current size of the
corpus is about 5 million words. Texts are segmented according to the word segmentation
standard proposed by the ROC Computational Linguistic Society. Each segmented word is
tagged with its part of speech. We used the corpus to generate the frequency of bigrams,
trigrams, and 4-grams for training the translation model and to train the n-gram language

model.
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TWWaC (Taiwan Web as Corpus)

We used TWWaC for obtaining more language information. TWWaC is a corpus gathered
from the Web under the .tw domain, containing 1,817,260 Web pages that consist of 30 billion
Chinese characters. We use the corpus to generate the frequency of all character n-grams for n
=2, 3, 4 (with frequency higher than 10). Table 3 shows the information of n-grams in Sinica
Corpus and TWWaC.

Table 3. The information of n-grams in Sinica corpus and TWWacC.

N-gram Sinica Corpus Types TWWaC Types
2-gram 66,778 2,848,193
3-gram 45382 13,745,743
4-gram 12,294 17,191,359

Words and Idioms in a Chinese Dictionary

From the dictionaries and related books published by Ministry of Education (MOE) of Taiwan,
we obtained two lists, one is the list of 64,326 distinct Chinese words (MOE, 1997)', and the
other one is the list of 48,030 distinct Chinese idioms®. We combined the lists into a Chinese

dictionary for validating words with lengths of 2 to 17 characters.

Confusion Set

After analyzing erroneous Chinese words, Liu et al. (2011) found that more than 70% of typos
were related to the phonologically similar character, about 50% are morphologically similar,
and almost 30% are both phonologically and morphologically similar. We used the ratio as the
weight for the translation probabilities. In this study, we used two confusion sets generated by
Liu et al. (2011) and provided by SIGHAN 7 Bake-off 2013: Chinese Spelling Check Shared
Task as a full confusion set, based on loosely similar relation.

In order to improve the performance, we expanded the sets slightly and also removed
some loosely similarly relations. For example, we removed all relations based on non-identical
phonologically similarity. After that, we added the similar characters based on similar
phonemes in Chinese phonetics, such as “L » L7 [en, eng], “A > 37 [ang,an], “7 s L~
[shi, si], and so on. We also modified the similar shape set, so we checked the characters by
comparing the characters in Cangjie codes (& #EA) and required strong shape similarly. Two
characters differing from each other by at most one symbol in Cangjie code were considered

as strongly similar and were retained. For example, the code of “f#{” [zheng] and “f#” [wei]

' Chinese Dictionary http://www.edu.tw/files/site_content/m0001/pin/biau2.htm?open
2 Chinese Idioms http://dict.idioms.moe.edu.tw/cydic/index.htm
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are strongly similar in shape, since in their corresponding codes “/7 AL+ A" and “/T ALL
K", differ only in one place.

4.2 Test Data

We used the official dataset from SIGHAN 7 Bake-off 2013: Chinese Spelling Check to
evaluate our systems. This dataset contains two parts: 350 sentences with errors and 350
sentences without errors, extracted from student essays that covered various common errors.
The dataset was released in XML format with the information of sentences, wrong position,

typos, and correction. A sample is shown below:

<DOC Nid="00001">

<P>IEMBIFLBEEEAIN > FHEITHEF - ESERESIRMIEE - <P>
<TEXT>

<MISTAKE wrong_position=13>

<WRONG>#EHT</WRONG>

<CORRECT>#{/T</CORRECT>

</MISTAKE>

</TEXT>

</DOC>

We found that all of the sentences with errors contain exactly one typo and that most
errors were either similar in pronunciation or shape. Therefore, the confusion set was suitable
for error correction. We generated the sentence with/without error and the correct answer from
XML format. In this data, more than 80% of errors were characters with identical
pronunciation, almost 20% of errors were characters with similar shape, and 40% of errors
involved both phonological and visual similarity. Hence, we focused on detecting and

correcting these two common types of errors in our study.

4.3 Systems Compared

Recall that we propose a system to detect and correct typos in Chinese based broadly on
statistical machine translation. We experimented with different resources as kinds of language
models to detect typos: dictionary entries, a compiled corpus, and Web corpus. The four

detection systems evaluated are:
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—Dictionary (DICT): A dictionary is used to detect unregistered words as errors.
—Corpus (CORP): A word list from a reference corpus is used to detect unseen words as errors.

—Web corpus (WEB): A character n-gram of Web corpus is used to detect unseen n-grams as

CITOrS.

—Dictionary and Web corpus (DICT+WEB): A dictionary combining a character n-gram of
Web corpus is used to detect unregistered words as errors.

To correct typos, we used a character confusion set to transform the detected typos and
generate the “translation” hypotheses with translation probability. These hypotheses were
pruned using a Chinese dictionary before running the MT decoder in order to reduce the load
on the decoder. The scope of this confusion set and the weights associated with translation
probability clearly influenced the performance of our system. We evaluated and compared

four different confusion set and weight settings. The four correction systems evaluated are:

—Full confusion set (FULL+WT): A broad confusion set with loosely similar relations in
character sound and shape was used to generate mapping from a detected typo to its
correction. Different weights were used in modeling probability for sound and shape based
mapping.

—Confusion set with identical sound (SND+WT): A broad confusion set with identical sounds
and loosely similar shape relations was used to generate mapping. Different weights were

used in modeling probability for sound and shape based mapping.

—Restricted confusion set with identical sound and strong similarly shape (SND+SHP): A
broad confusion set with identical sounds and strongly similar shape relations was used to

generate mapping. Sound and shape were given the same weight.
—Restricted confusion set with different weights (SND+SHP+WT): A broad confusion set with

identical sounds and strongly similar shape relations was used to generate mapping. Different

weights were used in modeling probability for sound and shape based mapping.

4.4 Evaluation Metrics

To assess the effectiveness of the proposed system, we used test data to experiment with our
system. We also exploited several language resources, including TWWacC, Sinica Corpus, a
Chinese dictionary, and the confusion set, in the proposed system to detect errors and correct
errors. The Chinese Word Segmentation System produces the word segmentation result with
the help of a Chinese dictionary to improve the proposed system. To evaluate our system, we

used the precision rate and recall rate, which are defined as follows:
Precision=C/S )
Recall =C /N 3)
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where N is the number of error characters, S is the number of characters translated by the
proposed system, and C is the number of characters translated correctly by the proposed
system. We also compute the corresponding F-score as:
_ _ 2xPrecisionxRecall
F —score = Precision+Recall S

5. Evaluation Results

In this section, we report the results of the experimental evaluation using the methodology
described in the previous section. We evaluated detection, as well as correction, for many
systems with different language resources and settings. During this evaluation, we tested our
systems on 350 sentences containing at least one typo, provided in SIGHAN Bake-off 2013:
Chinese Spelling Check. Table 4 shows the precision, recall, and F-score for four detection

systems, while Table 5 shows the same metrics for four correction systems.

Table 4. The comparison of the detection with different references.

System Precision Recall F-score
DICT 91 .52 .66
CORPUS .90 46 .61
WEB 93 47 .63
WEB+DICT .95 .56 71

Table 5. The comparison of the correction experiment.

System Precision Recall F-score
FULL+WT 53 51 52
SND+WT 74 57 .65
SND+SHP .90 .55 .68
SND+SHP+WT .95 .56 .70

As can be seen in Table 4, using the Web corpus (WEB) achieves higher precision than
the dictionary (DICT) or compiled corpus (CORPUS) with slightly lower recall. Using the
dictionary (DICT) leads to the highest recall but slightly lower precision. By combining the
dictionary and Web corpus (WEB+DICT), we achieve the best precision, recall, and F-score.

Table 5 shows that using the full confusion set with loosely similar sound and shape
relation leads to the lowest recall and precision in error correction (FULL). By restricting the
sound confusion to identical sound and the shape confusion to strongly similar shape, we can
improve precision dramatically, with a small increase in recall (SND and SND+SHP).

We can further improve the precision and recall by applying different weights in
modeling the probability of sound and shape based hypotheses (SND+SHP+WT). Since typos
are more often related to sound confusion than shape, giving higher weight to sound confusion
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indeed leads to further improvement in both precision and recall. Previous works typically
have used only a language model to correct errors, but we compute language model
probability and translation probability, resulting in more effective error correction. For this
reason, we were placed among the top scoring systems in the SIGHAN Bake-off 2013.

In order to test whether the system can produce false alarms as rarely as possible, when
handling the sentences with typos, we tested our systems on a dataset with an additional 350
sentences without typos. The best performing system (SND+SHP+WT) obtained a precision
rate of .91, recall rate of .56, and F-score of .69 in correction. The results show that this

system is very robust, maintaining a high precision rate in different situations.

The recall of our system is limited by the dictionary that we used to correct a typo. For
example, the typo “1=5835" [qi tan chang], which is detected by the model, is not corrected
to 985" [qi tan chang] because it is a new term and not found in the Chinese dictionary
we used. To correct such errors, we could use Web-based character n-grams, which are more
likely to contain such new terms or productive compounds not found in a dictionary.

6. Conclusions and Future Work

Many avenues exist for future research and improvement of our system. For example, new
terms can be automatically discovered and added to the Chinese dictionary to improve both
detection and correction performance. Part of speech tagging can be performed to provide
more information for error detection. Named entities can be recognized in order to avoid false
alarms. A supervised statistical classifier can be used to model translation probability more
accurately. Additionally, an interesting direction to explore is using Web n-grams in addition
to a Chinese dictionary for correcting typos. Yet another direction of research would be to

consider errors related to a missing or redundant character.

In summary, we have proposed a novel method for Chinese spell checking. Our approach
involves error detection and correction based on the phrasal statistical machine translation
framework. The error detection module detects errors by segmenting words and checking
word and phrase frequency based on a compiled dictionary and Web corpora. The
phonological or morphological spelling errors found then are corrected by running a decoder
based on the statistical machine translation model (SMT). The results show that the proposed
system achieves significantly better accuracy in error detection and more satisfactory
performance in error correction than the state-of-the-art systems. The experimental results

show that the method outperforms previous works.
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Correcting Serial Grammatical Errors based on

N-grams and Syntax
Jian-cheng Wu*, Jim Chang*, and Jason S. Chang*

Abstract

In this paper, we present a new method based on machine translation for correcting
serial grammatical errors in a given sentence in learners’ writing. In our approach,
translation models are generated to translate the input into a grammatical sentence.
The method involves automatically learning two translation models that are based
on Web-scale n-grams. The first model translates trigrams containing serial
preposition-verb errors into correct ones. The second model is a back-off model,
used in the case where the trigram is not found in the training data. At run-time, the
phrases in the input are matched and translated, and ranking is performed on all
possible translations to produce a corrected sentence as output. Evaluation on a set
of sentences in a learner corpus shows that the method corrects serial errors
reasonably well. Our methodology exploits the state-of-the art in machine
translation, resulting in an effective system that can deal with many error types at
the same time.

Keywords: Grammatical Error Correction, Serial Errors, Machine Translation,
N-grams, Language Model

1. Introduction

Many people are learning English as a second or foreign language: it is estimated there are
375 million English as a Second Language (ESL) and 750 million English as a Foreign
Language (EFL) learners around the world, according to Graddol (2006). Three times as many
people speak English as a second language as there are native speakers of English.
Nevertheless, non-native speakers tend to make many kinds of errors in their writing, due to
the influence of their native languages (e.g., Chinese or Japanese). Therefore, automatic
grammar checkers are needed to help learners improve their writing. In the long run,
automatic grammar checkers also can help non-native writers learn from the corrections and
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gradually gain better command of grammar and word choices.

The grammar checkers available in popular word processors have been developed with a
focus on native speaker errors, such as subject-verb agreement and pronoun reference.
Therefore, these word processors (e.g., Microsoft Word) often offer little or no help with
common errors causing problems for English learners (e.g., missing, unnecessary, or wrong
article, preposition, and verb form) as described in The Longman Dictionary of Common
Errors, second edition (LDOCE) by Heaton and Turton (1996). The LDOCE is the result of
analyzing errors encoded in the Longman Learners’ Corpus.

The LDOCE shows that grammatical errors in learners’ writing can either appear in
isolation (e.g., the wrong proposition in “I want to improve my ability of [in] English.”) or
consecutively (e.g., the unnecessary preposition immediately followed by a wrong verb form
in “These machines are destroying our ability of thinking [to think].”). We refer to two or
more errors appearing consecutively as serial errors.

Previous works on grammar checkers either have focused on handling one common type
of error exclusively or handling it independently in a sequence of errors. Nevertheless, when
an error is not isolated, it is difficult to correct the error when another related error is in the
immediate context. In other words, when serial errors occur in a sentence, a grammar checker
needs to correct the first error in the presence of the second error (or vice-versa), making
correction difficult to achieve. These errors could be corrected more effectively if the
corrector recognized them as serial errors and attempted to correct the serial errors at once.

Consider an erroneous sentence, “I have difficulty to understand English.” The correct
sentence should be “I have difficulty in understanding English.” It is hard to correct these two
errors one by one, since the errors are dependent on each other. Intuitively, by identifying
“difficulty to understand” as containing serial errors and correcting it to “difficulty in
understanding,” we can handle this kind of problem more effectively.

Input: | have difficulty to understand English.

Phrase table of translation model:
||| difficulty in understanding ||| 0.86
||| difficulty in understanding ||| 0.86

difficulty of understanding
difficulty to understand
difficulty with understanding ||| difficulty in understanding ||| 0.86
difficulty in understand ||| difficulty in understanding ||| 0.86
difficulty for understanding ||| difficulty in understanding ||| 0.86

difficulty about understand ||| difficulty in understanding ||| 0.86

Output: | have difficulty in understanding English.

Back-off translation model:

difficulty of VERB+ing ||| difficulty in VERB+ing||| 0.34
difficulty to VERB ||| difficulty in VERB+ing ||| 0.34
difficulty with VERB+ing||| difficulty in VERB+ing ||| 0.34
difficulty in VERB ||| difficulty in VERB+ing ||| 0.34
difficulty for VERB+ing ||| difficulty in VERB+ing ||| 0.34
difficulty about VERB+ing ||| difficulty in VERB+ing ||| 0.34

Figure 1. Example session of correcting the sentence, “I have difficulty to

understand English.”
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We present a new system that automatically generates a statistical machine translation
model based on a trigram containing a word followed by preposition and verb or by an
infinitive in web-scale n-gram data. At run-time, the system generates multiple possible
trigrams by changing a word’s lexical form and preposition in the original trigram. Example
trigrams generated for “difficulty to understand” are shown in Figure 1. The system then ranks
all of these generated sentences and use the highest ranking sentence as suggestion.

The rest of the paper is organized as follows. We review the related work in the next
section. Then, we describe our method for automatically learning to translate a sentence that
may contain preposition-verb serial errors into a grammatical sentence (Section 3). In our
evaluation, we describe how to measure the precision and recall of producing grammatical
sentences (Section 4) in an automatic evaluation (Section 5) over a set of marked sentences in
a learner corpus.

2. Related Work

Grammatical Error Detection (GED) for language learners has been an area of active research.
GED involves pinpointing some words in a given sentence as ungrammatical and offering
correction if necessary. Common errors in learners’ writing include misuse of articles,
prepositions, noun number, and verb form. Recently, the state-of-the-art research on GED has
been surveyed by Leacock et al. (2010). In our work, we address serial errors in English
learners’ writing which are simultaneously related to the preposition and verb form, an aspect
that has not been dealt with in most GED research. We also consider the issues of broadening
the training data for better coverage and coping with data sparseness when unseen events
happen.

Although there are over a billion people estimated to be using or learning English as a
second or foreign language, common English proofreading tools do not target specifically the
most common errors made by second language learners. Many widely-used grammar checking
tools are based on pattern matching and at least some linguistic analysis, based on hand-coded
grammar rules (Leacock et al., 2010). In the 1990s, data-driven, statistical methods began to
emerge. Statistical systems have the advantage of being more intolerant of ill-form,
interlanguage, and unknown words produced by the learners than the rule-based systems.

Knight and Chander (1994) proposed a method based on a decision tree classifier to
correct article errors in the output of machine translation systems. Articles were selected based
on contextual similarity to the same noun phrase in the training data. Atwell (1987) used a
language model of a language to represent correct usage for that language. He used the
language model to detect errors that tend to have a low language model score.
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More recently, researchers have looked at grammatical errors related to the most
common prepositions (9 to 34 prepositions, depending on the percentage of coverage).
Eeg-Olofsson and Knuttson (2003) described a rule-based system to detect preposition errors
for learners of Swedish. Based on part-of-speech tags assigned by a statistical trigram tagger,
31 rules were written for very specific preposition errors. Tetreault and Chodorow (2008),
Gamon et al. (2008), and Gamon (2010) developed statistical classifiers for preposition error
detection. De Felice and Pulman (2007) trained a voted perceptron classifier on features of
grammatical relations and WordNet categories in an automatic parse of a sentence. Han et al.
(2010) found that a preposition error detection model trained on correct and incorrect usage in
a learner corpus works better than using well-formed text in a reference corpus.

In the research area of detecting verb form errors, Heidorn (2000) and Bender et al.
(2004) proposed methods based on parse tree and error templates. Lee and Seneff (2008)
focused on three cases of verb form errors: subject-verb agreement, auxiliary agreement, and
verb complement. The first two types are isolated verb form errors, while the third type may
involve serial errors related to preposition and verb. Izumi et al. (2003) proposed a maximum
entropy model, using lexical and POS features, to recognize a variety of errors, including verb
form errors. Lee and Seneff (2008) used a database of irregular parsing caused by verb form
misuse to detect and correct verb form errors. In addition, they also used the Google n-gram
corpus to filter out improbable detections. Both Izumi et al. (2003) and Lee and Seneff (2008)
obtained a high error correction rate, but they did not report serial errors separately, making
comparison with our approach is impossible.

In a study more closely related to our work, Alla Rozovskaya and Dan Roth (2013)
introduced a joint learning scheme to jointly resolve pairs of interacting errors related to
subject-verb and article-noun agreements. They showed that the overall error correction rate is
improved by learning a model that jointly learns each of these interacting errors.

3. Method

Correcting serial errors (e.g., “I have difficulty to understand English.”) one error at a time in
the traditional way may not work very well, but previous works typically have dealt with one
type of error at a time. Unfortunately, it may be difficult to correct an error in the context of
another error, because an error could only be corrected successfully within the correct context.
Besides, such systems need to correct a sentence multiple times, which is time-consuming and
more error-prone. To handle serial errors, a promising approach is to treat serial errors
together as one single error.
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3.1 Problem Statement

We focus on correcting serial errors in learners’ writing using the context of trigrams in a
sentence. We train a statistical machine translation model to correct learners’ errors of the
types of a content word followed by a preposition and a verb using web-scale n-grams.

Problem Statement: We are given a sentence S = wy, W,, ..., W,, and web-scale n-gram,
webgram. Our goal is to train two statistical machine translation model TM and back-off
model TMy, to correct learners’ writing. At run-time, trigrams (w; , Wis1, Wi+2) in S (i =1, n-2)
are matched and replaced using TM and the back-off model TM,, to translate S into a correct
sentence T.

In the rest of this section, we describe our solution to this problem. First, we describe the
strategy to train TM (Section 3.2) and TMy, (Section 3.3) using webgrams. Finally, we show
how our system corrects a sentence at run-time using TM, TM,, and a language model LM
(Section 3.4).

3.2 Generating TM

We attempt to identify trigrams that fit the pattern of serial errors and correction we are
dealing with in webngram, and we group the selected trigrams by their content words and verb
lemmas. Our learning process is shown in Figure 2. We assume that, within each group, the
low frequency trigrams are probably errors that should be replaced by the most frequent
trigram: a one construction per collocation constraint. For example, when expressing
“difficulty” and “to understand,” any NPV constructs with low frequency (e.g., “difficulty for
understanding” and “difficulty about understanding”) are erroneous forms of the most
frequent trigram “difficulty in understanding”. Therefore, we generate TM with such phrase to
phrase translations accordingly.

(1) Select trigrams related to serial errors and corrections from webngram (Section 3.2.1)
(2) Group the selected trigrams by the first and last word in the trigrams (Section 3.2.2)

(3) Generate a phrase table for the statistical machine translation models for each group
(Section 3.2.3)
Figure 2. Outline of the process used to generate TM.

3.2.1 Select and Annotate Trigrams

We select four types of trigrams (ty, t,, t3) from webngram, including noun-prep-verb (NPV),

verb-prep-verb (VPV), adj-prep-verb (APV), and adverb-prep-verb (RPV). We then annotate

the trigrams with types and lemmas of content words t; and t; (e.g., “accused of being 230633”
becomes “VPV, accuse be, accused of being 230633). Figure 3 shows some sample annotated

trigrams.
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VPV, accuse be, accused of being 230,600
VPV, accuse Kill, accused of killing 83,100
VPV, accuse have, accused of having 78,500
VPV, accuse use, accuse of using 45,200
VPV, accuse murder, accused of murdering 40,032
VPV, accuse he, accused to be 10,200
VPV, accuse prove, accused to prove 3,600

Figure 3. Sample annotated trigrams

VPV, accuse be, accused of being 230,600
VPV, accuse be, accused to be 10,200
VPV, accuse be, accused of is 2,841
VPV, accuse be, accuse of being 2,837
VPV, accuse be, accused as being 929
VPV, accuse be, accused of was 676
VPV, accuse be, accused from being 535

Figure 4. Sample trigram group

accused to be ||| accused of being ||| 0.93
accused of is ||| accused of being ||| 0.93
accuse of being |l accused of being ||| 0.93
accused as being ||| accused of being ||| 0.93
accuse of was |l accused of being ||| 0.93
accused from being ||| accused of being ||| 0.93

Figure 5. Sample phrase translations for a trigram group

3.2.2 Group Trigrams

We then group the trigrams by types, the first words, and the verb lemmas. See Figure 4 for a
sample VPV group of trigrams. This step should bring together the trigrams containing serial
errors and their correction. Note that we assume certain serial errors will have a correction of
the same length here, which is true in most cases.

3.2.3 Generate Rules

For each group of annotated trigrams, we then generate phrase and translation pairs with
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probability as follows. Recall that we assume that the higher the count of the trigram, the more
likely the trigram is to be correct. So, we generate “ly, Iy, I3 ||| hy, hy, hs ||| p ,” where hy, hy, hs
is the trigram with the highest frequency count; Iy, 15, I3 is one of the trigrams with lower
frequency count; and p denotes the probability of |, I,, I3 translating into hy, h,, hs. We define
p=(highest frequency count)/(group frequency count).

3.3 Generating TMy,

In addition to the surface-level translation model TM, we also build a back-off model as a way
of coping with cases where the trigram (t;, t,, t3) is unseen in TM. The idea is to assume the
complement (t, t3) of t; tends to be in a certain syntactic form regardless of the verb t;, as
dictionaries typically would describe the usage of “accuse” in terms of “accuse somebody of
doing something.” Our learning process for TMy, is shown in Figure 9.

VPV, accuse VERB, accused of VERB-ing 230,600
VPV, accuse VERB, accused of VERB-ing 83,100
VPV, accuse VERB, accused of VERB-ing 78,500
VPV, accuse VERB, accuse of VERB-ing 45,200
VPV, accuse VERB, accused of VERB-ing 40,032
VPV, accuse VERB, accused to VERB 10,200
VPV, accuse VERB, accused to VERB 3,600

Figure 6. Sample annotated trigrams

VPV, accuse VERB, accused of VERB-ing 870,600
VPV, accuse VERB, accused to VERB 50,200
VPV, accuse VERB, accuse to VERB 20,200

Figure 7. Sample trigram group

accused to VERB ||| accused of VERB-ing ||| 0.47
accused of VERB ||| accused of VERB-ing ||| 0.47
Figure 8. Sample back-off translations

(1)  Select trigrams with specific forms from Web 1T n-gram
(2)  Reform trigrams W3 to W3’s lexical

(3)  Group the selected trigrams using the first word

(4)  Group the selected trigrams using the first word

Figure 9. Outline of the process used to generate TMp,
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3.3.1 Generalize Trigrams

First, we generalize the annotated trigrams (see Section 3.2.1) by replacing the verb form with
its part of speech designator (i.e., replace “accuse” with VERB, and replace “accusing” with
VERB-ing).

3.3.2 Sum Counts

In this step, we group the identically transformed trigrams and sum up the frequency counts.
See Figure 6 for sample results.

3.3.3 Group Trigrams of the Same Context

We then group the trigrams by type and by the first word (context). See Figure 7 for a sample
“accuse P V” group of trigrams.

3.3.4 Generate Rules

For each group of generalized trigrams, we then generate the phrase and translation pair with
the probability as described in Section 3.2.3. See Figure 8 for a sample of back-off
translations.

3.4 Run-time Correction

If one loads TM and TM,, into memory before the decoding process (generating, ranking, and
selecting translations), that would take up a lot of memory and slow the process of matching
phrases to find translations. Therefore, we generate phrase translations on the fly for the given
sentence before decoding. Our process of decoding to correct grammatical errors is shown in
Figure 10.

(1) Tag the input sentence with part of speech information in order to find trigrams that
fit the type of serial errors

(2) Search TM and generate translations for the input phrases

(3) Search TMy, and generate translations for the input phrases

(4) Run statistical machine translation
Figure 10. Outline of the process used to correct the sentence at run-time

3.4.1 Tag the Input Ssentence

We use a POS tagger to tag the input sentence, and we identify trigrams (ty, t,, t3) consisting of
a content word followed by a preposition and verb (belonging to the NPV, VPV, APV, or RPV
types we described in Section 3.2.1).
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3.4.2 Search TM and Generate Translation Rules

We then search for the group of trigrams (indexed by POS type and ty, t3) in TM containing the
trigrams (t, 5, t3), found in Step 3.4.1. We find the trigram (hy, hy, h3) with the highest count
in that group. With that, we can dynamically add the translation, “t,, t5, t3 ||| hy, hy, hz ||| 1.0” to
the cache of TM in memory (e.g., “difficulty to understand ||| difficulty in understanding |||
1.0”) to speed up the subsequent decoding process.

3.4.3 Search TM,, and Generate Translation Rules

Just like in 3.4.2, we use t; and its part of speech p; to search TM,, for the generalized trigram
group that matches (t;, t,, t3). We then find the most frequent generalized trigram (hy, hy, h3) in
that group. After that, we need to specialize (hy, hy, hg) for t3 by replacing h; with the verb
form of t3 for the designator hs, resulting in (hy, hy, h’3). Consider the generalized trigram
“accused of VERB-ing” and t; = “murder,” the specialized trigram would be *“accused of
murdering.” Finally, we add “t, t,, t3 ||| hy, hy, h’3 ||| 1.0” (e.g., “accused to murder ||| accused
of murdering ||| 1.0”) to the cache of TM in memory for the same purpose of speeding up
decoding.

3.4.4 Decode the Input Sentence without Reordering

Finally, we run a monotone decoder with the cache TM and a language model LM. By default,
any word not in TM will be translated into itself.

4. Experimental Setting

Our system DeeD (Don’ts-to-Do’s English-English Decoder) was designed to correct
preposition-verb serial errors in a given sentence written by language learners. Nevertheless,
since large-scale learner corpora annotated with errors are not widely available, we have
resorted to Web scale n-grams to train our system, while using a small annotated learner
corpus to evaluate its performance. In this section, we first present the details of training DeeD
for the evaluation (Section 4.1). Then, Section 4.2 lists the grammar checking systems that we
used in our evaluation and comparison. Section 4.3 introduces the evaluation metrics for the
performance of the systems, and details of the sentences evaluated and performance judgments
are reported in Section 4.4.

4.1 Training DeeD

We used the Web 1T 5-grams (Brants & Franz, 2006) to train our systems. Web 1T 5-grams is
a collection that contains 1 to 5 grams calculated from a 1 trillion words of public Web pages
provided by Google through the Linguistic Data Consortium (LDC). There are some ten
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million unigrams, 3 hundred million bigrams, and around 1 billion trigrams to fivegrams. We
obtained 104,537,560 trigrams, containing only words in the General Service List (West, 1954)
and Academic Word List (Coxhead, 1999). These trigrams were further reduced to 4,486,615
entries that fit the patterns of four types of serial errors and corrections: an adjective, noun,
verb, or adverb followed by a preposition (or infinitive to) and a verb.

To determine the part of speech of words in the n-gram, we used the most frequent tag of
a given word in BNC to tag words in the trigram.

4.2 Grammar Checking Systems Compared

Once we have trained DeeD as described in Section 3, we evaluated its performance using two
datasets. The first dataset contained sentences written by an ESL or EFL learner with the serial
errors with corrections. The second dataset contained mostly correct sentences in British
National Corpus (BNC) with mostly published works written by native, expert speakers.

The first testset is a subset of the Cambridge Learner Corpus, the CLC First Certificate
Exam Dataset (CLC/FCE). This dataset contains 1,244 exam essays written by students who
took the Cambridge ESOL First Certificate in English (FCE) examination in 2000 and 2001.
For each exam script, the CLC/FCE Dataset includes the original text annotated with error,
type, and correction. From the 34,893 sentences in the 1,244 exam essays, we extracted 118
sentences that contained the serial errors in question. Other types of errors were replaced with
corrections in these sentences.

The second testset is a random sample of 1000 sentences containing trigrams that fit the
error patterns also used to evaluate our system. The four system and testset combinations
evaluated are:

—Learner corpus without back-off model (LRN): The proposed system using only the
surface-level translation model was tested on the first testset obtained from a learner corpus.

—Learner corpus with back-off model (LRN-BQO): The proposed system with the additional
back-off model was tested on the first testset obtained from a learner corpus.

—BNC without back-off model (BNC): The proposed system using only the surface-level
translation model was tested on the first testset obtained from the British National Corpus.

—BNC with back-off model (BNC-BO): The proposed system without the back-off model was
tested on the first testset obtained from the British National Corpus.

4.3 Evaluation Metrics

English correction systems usually are compared based on the quality and completeness of
correction suggestions. We measured the quality using the metrics of precision, recall, and
error rate. For the first testset, we measured precision and recall rates while, for the second
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testset, we measured the error rate (false alarms). We define precision and recall as:
Precision = C/S Q)
Recall = C/N 2

where N is the number of serial errors, S is the number of corrections our system found, and C
is the number of corrections where our system was correct. We also computed the
corresponding F-score. Error rate was used in the second dataset described above, and we
define the error rate as follows:

Error Rate = E/T 3)

where E is the number of corrections our system found (which are all wrong, since we were
testing sentences with no errors) and T is the number of sentences tested.

5. Evaluation Results

In this section, we report the results of the evaluation using the dataset and environment
mentioned in the previous section. During this evaluation, 118 sentences with serial errors
were used to evaluate the two systems: LRN and LRN-BO. Table 1 shows the average
precision, recall, and F-score of LRN and LRN-BO. As we can see, LRN performs better in
precision, which is reasonable since the back-off model corrects errors without the
information of the verb involved. LRN-BO performs better in recall because the back-off
model applies when the original model does not cover the case. Overall, LRN-BO performs
better in F-score.

Table 1. Average precision, recall, and F-score of LRN and LRN-BO

F-Score Precision Recall
LRN 0.43 0.71 0.31
LRN-BO 0.45 0.68 0.33

Table 2. Average error rate of BNC and BNC-BO

Error Rate
BNC 0.10
BNC-BO 0.13

During this evaluation, 1000 sentences in BNC that fit the pattern of serial errors but in
fact do not contain errors, were used to evaluate the same two systems: BNC and BNC-BO.
Table 2 shows the average error rate of BNC and BNC-BO. It is not surprising that BNC
performs better than BNC-BO, since BNC always makes fewer corrections than BNC-BO.
Nevertheless, BNC-BO is only slightly worse than BNC.
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6. Conclusions

Many avenues exist for future research and improvement of our system. For example, spell
checking can be done before correcting grammatical errors. Context used to “translate” the
serial errors can be enlarged from one word to two or more words (immediately or closely)
preceding the errors. We can also add one more level of backing off for the context word
preceding the serial errors: from surface word to lemma or from a proper name to named
entity type (PERSON, PLACE, ORGANIZATION). We also can improve the accuracy of part
of speech tagging used in applying the back-off model.

Additionally, an interesting direction to explore is extending this approach to handle
other types of isolated and serial errors commonly found in learners’ writing. Yet another
direction of research would be to consider corrections resulting in more or fewer words (e.g.,
one less word as in *spend time for work vs. spend time working). Or, we could also combine
n-gram statistics from different types of corpora: a Web-scale corpus, a reference corpus, and
a learner corpus. For example, the translation probability can be determined via statistical
classifier training on the learner corpus with features extracted from n-grams of multiple
corpora.

In summary, we have introduced a new method for correcting serial errors in a given
sentence in learners’ writing. In our approach, a statistical machine translation model is
generated to attempt to translate the given sentence into a grammatical sentence. The method
involves automatically learning two translation models based on Web-scale n-grams. The first
model translates trigrams containing serial preposition-verb errors into correct ones. The
second model is a back-off model for the first model, used in the case where the trigram is not
found in the training data. At run-time, the phrases in the input are matched using the
translation model and are translated before ranking is performed on all possible translation
sentences generated. Evaluation on a set of sentences in a learner corpus shows that the
method corrects serial errors reasonably well. Our methodology exploits the state of the art in
machine translation, resulting in an effective system that can deal with serial errors at the same
time.
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Abstract

In this project, we have studied Chinese noun-noun compounds (NNCs) and have
found that N1 and N2 are linked either by semantic roles assigned by events
(complex relations) or by static relations (simple relations), including meronymy,
conjunction, and the host-attribute-value relation. Using data from the FrameNet
and E-HowNet, we have found that, for NNCs of either type, the major semantic
relations between the two components are limited enough to allow computational
implementation. Regarding simple relations, most conjunction pairs have been
listed in E-HowNet,and so are  host-attribute-value sets. The E-HowNet
Taxonomy also makes identification of meronymy possible. As for NNCs
involving complex relations, each component’s semantic role, along with the
events that assign these roles, can be restored through mappings to corresponding
frame elements (FEs) in entity and to event frames and lexical units (LUs) in
FrameNet’s frames, respectively, that represent the concept the NNC conveys.

Keywords: Noun-noun Compounds, Automatic Interpretation, Extended HowNet
(E-HowNet), FrameNet

1. Introduction

Noun-noun compounds (henceforth NNC) are compounds composed of two nouns. For
example:

HiH] 7] mianbao-dao ‘bread knife’
R weixin-chengshi ‘satellite city’
4:FE% jinrong-gu ‘stocks in the financial sector’

FkEE qiu-xie ‘autumn crab’
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M5 EEdmAG jiao-ta-che luntai “bicycle tire’
Ya3AK luan-shi diban “pebble floor’
$##$% zhong-biao “‘clock and watch’

$8 5. tie-zhuo ‘iron table/desk’

B3 che-su ‘car speed’

While the part-of-speech (POS) of NNCs usually is nominal, their interpretations seem
so diverse that some researchers even contend that they are completely determined by context
(e.g. Dowty, 1979; reviewed in Copestake & Lascarides, 1997).

Nevertheless, the majority of researchers believe that there is at least some degree of
regularity in NNC interpretation. This regularity is often reported to be at least partially
universal as well (Levi, 1978; Sggaard, 2005). There are three popular theories along these
lines, which are not mutually exclusive. First, there is a limited set of semantic relations
between the two component nouns, N1 and N2 (Levi, 1978; as well as computational works
that implemented her theory, e.g. Copestake & Lascarides, 1997; S@gaard, 2005; Copestake &
Briscoe, 2005; Huang, 2008). Second, N1 and N2 are the arguments of an event that bridges
them and by which they are assigned semantic roles (Levi, 1978; Leonard, 1984; Ryder, 1994).
Third, the two component nouns sometimes are linked through similarity in some aspect,
resulting in metaphorical readings.

Nevertheless, these accounts generally have the following four problems. First, the
semantic relations they proposed or adopted tend to be not specific enough. Levi (1978), for
instance, proposed nine semantic relations between N1 and N2, which she called Recoverably
Deleted Predicates (RDP), including CAUSE, HAVE, MAKE, USE, BE, IN, FOR, FROM,
and ABOUT. These RDPs, however, appear to be too general to be informative, especially
with prepositional ones like IN and FOR, as NNCs linked by the same preposition belong to
the same semantic categories only in a very broad sense.

Second, some of the studies resolve only limited or sporadic semantic categories, while
others are questionable in terms of their correct prediction rate. For example, the fourteen
semantic relations Li and Thompson (1981) proposed do not seem to make up a meaningful
and discrete inventory of semantic relations, while Huang’s (2008) combinational patterns for
three major categories of physical objects (i.e. animals, plants, and artifacts) are each based on
the analysis of only six morphemes, raising concerns about generality.

The third problem is that the classifying criteria mostly are left unaccounted for; thus,
they appear arbitrary. For example, Levi (1978) sees the two components of lemon peel and
apple seed as linked by the predicates HAVE and FROM, respectively, but such a distinction
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between the two NNCs may not be without controversy.

The last problem is that bridging does not seem to be eventive or by prepositions in the
following three situations: first, the host-attribute-value relation (e.g. 5. tie-zhuo ‘iron
table/desk,” B che-su ‘car speed’) with two special subclasses, where N1 denotes time
(e.g. Fk#E qiu-xie ‘autumn crab’) or N1 denotes space (e.g. f@ it Lundun-ditie
‘London Underground’); second, meronymy, or part-whole relation (part-whole: e.g. #EJEAL
shuang-di chuan ‘double-bottom,”; whole-part: e.g. Rl E#i#f4 jiao-ta-che luntai ‘bicycle
tire’); and third, conjunction (e.g. ##§#% zhong-biao ‘clock and watch,” &% li-yue ‘manners
and music’) .

Before we go on, we need to explain the definition of Chinese NNCs adopted in this
study. Unlike in English, formal similarity in Chinese does not entail a shared POS. For
example, the first component in ZFfEEHK xila guo-ge ‘the national anthem of Greece,” #5f§
¥ xila-cai ‘Greek dish,” and HZr yue-fei ‘monthly fee’ corresponds to adjective forms in
their English equivalents. Nevertheless, we include these various forms in our analysis since
such formal differences do not reflect conceptual differences, as Levi (1978) has argued for
this at length and also included adjectives in her analysis of what she called “complex
nominal,” or “NNCs” in our terms.

Addressing the aforementioned four problems, we used a knowledge base that we believe
could help decide the precise semantic relations for both event-linked and non-event-linked
NNCs, which is FrameNet (https://framenet.icsi.berkeley.edu/fndrupal/). In essence, the
theory behind FrameNet is that lexical units (LU) evoke concepts represented by “frames,”
which are each composed of a set of frame elements (FE), i.e. the overtly-realized semantic
roles assigned by the frame’s LUs. Some LUs evoke entity concepts, while others evoke
eventive ones. Since many entities in FrameNet have frames, we think it might be possible to
map more NNC-productive N2s in our database, along with the NNCs they derive, to
corresponding entity frames in FrameNet.

We have two research questions. First, with a corpus and FrameNet, we investigate
whether there are only limited bridging verbs and semantic relations between the two
component nouns of a NNC. Second, are there semantic relations between N1 and N2 that do
not involve bridging events?

2. Complex Relations

As mentioned in the Introduction, many researchers hold that an NNC’s component nouns are
the arguments of an event that bridges them and by which they are assigned semantic roles.
Levi (1978) regards all N1s and N2s as subjects and objects of nine linking predicates, with
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one component entity doing something to the other. Below are her examples' and their
Chinese equivalents:

CAUSE: e.g. malarial mosquitoes (JEIZ nue-wen)
HAVE: e.g. picture book (EZ=3 tuhua-shu), apple cake (BEEE-ZEFE pingguo dangao),
gunboat (£ pao-ting), industrial area (T.3[& gongye-qu), imperial bearing (&%
SE guizu-gizhi)
MAKE: e.g. honeybee (% mi-fong), daisy chains (#55# chuju-lian)
USE: e.g. steam iron (ZX&FEEI>} zhenggi dian-yundou), solar generator (K[&EESEEE
taiyang-neng fadian-ji)
BE: e.g. target structure (H#Z%5f% mubiao-jiegou), ceiling price (RfE tian-jia), queen bee
(Z:F# nu-wang fong), satellite nation (f# &£ 2% weixing-guojia), phantom limb (K4&2
i youling-zhi)
IN: e.g. field mouse (FHEE tian-shu), autumnal rains (FkFR qiu-yu)
FOR: e.g. horse doctor (F5%& ma-yi), arms budget (F25TEE wugi-yusuan), nasal mist (%
EZE bi-giang pen-wu)
FROM: e.g. olive oil (fiif&;ii ganlan-you), test-tube baby (5525 shi-guan yinger), apple
seed (FESFT pingguo-zi), rural visitors (44552 xiangjian fang-ke)
ABOUT: e.g. tax law (fi7£ shui-fa), criminal policy (JH|ZEE(EE xingshi-zhengce)

Levi says NNCs are all linked by one of the nine predicates, with the two components
being their arguments; however, we believe that some NNCs simply involve more static
relations and some relations are not covered by the above nine predicates. One instance that
involves a missing static relation is, for example, the highly-productive shape relation, e.g.
dragon boat ($E43F long-zhou). In the following sections, we will use evidence of both
language instinct and FrameNet data to support the distinction between simple and complex
relations.

3. Motivating Simple Relations

Besides event-bridging relations, we propose simple relations, where N1 and N2 are not
interacting participants of an event. Despite their shared syntactic and semantic properties,
instances of simple relations have not been recognized as a distinct category, as observed by
Liu (2008) and by Chung and Chen (2010).

! Only NNCs within the scope of this paper are listed.
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We identified three types of simple relations, as opposed to complex ones:

Q) N1 and N2 denote two of the three elements of a host-attribute-value set
(@& Temporal N1
N1 denotes time:

e.g. =% chen-wu ‘morning mist’ (value+host), £k%% qiu-xie ‘autumn crab’
(value+host), 4-1& %1 wuyie-lieche ‘midnight train’ (value+host)

N1 denotes frequency:

e.g. A% yue-fei ‘monthly fee’ (value+host)

(b) Locational N1
e.0. FHESE xila-cai ‘Greek dish’ (value+host), fZot#s Lundun-ditie ‘London
Underground’ (value+host), &db A Taibei-ren ‘Taipei people’ (value+host)

(c) Others

e.g. # = tie-zhuo ‘iron table/desk’ (value+host), j£={ fa-shi ‘French-style’
(value+attribute), ZE{E dian-jia ‘electricity price’ (host+attribute), £&#f jin-kuai
‘gold bricks’ (host+value), F<HRHE yifu-dui ‘heap of clothes’ (host+value), Hi#f
che-su ‘car speed’ (host+attribute)

2 Meronymy (i.e. part-whole relation)

N1 denotes part; N2 denotes whole:

e.g. EEEEAL shuang-di chuan ‘double-bottom,’

N1 denotes whole; N2 denotes part:

e.0. MIEEERAS jiao-ta-che luntai ‘bicycle tire,” F5iE chang-dao ‘intestine canal’
3) Conjunction

e.g. =l shou-jiao ‘hands and feet,” ##$£ zhong-biao ‘clock and watch,” 2R

jing-min ‘the police and the people’

In (1a), the N1 usually denotes the value of the semantic role “time” of an event related
to the N2. In 78 %I wuyie-lieche ‘midnight train’ and £k%% qiu-xie ‘autumn crab,” the
temporal values are 7% wuyie ‘midnight’ and %k qiu ‘autumn,” respectively. The two
NNCs either can be elaborated to mean ‘trains that travel at midnight” and ‘crabs that reach
maturity in autumn,” or can be simply put as ‘trains at midnight’ and ‘crabs in autumn,’
omitting the events. In (1b), locational N1s usually denote place names. (1a) and (1b) are
similar in that understanding of the NNCs does not depend on figuring out the bridging events
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that decide the semantic roles of the component nouns.

It should be noted, however, that the nature of the event that takes place in the time or
space denoted by N1 can be less than straightforward. Sometimes, this indeterminacy is
caused by the meaning shift of individual components. Take Fk%% qiu-kui ‘okra’ for example.
Even native speakers may have no idea what happens to the N2 ‘%%’ kui in autumn (i.e. £k
giu ‘autumn’). This is because Z% kui may not be as familiar a vegetable to modern people as
it was when the compound was coined. Sometimes, meaning extension allows multiple
readings of a word. For example, in antiquity, when international travel was essentially
impossible, Ffg A xila-ren ‘Greeks’ usually lived and stayed in Greece, but nowadays % fi§
A xila-ren ‘Greeks’” and FfE3Z xila-cai ‘Greek dishes’ can reach far beyond the national

borders.

Nevertheless, while the bridging event can be obscure or diverse, NNCs with temporal or
locational N1s share one common characteristic: Some bridging event(s) exists, but it does not
have to be clearly identified to enable sufficient understanding.

Finally, (1c) consists of host-attribute-value relations other than time and space. As
argued by Chung and Chen (2010) in line with Liu (2008), objects and events are
characterized by the attributes they have, and attributes are characterized in turn by values. For
the examples in (1c), the morphemes = shi ‘style,” {& jia ‘price,” and #£ su ‘speed’ are
attributes and £% tie ‘iron’ and % fa ‘French’ are attribute-values of material and style,
respectively. In other words, both objects and events (collectively called “hosts”) generally are
associated with some attributes and attributes are associated with values. For example,
artifacts, which are a subclass of objects, have the attribute “material,” and “iron” is a kind
(value) of material.

Given that N1 usually specifies N2, it is natural for value and host, value and attribute,
and host and attribute to form NNCs in order to modify the host and attribute or to name the
relevant host of an attribute.

As for (2), in #JEfL shuang-di chuan ‘double-bottom’ and il EikgHS jiao-ta-che
luntai ‘bicycle tire,” N1 and N2 are not interacting participants of an event. Likewise, in (3),
N1 and N2 assume parallel roles in situations like F-HIEHEAIEEZF Shou-jiao kan-gilai
hen ganjing ‘Hands and feet look tidy,” {Z¥§##£ xiuli zhong-biao ‘repair a clock (watch),’
BERAEEFTEIESE Jing-min hezuo daji fanzui “The police and the people join hands to fight
crime.’
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4. Mapping NNCs to FrameNet’s Frames

We chose NNC-productive N2s (i.e. those that form NNCs with various types of N1s) from
our Prefix-Suffix Database (http://140.109.19.103/affix/), sorted them according to their
semantic categories and the situations their derived NNCs described, and matched these
situations with FrameNet’s frames.

To the extent that frames represent concepts, to map NNCs to frames is to identify the
concepts NNCs convey. The corporal data to date have indicated that N2s of nine semantic
categories are NNC-productive. They are: “people,” “people of different vocations,” “food,”
“clothing,” “container,” “vehicle,” “wealth,” “text,” and “road.” We have listed the most
common relations between N1 and N2 for each category at the appendix. These categories
each can be mapped to one or more entity frames, where the N2 is represented by an FE that
usually has the same name as the frame itself and the N1 by another FE of the frame. Below
are some examples of such mappings. (Frame names have all capital letters, while FEs have
only the initial letters as capital letters.)

Simple relation (subclass: host-attribute-value)
FOOD
N1-N2=Material-Food
e.g. T >KE# yumi-bing ‘corn cake,” 454t lu-dou gao ‘green beans cake,” 4~
[AI7% niu-rou tang ‘beef soup,” 2% nai-cha ‘milk tea,” #E5;+ pingguo-zhi
‘apple juice,” fE4#F huasheng-jiang ‘peanut butter’
CLOTHING
N1-N2=Material-Clothing
e.g. E#E cao-xie ‘straw shoes,” RK¥E mu-xie ‘wooden shoes,” F7#E pi-xie
‘leather shoes,” [&#E jiao-xie ‘plastic shoes,” 55 Z1E bao-pi mao ‘leopard-skin
hat,” %< mao-yi ‘sweater,” ff#Z bu-shan ‘cotton shirt’
Simple relation (subclass: meronymy)
VEHICLE_SUBPARTS
N1-N2=Part-Whole
e.g. EEEAL shuang-di chuan ‘double-bottom,” #7Ef{s tie-ke chuan ‘iron ship’
BUILDING_SUBPARTS
N1-N2=Whole-Building_part

e.g. fEf% yuan-giang ‘yard wall,” E7 wu-yian ‘roof’
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Complex relation
PEOPLE_BY_VOCATION
N1-N2=Person-Type
e.g. 5 & F gong-jian-shou ‘archer,” #£Ef yue-shi ‘musician,” 7K ZE T
shui-dian-gong “utilities technician’
MONEY
N1-N2=Buyer-Money
e.0. Z¥EE jiazhang-fei ‘parental fee’
N1-N2=Goods-Money

220 shu-kuan ‘money for buying books,” FH#H tian-zu ‘land rent’

The above mappings show that NNCs that involve simple (as well as complex) relations
correspond to FE pairs in FrameNet’s entity frames. Take = K&f yumi-bing ‘corn cake’ for
example. The NNC can be mapped to FOOD, with the N2 ¢ bing ‘cake’ denoting the FE
“Food” and the N1 > yumi ‘corn’ denoting “Material,” which is another FE of the frame.

For NNCs of complex relations, besides an entity frame, the N1 usually can be mapped
to another event frame, a point we will return to in Section 6.

5. Results

We have two findings attested to by the behavioral patterns of the nine semantic categories of
N2s and their derived NNCs. First, NNCs generated by N2s of the same semantic category
mostly correspond to one or a few conceptually-related frames. Second, some of the relations
mapped are simple and some are complex, with N2 categories varying in their tendencies to
denote simple and complex semantic relations.

5.1 Mapped to Entity Frames, Bridged by a Few Events, and Involving
Limited Semantic Relations

We noticed that, when N1 and N2 are bridged by events, they usually can be mapped to both

an entity frame and one or more event frames. We also found that common bridging events

that link N1s to a N2 for each semantic category of N2 are limited.

For example, some of the NNCs the N2 category “money” derives include & zhong-zi
‘China capital,” EzX che-kuan ‘money for buying a car,” and fiZ suo-fei ‘institute fund,’
which we identified to belong to the entity frame “MONEY,” where the N1s in the above
three examples can be mapped to the FE “Use” and the N2 to “Money.” Meanwhile, we found
these N1s labeled as FEs in at least two event frames, which are “COMMERCE_BUY” and
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“COMMERCE_SELL, where the three N1s tf zhong ‘China,” ®. che ‘car,” and Fff suo
‘institute,” correspond to the FEs Buyer, Goods, and Seller, respectively, are all core FEs of
the event frames. Since the range of LUs and FEs for each frame usually is limited, the range
of possible interpretations is more or less restricted for each NNC.

Below are all of the LUs and some of the FEs of these two event frames. (Not all
non-core FEs are listed.)

COMMERCE_BUY
LUs: buy.v, purchase_(act).n, purchase.v
Core FEs: Buyer, Goods, Seller

Non-core FEs (not exhaustively listed): Manner, Means, Money, Purpose, Purpose_of _Goods,
etc.

COMMERCE_SELL
LUs: auction.n, auction.v, retail.v, retailer.n, sale.n, sell.v, vend.v, vendor.n
Core FEs: Buyer, Goods, Seller

Non-core FEs (not exhaustively listed): Manner, Means, Money, Rate, Unit, etc.

5.2 N2 Categories Vary in Tendencies to Involve Simple and Complex
Relations

Most of the N2 categories we have analyzed so far have produced both simple and
complex-type NNCs. Below are two entity frames, CLOTHING and VEHICLE, which
correspond to the N2 categories “clothing” and “vehicle”. Each frame has at least one simple
and one complex relation, which differ in frequency. The simple ones are labeled with their
subclasses (and FEs?); the complex ones are labeled with the relevant FEs, which refer to the
FEs that occur most or second-most often. (The frame names have all capital letters, while FEs
only have initial capital letters.)

2 FrameNet sometimes has FEs that we consider the simple type as well.
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CLOTHING (%< vyi ‘clothes,” iz fu ‘clothes,” £ zhuang ‘clothes,” fi§ mao ‘hat,” #E xie
‘shoes,’ etc.)

Most frequent semantic relation: simple_host-attribute-value
The relevant FE(s) of N1
®  Asrealized in CLOTHING (entity frame): Material
®  (Not realized in event frames)

e.g. 5%k cao-xie ‘straw shoes,” A#E mu-xie ‘wooden shoes,” F7#E pi-xie
‘leather shoes,” fZ&E jiao-xie ‘plastic shoes,” 5557 bao-pi-mao ‘leopard-skin
hat,” F£1X mao-yi ‘sweater’

Second-most frequent semantic relation: complex (i.e. eventive)
The relevant FE(s) of N1
®  Asrealized in CLOTHING (entity frame): Wearer
®  Asrealized in WEARING (event frame): Wearer

e.g. Z#E nu-xie ‘women’s shoes,” {&#E seng-xie ‘monk’s shoes,” A4 fa-yi
‘judge’s robe,” E fk guan-fu ‘official robe,” ¥ #L tong-zhuang ‘children’s
clothes,” 2+ xue-shi-fu ‘Bachelor’s gown’

VEHICLE (# che ‘vehicle,” fift chuan ‘ship,” etc.)
Most frequent semantic relation: complex (i.e. eventive)
The relevant FE(s) of N1
®  Asrealized in VEHICLE (entity frame): Use
®  Asrealized in BRINGING (event frame): Theme
e.g. LEEHE wa-wa-che ‘kindergarten school bus,” W) EL sha-shi che ‘gravel
truck,” ZZflt ke-chuan ‘passenger ship,” &fft huo-chuan “cargo ship’
Second-most frequent semantic relation: (complex, simple®)
Complex
The relevant FE(s) of N1
®  Asrealized in VEHICLE (entity frame): Means-of-propulsion
®  (Not realized in event frames)
e.g. EH. dian-che ‘trolley bus,” A JJEL ren-li-che ‘rickshaw’

Simple_meronymy

% For VEHICLE, the complex and simple relations have about the same second-highest frequencies.
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The relevant FE(s) of N1

®  Asrealized by VEHICLE (entity frame): Part

®  (Not realized in event frames)
e.g. EEEEAL shuang-di-chuan ‘double-bottom,” §57Ef tie-ke-chuan ‘iron
ship’

5.3 The Coverage of the Identified Semantic Relations

As shown in Table 1, the average coverage of the semantic relations that FrameNet and
E-HowNet have is 94.2% for the 1,153 compositional NNCs in the Prefix-Suffix Database.
Below is the individual coverage of each N2 category.

Table 1. The average coverage of the semantic relations
for the nine semantic categories of N2

Category Coverage

Road 40/40 (100%)
Text 121/121 (100%)
People 241/243 (99.2%)

People of Different Vocations

46/48 (95.8%)

Wealth 72172 (100%)
Container 411/427 (96.3%)
Food 60/86 (69.8%)
Clothing 42/47(89.3%)
Vehicle 53/69 (76.8%)
Mean 1086/1153 (94.2%)

Table 2 shows the average coverage of the three and five most frequent semantic
relations. For the mapped percentage of each fine-grained relation for the nine categories,
please refer to Appendix B.

We found that the top three most frequent semantic relations account for about eighty
percent of the NNC instances. Meanwhile, the five most frequent relations on average have
about 8% better coverage than the top three.
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Table 2. The average coverage of the three and five most frequent semantic relations

Category overage Top3 Top5

Road 67.5% 92.5%
Text 100% 100%

People 86.8% 94.2%
People of Different Vocations 83.3% 89.5%
Wealth 100% 100%

Container 94.7% 96.3%
Food 69.8% 69.8%
Clothing 72.2% 89.2%
Vehicle 49.2% 65.1%
Mean 80.4% 88.5%

Nevertheless, we noticed individual differences among N2’s categories, with “food” and
“vehicle” having a much lower coverage than others. Also, although we considered
compositional NNCs only, there are still some relations that we lack labels for in FrameNet
and E-HowNet. Some of these instances include metaphors, e.g. ¥y Z B vyie-ji che
‘unlicensed car,” %5 FE bawang-che ‘unpaid ride’; apposition, e.g. JEIEE jiuba-che ‘bar
van,” #gfk pao-fu, ‘robe,” ¥Tfs ba-chuan ‘target ship’; and those whose N1 indicates a
general “use” relation unlike the other fine-grained mappings, e.g. F## shang-lun ‘merchant

NI

vessel,” XA jiaotung-chuan ‘commuter ship.’

6. Discussion

In this section, we will relate the two findings to our two research questions.

First, are there only limited bridging verbs and semantic relations between the two
component nouns?

In the nine categories we investigated, the NNCs’ bridging verbs, as well as the possible
semantic roles that N1s and N2s take, are very limited, with an average coverage of over
ninety percent. Even the least covered category “food” has 69.8% of its instances accounted
for.

These findings support previous studies proposing that N1 and N2 often are bridged by
events (Levi, 1978; Leonard, 1984; Ryder, 1994), that bridging events are limited (Levi, 1978;
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Copestake & Lascarides, 1997; Copestake & Briscoe, 2005), and that the semantic relations
are limited as well (S@gaard, 2005; Huang, 2008).

Second, are there semantic relations between N1 and N2 that do not involve bridging
events?

To understand NNCs of simple relations does not require the identification of what one
component entity does to the other. FrameNet data also suggest that bridging events
sometimes are absent. We say this because we found that, among the NNCs that a N2 derives,
N1s that involve complex relations usually can be mapped to FEs in eventive frames that the
bridging event represents, while those that involve simple ones do not. For example, although
“Material” is a productive static FE in the entity frame CLOTHING, it is not among the FEs of
the eventive frame DRESSING, which describes the process and state of putting and having
clothes on. In contrast, “Wearer” and “Body_location,” which are also FEs of CLOTHING but
involve complex relations, also assume FEs in DRESSING as arguments of LUs like
“dress-up” and “put-on.” Such distributional differences of FEs mean that the N1s represented
by them are also distributed differently, resulting in NNCs contrasting in simple and complex
terms.

While the simple-complex distinction also is attested to in a corpus-based framework like
FrameNet, it seems that it is not recognized as a distinct class in Levi’s widely-adopted system.
While it appears that Levi (1978) considers some simple NNCs under the predicate HAVE,
the status of other simple NNCs is unclear. For example, imperial bearing is classified as an
instance of HAVE and paraphrased as ‘have the bearing of an emperor.” Nevertheless, it
seems that HAVE does not cover all the simple relations, as she defines the predicate as
roughly corresponding to the semantic roles of “productive,” *“constitutive,” and
“compositional,” which do not exhaust all simple relations. Moreover, some simple instances
fall under her other predicates. For example, apple seed is considered an instance of FROM.
We think FrameNet as a mapping means helps sort simple NNCs under semantic relations like
Levi’s predicates.

With regards to implementation, the findings indicate that simple and complex NNCs
should be processed differently. For simple NNCs, host-attribute-value sets, place names,
temporal expressions, and conjunction pairs to some degree can be exhaustively listed, as we
have done in our knowledge base, Extended-HowNet, reducing identification of simple
relations to table-checking. The E-HowNet taxonomy can also detect meronymy relations. For
complex NNCs, the inventory of LUs and their argument FEs in FrameNet’s frames narrows
down the possible interpretations of NNCs.
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We believe such mappings can complement the inadequacies of frameworks like Levi’s
(1979). First, the designation of FrameNet makes NNCs’ readings more specific, as frames
use fine-grained FEs and LUs are real words. Similarly, classification can be FE-based. For
example, lemon peels and apple seed both belonging to the FE pair Whole-Part can be a
reason for them to be grouped under the same predicate; for example, HAVE. Another
classifying criterion is the simple-complex distinction. For example, to analyze the example in
a different way, NNCs of the HAVE type can be defined as being made up of FE pairs like
Whole-Part or Part-Whole and belonging to the simple type. Along the same vein, her IN
category may involve NNCs with N1s of the FEs Time and Location, which in turn define the
simple subclass of time and space. Finally, since frames are motivated by semantic and
syntactic differences between words, they are expected to grow in coverage with more words’
behaviors analyzed and new frames annotated.

7. Conclusion

The current study shares the insights with previous researchers that NNCs usually describe a
limited range of situations and that the meaning of an NNC is compositional, while putting
forth the idea that the range of semantic relations for event-bridging NNCs usually is clustered
around the head, i.e. N2. We attained such findings by mapping the situations sorted by N2’s
semantic categories to frames from FrameNet, which is based on corpus-attested thematic
patterns. We also noted that N1 and N2 sometimes are bridged in non-eventive ways. Both
eventive and non-eventive cases can be interpreted through mapping to resources like
FrameNet and E-HowNet.
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Appendix A: Examples* of mappings of N2-based NNC categories to FrameNet’s entity and
event frames (To avoid visual cluster, subclasses of simple relations are indicated as numbered
in Section 3)

Simple_(1c/1a%
Telic/Use® + Clothing

* In part because of limited space and in part for demonstrative purpose only, we did not list examples
of two of the nine productive semantic categories, “vehicle” and “container,” neither did we exhaust
all the instances of the other seven categories.

% The N1s here can be seen as either spatial (1a) or an important attribute of PEOPLE (1c).

® Sometimes called “Type” in FrameNet.
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Appendix B: The mapped percentage of each N1 semantic role for the nine

categories:

(“Others” refers to instances we could not map with

FrameNet and E-HowNet.)

existing semantic role labels from

N2 category Road Text
N1’s role Theme 10 (25%) Text 114 (94.2%)
/N1-N2 S .
elation, Conjunction 10 (25%) Medium 7 (5.8%)
type number, | Meronymy 7 (17.5%)
and percentage :
Material 6 (15%)
Path 4 (10%)
Name 3 (7.5%)
Total mapped | 1) (10006) 121/121 (100%)
instances
N2 category People People of Different Vocations
N1’s role Origin 167 (68.7%) Telic/Use 35 (72.9%)
/N1-N2 -
relation, Ethnicity 32 (13.2%) I;Iacel_of_ t 3 (6.2%)
type number, Mploymen
and percentage | Affiliation 12 (4.9%) Contract_Basis 2 (4.2%)
Hobby 10 (4.1%) Compensation 2 (4.2%)
Vocation 8 (3.3%) Ethnicity 1(2.1%)
Material 5(2.1%) Rank 1(2.1%)
Appearance 4 (1.6%) Compensation 2 (4.2%)
Time 3(1.2%)
Others 2 (0.8%) Others 2 (4.2%)

Total mapped
instances

241/243 (99.2%)

46/48 (95.8%)




/N1-N2 relation,
type number,
and percentage
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N2 category Wealth Container
N1’s role Goods 59 (81.9%) Material 224 (52.5%)
IN1-N2 relation,
type number, Seller 7 (9.7%) Content 166 (38.9%)
and percentage | Buyer 6 (8.3%) Meronymy 14 (3.3%)
Shape 4 (0.9%)
Location 3(0.7%)
Others 16 (3.7%)
Total mapped | 7,75 (10004) 411/ 427 (96.3%)
Instances
N2 category Clothing Vehicle
N1’s role Material 17 (36.2%) Theme 17 (24.6%)
/N1-N2 relation
" | Wearer 10 (21.3% Means-of-
type number, (21.3%) ) 10 (14.5%)
and percentage propulsion
Sub_region 7 (14.9%) Location 7 (10.1%)
Conjunction 5 (10.6%) Possessor 6 (8.7%)
Location 3 (6.4%) Meronymy 5 (7.2%)
Shape 3 (4.3%)
Itinerary 2 (2.9%)
Others 5 (10.6%) —
Conjunction 2 (2.9%)
Material 1 (1.4%)
Total mapped | 4517 g9 304) 53/69 (76.8%)
instances
N2 category Food
N1’s role Constituent_Part 53 (61.6%)

Conjunction 4 (4.7%)
Shape 3(3.5%)
Others 26 (30.2%)

Total mapped
instances

60/ 86 (69.8%)
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HMM-based Mandarin Singing Voice Synthesis Using
Tailored Synthesis Units and Question Sets
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Abstract

Fluency and continuity properties are essential in synthesizing a high quality
singing voice. In order to synthesize a smooth and continuous singing voice, the
Hidden Markov Model-based synthesis approach is employed in this study to
construct a Mandarin singing voice synthesis system. The system is designed to
generate Mandarin songs with arbitrary lyrics and melody in a certain pitch range.
In this study, a singing voice database is designed and collected, considering the
phonetic converge of Mandarin singing voices. Synthesis units and a question set
are defined carefully and tailored the meet the minimum requirement for Mandarin
singing voice synthesis. In addition, pitch-shift pseudo data extension and vibrato
creation are applied to obtain more natural synthesized singing voices.

The evaluation results show that the system, based on tailored synthesis units and
the question set, can improve the quality and intelligibility of the synthesized
singing voice. Using pitch-shift pseudo data and vibrato creation can further
improve the quality and naturalness of the synthesized singing voices.

Keywords: Mandarin Singing Voice Synthesis, Hidden Markov Models, Vibrato

1. Introduction

In recent years, Mandarin text-to-speech synthesis systems have been proposed and have
achieved satisfactory performance (Ling, 2012; Wu, 2007). These systems are able to
synthesize fluent and natural speech, even with personal characteristics (Huang, 2013).
Recently, singing voice synthesis has been one of the emerging and popular research topics.
Such systems enable computers to sing any song.

There are two main methods in the research on corpus-based singing voice synthesis. The
first one is the sample-based approach. The principle of this method is to use a large database

* Department of Computer Science and Information Engineering, National Cheng Kung University,
Taiwan
E-mail: { carrie771221; ychin.huang; chunghsienwu}@gmail.com
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of recordings of singing voices that are further segmented into units. In the synthesis phase,
based on a given score with the lyrics, the system then searches and selects appropriate
sub-word units for concatenation. VOCALOID (Kenmochi, 2007) is such a singing voice
synthesizer that enables the user to input lyrics and the corresponding melody. Given the score
information, the system selects the necessary samples from the Singer Library and
concatenates them to produce the synthesized singing voice. Finally, the system performs
pitch conversion and timbre manipulation to generate smoothed concatenated samples. The
software was originally only available in English and Japanese, but VOCALOID 3 has added
support for Spanish, Chinese, and Korean. A Mandarin singing voice system using a unit
selection method was proposed in (Zhou, 2008). Singing units in this method are chosen from
a singing voice corpus with the lyrics of the song and the musical score information embedded
in a MIDI file. To improve the synthesis quality, synthesis unit selection and the prosody and
amplitude modification are applied. This system uses a Hanning window to smooth instances
where speech segments were concatenated. Although the unit selection method is able to
synthesize high quality speech at the waveform level, the concatenation-based methods suffer
from the discontinuity problem at the boundaries between concatenated units. As different
samples that make up the singing voice are recorded in different pitches and phonemes,
discontinuity might exist in the resulting singing voice.

The other method is the statistical approaches, where hidden Markov models (HMMs)
(Oura, 2010; Saino, 2006) are the most widely used. Acoustic parameters are extracted from a
singing voice database and modeled by the context-dependent HMMs. The acoustic
parameters are generated by the concatenated HMM sequence. Finally, vocoded waveforms of
the singing voice are generated from the inverse filter of the acoustic parameters. Sinsy (Oura,
2010) is a free-online HMM-based singing voice synthesis system that provides Japanese and
English singing voices. Users can obtain synthesized singing voices by uploading musical
scores. Synthesizing singing voices based on HMMs sound blurred due to the limitation of the
current vocoding technique. Nevertheless, it can generate a smooth and stable singing voice,
and its voice characteristics can be modified easily by transforming the parameters
appropriately.

In addition to the concatenation-based method and statistical method, there are also some
other methods proposed to generate a Mandarin singing voice, e.g., Harmonic plus Noise
Model (HNM) (Gu, 2008), which adopted HNM parameters of a source syllable to synthesize
singing syllables of diverse pitches and durations. This method can generate singing voices
with good quality. Nevertheless, the discontinuity problem occurring at the concatenation
points is still a major problem. Speech-to-singing method (Saitou, 2007) is another approach.
Instead of synthesizing from a singing database, the speech-to-singing method converts speech
into a singing voice by a parameter control model. Similarly, text-to-singing (lyrics-to-singing)
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synthesis (Li, 2011) is used to generate synthesized speech of input lyrics by a TTS system
followed by a melody control model that converts speech signals into singing voices by
modifying the acoustic parameters. These two methods are based mainly on conversion rules
that could be patchy.

Research on speech and singing synthesis has been closely linked, but there are important
differences between the two methods with respect to the generated voices. The major parts of
singing voices are voiced segments, whereas speech consists of a relatively large percentage
of unvoiced sounds (Kim, 2003). Besides, fluency and continuity in singing voices are very
important properties. In order to synthesize a smooth and continuous singing voice, an
HMM-based synthesis approach is adopted in this study to build our singing voice synthesis
system. To the best of our knowledge, the currently available HMM-based singing voice
synthesis systems have not been applied to the Mandarin singing voice. By carefully defining
and tailoring the synthesis units and the question set, a Mandarin singing voice synthesis
system based on HMM-based framework has been constructed successfully in this study.

The rest of the paper is organized as follows. The proposed HMM-based singing voice
synthesis system is introduced in Section 2. Section 3 consists of subjective and objective
evaluations of the proposed system, compared to the original HMM-based singing voice
synthesis system. Concluding remarks and future work are given in Section 4.

2. Proposed Mandarin Singing Voice Synthesis System

In recent years, the number of studies on HMM-based speech synthesis has grown. Some
research has made progress on prosody improvement (Hsia, 2010; Huang, 2012) to obtain
more natural speech. Recently, an HMM-based method has been applied to singing voice
synthesis (Saino, 2006). There are more combinations of contextual factors in singing voice
synthesis than that in speech synthesis. Applying a unit selection method to singing voice
synthesis is quite difficult, because it needs a huge number of singing voices. On the contrary,
an HMM-based system can be constructed using a relatively small amount of training data. As
a result, the HMM-based approach is easier for constructing a singing voice synthesizer.

The system proposed in this study is based on the HMM-based approach that was
developed by the HTS working group (Zen, 2007). The proposed structure of the singing
synthesis system based on HMM is shown in Figure 1.
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Figure 1. Structure of the HMM-based Singing Voice Synthesis System

In the training phase of the proposed system, excitation, spectral, and aperiodic parameters are
extracted from a singing voice database. Lyrics and notes of the songs in the singing corpus
are considered as contextual information for generating context-dependent label sequences.
Then, the sequences are split and clustered with context-dependent question sets and the
context-dependent HMM models are trained based on the clustered phone segments. In the
synthesis phase, a musical score and the lyrics to be synthesized also are converted into a
context-dependent label sequence. Based on the label sequence, a sequence of parameters,
consisting of excitation, spectral, and aperiodic parameters, corresponding to the given song is
obtained from the concatenated context-dependent HMMs. Finally, the obtained parameter
sequences are synthesized to generate the singing voice.

2.1 Model Definition

Singing is the act of producing musical sounds with one’s voice, and one main difference
between a singing voice and speech is the use of the tonality and rhythm of a song. Therefore,
the contextual factors should consist of not only linguistic information but also note
information. In addition, the cue information obtains the actual timing of each phone in the
singing data. The details of the model definition are described in the following section.
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2.1.1 Linguistic Information

In the HMM-based Mandarin speech synthesis, “segmental Tonal Phone Model, STPM”
(Huang, 2004) is often adopted to define the HMM-based phone models. Only a relatively
small number of phone models are defined to characterize all Mandarin tonal syllables.
Furthermore, in order to represent the five lexical tones for Mandarin syllables, each Mandarin
syllable is defined to consist of three parts, based on phonology (Lin, 1992), as: C+V1+V2. In
the phonological structure, C denotes the first extended initial phone and the following units
(V1 and V2) are tonal final phones. Tonal final phone conveys tonal information using the
extended tone notations, such as H (high), M (middle), and L (low), i.e., Tone 1: H+H, Tone 2:
L+H, Tone 3: L+L, Tone 4: H+L, and Tone 5: M+M).

Although STPM can describe all pitch patterns in Mandarin speech, pitch patterns in
singing voices are quite different from read speech. Figure 2 shows the pitch contours (blue
lines) of the read speech and singing voice of the same sentence produced by the same person.
As the figure shows, the pitch contour of the read sentence is controlled by the tone of each
syllable. In contrast, the pitch contour of a singing sentence is relatively flat and corresponds
to the musical notes of the corresponding syllables. The musical note is more of a requirement
than the tones of the syllables for the pitch contour in singing voice. Therefore, the definition
of each syllable for a singing voice is redefined as C+V, where C is still the extended initial
sub-syllable and V is the final sub-syllable without tonal information.

X % o6& MAF #F T XK & M F # T

Figure 2. An example of the read speech and singing voice for the sentence
“THEIEBIFFETL,” which is uttered and sung by the same person.

Rhythm is one major difference between read speech and a singing voice. Vowels
usually convey the rhythm of a singing voice since the vocal tract remains open while uttering
a vowel, allowing the resonance frequencies of the vocal tract to remain stable. Because of
these characteristics, vowels are probably one of the most important factors to represent a
good singing voice. A Mandarin syllable consists of two parts: initial and final. The initial
part is optional and is composed of consonants. The final part, namely vowels, includes medial
and rime. The medial is located between the initial and the rime. The medial phonologically is
connected with the rime rather than the initial. So, in the definition of singing sub-syllable
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models, each medial is combined with a final. Furthermore, the combination of medial and
rime is collectively known as a final, and some examples are listed in Table 1. For the singing
model definition, the phonetic annotation is based on the Hanyu Pinyin. Note that the tone
information (Arabic numbers) of the original tonal syllable is ignored for the initial or final
models in the singing sub-syllable definition. Besides, we define the final models with medial
as separate models to ensure that each vowel can have a specific model representing this
property.
Table 1. Examples of finals with medial

Tonal Syllable C V
—4% diau4 d iau
HAT ™ luo3 I uo
Tu4 ' shiueh2 sh iueh

The syllable with only an initial is generally followed by an empty rime “rfi” . The
empty rime does not have word phonetic annotation. In order to represent this property, we
define a phoneme “zr” as the empty rime of the retroflex, which is connected only to the
retroflex class of initial phonemes. Correspondingly, the phoneme “sr” is the empty rime of
the alveolar, which is connected only to the alveolar class of initial phonemes.

In general, a long duration note is sung differently from short duration note. For shorter
notes, temporal variation is relatively small and stable. Nevertheless, temporal variation of a
longer note is much larger and unstable. Lengthening a syllable with a short duration note
cannot precisely represent the expression of syllable with long duration note. So, when the
word corresponds to a half note or above, the finals followed by an “L” are defined to denote
the long duration model.

According to the above rules, 95 Mandarin signing sub-syllables are obtained according
to the definition for singing voice. There are 21 initial sub-syllables, 18 final sub-syllables (2
of finals are empty final phonemes), 20 medials combined with final sub-syllables, and 36
long duration sub-syllables. In addition to the 95 signing sub-syllables, the silence and pause
models are further included. Silence is an unvoiced segment in the beginning and the end of a
song. Pause is an unvoiced segment in the middle of a song.

2.1.2 Note Information

In addition to lyrical information, note information is one of the vital factors for singing voice
synthesis. Contextual factors of note information consist of three categories to fully describe
singing characteristics, including pitch and duration of the note and the song structure. Note
pitch refers to the melody of a song and determines if the song sounds great or not. In this
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category, absolute pitch, relative pitch, pitch difference between previous and current notes,
and pitch difference between current and next notes are included. Duration is the length of a
note and is one of the bases of rhythm. In this category, the length of the note can be expressed
by three kinds of standards. Song structure means which overall musical form or structure the
song adopted and the order of the musical score. Different note positions in the measure or
phrase may have different expressions due to breathing. In this category, beat, tempo, key of
the song, and position of each note are included.

2.1.3 Cue Information

Cue information considered in the contextual factors consists of the timing and the length of a
sub-syllable. We manually segment all of the songs at the sub-syllable level. The timing
information of a sub-syllable measured based on a time interval of 0.1 seconds will be
converted into the absolute length of the note. The position of note identity in the measure or
phrase is also converted according to the cue information.

2.2 Question Set for Decision Trees

Based on unit definition and contextual factors, we define five categories for the questions in
the question set. The five categories of the question set are sub-syllable, syllable, phrase, song,
and note. The details of the question set are described as follows.

(1) Sub-syllable: (current sub-syllable, preceding one and two sub-syllables, and succeeding
one and two sub-syllables) Initial/final, final with medial, long model, articulation
category of the initial, and pronunciation category of the final

(2) Syllable: The number of sub-syllables in a syllable and the position of the syllable in the
note

(3) Phrase: The number of sub-syllables/syllables in a phrase

(4) Song: Average number of sub-syllables/syllables in each measure of the song and the
number of phrases in this song

(5) Note: The absolute/relative pitch of the note; the key, beat, and tempo of the note; the
length of the note by syllable/0.1 second/thirty-second note; the position of the current
note in the current measure by syllable/0.1 second/ thirty-second note; and the position of
the current note in the current phrase syllable/0.1 second/thirty-second note

2.3 Baseline Model

There are 5364 different questions defined in the question set. The HMMs for the baseline
Mandarin singing voice synthesis system were trained based on the entire question set, and the
resulting clustered HMMs are shown in Table 2 and Table 3. As shown in these tables, the
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number of leaf nodes in the tree clustered using fundamental frequency (FO) is 3951. The
number of each state for the clustered FO models is shown in Table 2. The most frequently
used questions for every clustered tree of each state were sub-syllable types, position of note
in measure or phrase, and phrase level.

The number of leaf nodes in the trees for mel-cepstral coefficients (mgc) is 2844. The
number of the leaf nodes in each state is shown in Table 3. The most frequently used questions
are the same as the results for FO.

Table 2. Number of leaf nodes in each state in FO tree
State State 2 State 3 State 4 State 5 State 6
Number of nodes 1146 509 366 626 1304

Table 3. Number of leaf nodes in each state in mel-cepstral coefficient tree

State State 2 State 3 State 4 State 5 State 6
Number of nodes 244 849 938 604 209

2.4 System Refinement

The baseline of singing voice system can synthesize arbitrary songs, but it still has a lot of
room to improve. The approaches we implemented to refine our system include question set
modification, singing voice database extension using pitch-shift pseudo data, and vibrato
creation.

2.4.1 Pitch-Shift Pseudo Data

Pitch is highly related to the notes and the sounds we hear when someone is singing. The
quality of the song strongly depends on the accurate pitch of all notes produced by the singer.
The quality of the HMM-based synthesized singing voices depends strongly on the training
data, owing to its statistical nature. Therefore, the singing database should cover the pitch
range of the notes in the song. Using the pitch-shift pseudo data, it is helpful to cover the
missing pitch of sub-syllables and increase the size of the training data. We examine whether
all Mandarin sub-syllables we defined cover the whole pitch range (C4~B4) or not. Since
shifting too much frequency of a note will change the timbre, the missing pitches of
sub-syllables could be obtained using the nearby notes from other songs.

2.4.2 Question Set Modification

The parameters generated from the clustered HMMs are highly correlated to the speech
quality of the synthesized singing voice. A large number of contextual factors are not suitable
when the size of the training data is not large enough to be clustered by various contextual
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factors, and this may cause a data sparseness problem. The selection of the question set is
crucial for generating proper models. In the baseline system, the most frequently used
questions in the trees for FO and mel-cepstral coefficients are sub-syllables types, position of
note, and phrase level. Nevertheless, our singing database is not large enough to obtain every
contextual factor. Thus, the question set should be tailored to remove some unsuitable
questions. The removed questions consist of three types, including duplicate questions,
indirect questions, and relative questions.

Duplicate questions refer to times when the note length can be represented by two types
of units, 0.1 second and thirty-second note. Although 0.1 second is an absolute length and
thirty-second note is the relative pitch of the recorded waveform, both units describe the same
information. So, we delete the note length question with 0.1 second. Indirect question means
the questions at the level of phrase and song, which are called paralinguistic information.
These questions do not directly represent the information of one note, because they are mainly
about how many sub-syllables and syllables there are in phrases and the average numbers of
sub-syllables and syllables in each measure of the songs. The essential information of a note is
its pitch and length, so the questions about position of note are also indirect questions. The
paralinguistic information, however, could be useful when the size of corpus is large. Every
song has different keys, so the standard of the relative pitch also is different. Two notes with
the same relative pitch may have different absolute pitch values. Therefore, we delete the
question sets related to relative pitch.

Furthermore, we modify the absolute pitch questions by keeping the questions with
absolute answers and remove the questions with comparative answers. Thus, we can ensure
that the leaf node that is divided by the absolute pitch questions can be clustered with the same
absolute pitch.

2.4.3 Vibrato Creation

Vocal vibrato is a natural oscillation of musical pitch, and singers employ vibrato as an
expressive and musically useful aspect of the performance. Adding vibrato can make the
synthesized singing voice more natural and expressive. The frequency and the amplitude can
be considered since they are the two fundamental parameters affecting the characteristic sound
of a vibrato effect. The method to create vibrato is to vary the time delay periodically (Zélzer,
2002), and it uses the principle of Doppler Effect. Our system implemented the vibrato effect
by a delay line and a low frequency oscillator (LFO) to vary the delay.
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3. Evaluations

3.1 Singing Voice Database

For the construction of the signing voice database, the musical scores from nursery rhymes
and children’s songs are considered as the candidates. The major selection criterion for
choosing the songs is the phonetic coverage for synthesizing universal Mandarin singing
voices. The lyrics of the selected songs should cover all of the sub-syllables in Mandarin. A
total of 74 songs were selected. Some of the selected songs have two or more versions with
the same melody but different lyrics. Considering the variation of pitch and timbre, a female
singer who has been participating in a singing contest and is a member of the a cappella team
was invited as the signer to provide a stable and natural-sounding signing voice. The singer
used the built-in microphone of a MAC notebook for recording. The songs were recorded
using Audacity. The environment where the signer recorded was quiet. Noises, including the
metronome, were not allowed. Besides, each song has two versions in order to increase the
quantity of the database. The singing data with low signal-to-noise ratio or energy exceeding a
limit were not included. The amplitude of all singing data was normalized. The overview of
this database is summarized in Table 4. To improve the quality of the database, sub-syllable
boundaries and musical scores were manually corrected.

Table 4. Details of NCKU singing voice database

o ?;lt;slezf ;Il;;rrl]ze: (children’s songs)
Singer One female

Pitch range C4~B4

Version 2

Total time About 102 minutes

Sample rate 48 kHz

Resolution 16 bits

Channels Mono

3.2 Experimental Conditions

Singing voice signals were sampled at a rate of 48 kHz and windowed by a 25ms Blackman
window with a 5ms shift. Then, mel-cepstral coefficients were obtained from the STRAIGHT
algorithm (Kawahara, 2006). The feature vectors consisted of spectrum, excitation, and
aperiodic factors. The spectrum parameter vectors consisted of 49-order STRAIGHT
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mel-cepstral coefficients, including the zero-th coefficient, their delta, and delta-delta
coefficients. The excitation parameter vectors consisted of log FO, its delta, and delta-delta.

A seven-state (including the beginning and ending null states), left-to-right Hidden
Semi-Markov Models (HSMM) (Zen, 2007) was employed, in which the spectral part of the
state was modeled by a single diagonal Gaussian output distribution. The excitation stream
was modeled with multi-space probability distributions HSMM (MSD-HSMM), each of which
consisted of a Gaussian distribution for “voiced” frames and a discrete distribution for
“unvoiced” frames.

The term Riffs and runs implies a syllable with multiple notes. In other words, it is a
quick articulation of a series of pitches sustained on a single vowel sound. In the proposed
method, the generation of riffs and runs repeats the last final in previous words to mimic the
singing skill.

Furthermore, in the middle of a song, vibrato is combined with the amplitude in 4E-4
millisecond, frequency in 6 Hz, and start timing in 25% of the sub-syllable. At the end of a
song, vibrato is combined with the amplitude in 8E-4 millisecond, frequency in 5 Hz, and the
start timing is at the position of 50% of the sub-syllable.

3.3 Evaluation Results

To evaluate the constructed Mandarin singing voice synthesis system, we conducted a
subjective listening test. Ten songs not included in the training data were divided into two
parts. Therefore, we obtained 20 parts for testing. The testing waveforms generated by
different systems were presented to the subjects in a random order. 12 native Mandarin
speaking subjects were asked to participate in the evaluation test. Mean Opinion Score and
Preference test were used as evaluation measures for the subjective test.

In order to evaluate the effectiveness of the refinements we proposed, four different
settings of the synthesis models were used. These models were evaluated on the effect of the
refinements, i.e. question set modification and inclusion of pitch-shift pseudo data. The
settings and the descriptions are described in Table 5.

Table 5. Four different settings of models and their descriptions

Model Description

Baseline All question set

QM Question set modification

PS Pitch shift pseudo data

QM+PS Question set modification and pitch shift pseudo data
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3.3.1 Pitch Contour Comparison

Figure 3 shows the Mandarin singing voice synthesis system can generate the FO patterns
similar to the actual FO patterns of the musical score. Figure 4 shows the Mandarin singing
voice synthesis system can generate the pitch contour of the synthesized singing voice with
almost the same as the pitch contour of the original singing voice. Nevertheless, some of the
singing phenomena, such as overshoot and preparation were smoothed after HMM training.
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Figure 3. Comparison with generated FO patterns and FO patterns in the score
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Figure 4. Comparison between the original singing and the synthesized singing
pitch contours
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3.3.2 Preference Test

We evaluated the nature of the synthesized singing voice with a long duration model. Figure 5
shows the system with the long duration model has 62% preference, which is higher than 38%
for the system without the long duration model. This shows that the long duration model can
improve the nature of phones with long duration. Therefore, all of the evaluated systems use
the long duration model in the following tests.

Naturalness

= With long duration model = Without long duration model
Figure 5. Result of preference test with long duration model

In addition, we evaluated the nature of the synthesized singing voice with vibrato. The
preference result is shown in Figure 6. The subjects only slightly preferred the synthesized
singing voice with vibrato over that without vibrato. The main reasons are that two
combinations of parameter settings are insufficient and that different pitches and situations
must correspond to different combinations of vibrato parameters. Moreover, vibrato is not
essential in children’ songs. Subjects preferred simple over skillful singing styles in these
kinds of songs.

Naturalness

= With vibrato section ® Without vibrato section

Figure 6. Result of preference test with/without vibrato
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3.3.3 Mean Opinion Scores (MOS)

The MOS of quality in four evaluation settings is shown in Figure 7, and the MOS of
intelligibility is shown in Figure 8.

MOS (Quality)

273 2.95
2.43
2.29 ] I
1
Baseline QM PS QM+PS

Figure 7. MOS of the synthesized singing voice in quality

MOS (Intelligibility)

2.85 3.05

Baseline QM PS QM+PS
Figure 8. MOS of the synthesized singing voice in intelligibility

The results show that the baseline singing voice system has the lowest MOS, because the
training data is insufficient for clustering using a large number of questions and because some
sub-syllables are not covered in some of the pitch frequencies. After question modification,
MOS is 2.43 in quality and 2.74 in intelligibility, which are higher than those for the baseline
system. The PS model has MOS of 2.73 in quality and 2.85 in intelligibility, which are higher
than those for the baseline system. This shows that adding pitch-shift pseudo data is one of the
useful refinements. Finally, the MOS of QM+PS model is 2.95 in quality and 3.05 in
intelligibility. These scores are higher than those for the PS model with the modified question
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set and the QM model with pitch-shift pseudo data. According to the results, we can conclude
that, although all question sets take all of the contextual factors into account, some contextual
information might not be included in the corpus, which may cause bad clustering results. By
tailoring the question set appropriately, the system can improve the quality and intelligibility
of the synthesized singing voice. In addition, adding pitch-shift pseudo data also can improve
the quality of the synthesized singing voice.

4. Conclusions and Future Work

In this paper, a corpus-based Mandarin singing voice synthesis system based on hidden
Markov models (HMMs) was implemented. We defined the Mandarin phone models and the
question set for model clustering. Linguistic information and musical information both are
modeled in the context-dependent HMM. Furthermore, three methods were employed to refine
the constructed system, i.e. question set modification, pitch-shift pseudo data, and vibrato
creation. Experimental results show that the proposed system could synthesize a satisfactory
singing voice. The performance of the corpus-based synthesis system is highly dependent on
the training corpus, and the quality of the corpus can directly affect the synthesized voice
quality. The environment for data recording should be professional and silent, such as in an
anechoic chamber or using sound-absorbing equipment. Furthermore, the training corpus
should be as large as possible to cover all contextual factors. Although our singing database
was designed with high phonetic coverage and enhanced by adding pseudo data for better
pitch coverage, there are some factors that were not covered, such as the coverage of duration
and higher level information.

Besides, a more accurate model is essential for synthesizing a better singing voice.
Model clustering should be categorized and labeled with priority, since some factors are more
important than others for singing characteristics. The process of clustering decision trees
should be guided based on the priority of clustering questions to obtain a more accurate
model.

The singer’s timbre and pronunciation are also important factors that affect synthesized
singing voice quality. The nasal tone of a singer’s voice might cause acoustic information
disappearance when uttering syllables with higher pitches. Unclear utterances also cause the
synthesized singing voice to become unintelligible. For further improvement, these problems
should be carefully considered in order to generate better synthesized singing voices.
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Abstract

This research focuses on validating a Taiwanese speech corpus by using speech
recognition and assessment to automatically find the potentially problematic
utterances. There are three main stages in this work: acoustic model training,
speech assessment and error labeling, and performance evaluation.

In the acoustic model training stage, we use the ForSD (Formosa Speech
Database) ,provided by Chang Gung University (CGU), to train hidden Markov
models (HMMs) as the acoustic models. Monophone, biphone (right context
dependent), and triphone HMMs are tested. The recognition net is based on free
syllable decoding. The best syllable accuracies of these three types of HMMs are
27.20%, 43.28%, and 45.93% respectively.

In the speech assessment and error labeling stage, we use the trained triphone
HMMs to assess the unvalidated parts of the dataset. And then we split the
dataset as low-scored dataset, mid-scored dataset, and high-score dataset by
different thresholds. For the low-scored dataset, we identify and label the possible
cause of having such a lower score. We then extract features from these
lower-scored utterances and train an SVM classifier to further examine if each of
these low-scored utterances is to be removed.

In the performance evaluation stage, we evaluate the effectiveness of finding
problematic utterances by using 2 subsets of ForSD, TWO01, and TWO02 as the
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training dataset and one of the following: the entire unprocessed dataset, both
mid-scored and high-scored dataset, and high-scored dataset only. We use these
three types of joint dataset to train and to evaluate the performance. The syllable
accuracies of these three types of HMMs are 40.22%, 41.21%, 44.35%
respectively.

From the previous result, the disparity of syllable accuracy between the HMMs
trained by unprocessed dataset and processed dataset can be 4.13%. Obviously, it
proves that the processed dataset is less problematic than unprocessed dataset. We
can use speech assessment automatically to find the potential problematic
utterances.

Keywords: Taiwanese Corpus Validation, Hidden Markov Model, Speech
Assessment, Support Vector Machine.
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HHETT SR PR B bl - DUT S8 8/ 4dam SCZARRERISE » 35 =BNiataliam SO070%
P e SRS S 0 BB R EREE JT VA - S THER R AR ST A TR T R A
HERAE TR - S5 T8 Ry AR S YA S AN R AR 2 5 18] -

2. HHBEEASE
2.1 1EE LR AT SR

ST N A S 250 B R R EE/ D35 2 (Formosa Phonetic Alphabet, ForPA) - ForPA
PFEREEBHEEERE - 658 - FeE B AMIEE A% > HEBNEEA 37 # > aiEA
56 [ - WitERE S B ZWEILA 63 (F - SEIA 32 (F (KRIFET > 2010) - HEfTEEMH
B> F\%hiy - MR EIAEER %8 (Mel-frequency Cepstral Coefficients, MFCCs) ( Davis &
Mermelstein, 1980) FI¥f#aEE (Log energy) fURaEEFHEL 5 M LARS =M AT Fo Y
(Hidden Markov Model, HMM ) 2R 777 R & el iy B2 5L -
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FHEFTEV Oy > AEAGR L AR R Y oy BOK R R S AR AV SO RV (DR RE - (EARBE AT
AWEFE (EEH - 2007) - FERRESIROE FeBE st o iy r 8O A &3 RIEEAE AR S D
AT =R BERER AT > DR R R A S EFP LI AR -

FEZ EEMEEEEE A EEEL N SEFEA S AN EEEEZEE AKX -
BB T P o A B R A B BT S Y S AR R A Y 6 SRR E 3
LA > ARy 8Os D Ry [R5 73 By 80% -

FEITEET R FERH A/  EEEER T > RO IR 6 B
RHFESEE R 3 (HEHE - HENTRVR/NEIEER - & — 5 a0 d LR s
FRAVEERE Ky 3 EEHE - ARy Bk b Ry I 5t 73 8y 80% -

FEIBHE A — - AR T M EF R R L RR T HY IS - BT AT B S 8
AR s b SR N HIATE & BT EER A S A AV EE - R RSPt &R T RE & i
IR RN » AE (FEF > 2002; BR7E%G - 2011) ERAHEEIN D BETREITE - (&
VI EERACET I BHETR - A EF R A S UNATA S - EERFIORZ
VIS EERAYE B8 H /N IERESOR R E B8 H R - A BURIR D) B &5 R A S e H B
i ARE R H BB E ZEEPIAEREE - flan > JROcE ARE R R T AIRIE e SEAE e 3R

Iru-ger-lan-e-sen-hen-bher-e-ue | L9 EMEE HUSTERROETA A
I ger-lan-e-sen-hen-bher-e-ue > 3 8 {EZ & - [R5 %L Hif By 80 47 RIj3H %L 1% B 80x8/9=71
A

3. AFITA

3.1 EEpERE R AR A 4R

AmsZ#EF HTK (Hidden Markov Model Toolkit) (Young, 2009 ) 3|4k EL R R F12H %2
FHE S8 - AR SR SRS B - (H ) HTK S5l e RHEEUR g - s alal st =
TR EE R BB - G5 T EEZR (Monophone ) ~ HEIAGHENE#E T 2
(Biphone) KEEIN/AAHR =H %% (Triphone) -

3.2 EEPHRE BT R
AGwSC M HMM g SRR BARE S 5 oy KA IR SE & > MRt RV 8 E1F
FENEESCARNHRE NEAELMESS - ORGSR E RV - FEHRE
YRR SR o] DR B AERTRE NS RF O B g s - N2 (RS S SRR
e E A PR ~ SEEER - SEANTEEE AR - BHER BUIERY)
4.5 RGN EE - AR BE R o AR B S &
MR SRR ME BRI AGE -

FES R R SR TRE S SV Y T > e MLl (8% > 2002; 5755 > 2011)
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A BHEEE AR B BEA - (2D PRl s > AR
ARARHTRE o B - WIS R P TEE - TR F R AVERE Y BB & ~ PR(EE

= o B RN HERRE R A RAVEERL - (B9 RTREFAEE R Ry 7y B g
SR HERRL - R ERPIRE A B > 2R AR i @ sB it i3y ik
B HIER - S ENAERR EAEEN A EIEENEE RAVEER - SETE A
HRE HBR % $k o B RERYEY o S B S SV - (BRI R IR A > IR
G VE o T P REME A RERE Y ELE A & 5 -

3.3 (BT ERER — Kk
FE M 53 6 PR TS B Rl 53 RS BRI 5 5 R 29 B 3T
PRI A3 EH B PSRBT 7735 - FEEH SVM 2 O 5B SF SRBR ) TR
B3 JE B AT PR LRI ELARERY <

B PSS 5 F AT B R 5 AR E S BB ST R R BB R
PRI 1053 AT 7 A TR0 RS E A » A TS 9 1
SR B M © e LARSC AR o LA S SR (R e ey
AT YRR S5 EES © RS S BT SR A 2 R A 7
T AR R ET AR 7 A AR5 -

B P 3 B 17— JORBRI B (T 2RI P PRI % - (B0 R A gt
EHEST NPT FRHERT A THE > RSB RAT ] AR E A THRERENT - Fit
D N TR - IIbE A e -

4. BFREERELS

41 SR

A ZERR R B BE AR 2001 & 2003 4ERY  HUTEIRIG ZEtiE T aEtE%
EREE MR s B e E S BN E I ) TN G Btk E ForSD (Formosa
Speech Database) » 72 F E 1y TWO01, TWO02, LK TWO03 %5 = (i 754 (Lyuetal.,
2004) ° FZaBkly RealllSREE LA EE R E SR & - 4G S EEA LAEER R o i iy &
G Rl SR EDE - 22 1 RysZeB R HYAE RS -

K1 ZBEAN

BllECEE S M EER
Bkl 2% | ForSD-TWOL ~ ForSD-TWO02 ForSD-TWO01 ~ ForSD-TW02
Spriks | EEEE - 16kHz - 16bits EHAZIE - 16kHz - 16bits
EE 600 A - 58317 A ~ %283 A 26 A B 13 A ~Z13 A

SR A8 | 117047 &) - B3 61908 &) ~ %2 55139 4] | 3072 &) > B8 1549 &) ~ 4 1523 4]
iR | 32.58 /)N\HF 0.98 /|\HE
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AL ETAEACR S ForSD #BI PR TWOS T8 (EFF%  2012) - i
FHRIBEHE B 5 0715 AT A > St 4 (AR 671 (4 SRUTAY - Horp
TR ARV SE AR LIS 115 - SR CERE NI T - R 2
PR R R -

F 2. fF BRI RS

(Sestibn s
ey ey ForSD-TW03
PRE RS BHEZIE > 16kHz > 16bits

675 A\ > 55263 A (EZfifi2 A ~ 24261 A) -~
2,412 N (Rl 2 A~ 84410 )

ST HTEL 205311 4 - 52 82099 4J ~ 4 123212 4J

FEa=isIEl 136.14 /]\i%

HEE

4.2 WrBAEps SR RE BTG
ARShSCBR A BB ( Free syllable decoding ) s #EsshaRiEs - Lo 4t 5 67561
0%, 853 ] 117 B3 61125 T (B 5 13010 S T 20 32 M SR ARG T 4 75 T2 2 2 silence »

o [ Ry AR R 6 - A0 2 B e

[B72. PEHAEEA G E
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EEERT - &SR EE AR =2 - HIIEES SR HETE e A5 - Bl
Bt o [HURGIGREER A E RN EWEER > LA - SEECANEARRT
&~ A R B EEESE T IR o i8R BB e A 5| SR A SR AR R Ay
HirnsBklEeE 2 Eakl e ok A AR E > HERERgEETE -
It > FEE IR PR AR A R s R R B R AR FE AR BE BTG 7704 - BT S 1 shl il
AR A e R T A AR N R ER A T PR T T LR -

TEARGm S > FRAPIER A S ERHEa% (Syllable accuracy ) i fsaBicl 823 672 FA2 LAY E
ik - BTN RBHEETE A

Syllable accuracy = N-D-S-1 DN_ S-1 x100%
Hrp N BIFWESCANESZEIEE D RELIFEIEE - ENEHIREERE AR »
([EFEPER SR EANGA YRR AR FEEE S BERNEEEE  ErEHE—E
HEIHERE S EEEHINEE | BIEANSTEIEE - B0 RS R bR T ERENE
BN - ZH T AR IR EEEE -

4.3 FBrzERERITI ok
AE BRI H A Fy(EH] ForSD-TWOL ~ ForSD-TWO2 FliISREEF - &t 2 By 5a 9k L F
TE ~ PERRARAVAGR R A DIIMRERE S RF T -

W

Monophone ={=Biphone =/=Triphone
45.93
48.00

40.00 fﬁ 42.93 43.28
32.00
24.00 —g —

16.00 5
8.00 +

0.00 T T T T T T T
0O 5 10 15 20 25 30 35 40 45 50 55 60 65 70

Syllable accuracy

T T T T T T 1

# of mixture components
/& 3. Monophone - Biphone - Triphone 2847 T [ E BRI T Z HFatéa R
3 %1H{ 7 Monophone ~ Biphone ~ Triphone ZELEAIFAREIRFE T = HE AIE L 5
HIfEss 7E[1 1 112 [70 70 701 HIHHSRAE S - H » SEHRRE 61 & = (& Streams - silence
FRATU A = BT R AR H A A A A W £ -
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FEAE B> Triphone A2 E2AEAY Y S TR A1 R [30 30 30]RFHY = B sl R 2 2l i =
Ky 45.93% > FFETY H Al Galiah 2 P 7E 07K - Z AR ERR4G T ¢ 177 Biphone AZERfH
R TR AN F[25 25 25] k2 [45 45 AS]HFZE R =L - Z &R ERA4A 1% ¢ (il Monophone
RIS B R R 23R BT FAYESY > (HI#AEL Biphone ~ Triphone A2 E2 A5
FHIAA o B0 T E RS DR MBS - QIS H A& (Over fit) - 355
PR T - DL RS > TSRS TR A% /5 [30 30 30]Y Triphone B E2 5 A& (L
BER S > PARE S T PR BT -

4.4 BRI R TRE S ALY

R B 019 B (6 P BT B A (S R S S BB R A TAE 2375 SRR
SR (B R 5 B S E - o R A S A = (BEE - FofPTd Sorbi
— AR S » R R R (TR ( Force alignment) RaEE3T5Y -
BB 40 2.2 GIFTE - B A NSO o AR B - (951555
Wik RMIKIES B B RN S B ESE - R EE RS SR - S8
L B 60 - 80 5 » JERT5T IR, 60 SHAT3ERHR BIESE - 5153 D BEH: 80 530
AT B Y ~ TRES TR 60 53LA BRI 80 SyRSBRIEE B RIEE - B 4
By T A B A A MR T IR AR SRR & R R
SRS » B LUAHD S BRI 57 A B, 60 25 80 531 -

& =fHEER 1EsE EoE =FfEEER nEoE
20.52% 34.36 hr 28.39 hr
30.73%

48.75% 73.32 hr

B4 BHE ~ FRIEE - F7EZF T8 () BRE (L) 2718

4.5 REETEEFHKE SRR 2 BRI 4R
AT B H Y Ry LR (s PR & B B B K R 5wV o0 B BE 1R SR Pl 6 Ly B B A A
oo {5 2 BRI Ronf R R FRE AR U7 0% -

AREBRE] E—/NEIAVEER - 55 ForSD-TWOL - ForSD-TWO02 Fll#kaEH 53 51T
ARBEHEER - PREEN S EER - SoEER - RET LRI - RS E
A =8 FIFISREE R S AR SR o FORF RS SR AL SR - (E R REASRECE
B BLAL B AR SRR T SREFAR A -
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34 5 aRIRINARLEZEER - AT ~ mo&sEkE - A2 &EEEAT
SR HH SR A B B T HW R AE S - HoR o IRV A fy Triphone - SEERHHY 26 F 5 Y
HEIGHARE - REBER G - FEGATISREER I AR EE BRI SR H Ay & 225
B HEEHRERE Ry 40.22% 5 TANA R E & RS oy G skl ok LAV 2245 R - Ol
RNy 41.21% 5 1 {E A & o G EB RIS H ry B S A H B ey 44.35% - Hh4h
REEMAG BB AT R R R R & - fE8 S B RIS T - FAGISREER
BURIEAGE R Ry e - (B BE B GE IS B0 A A it » ORI BE R EE RO BN R -
W R G R -
7 3. FRATETEET I B BT 2 P héa R
Mixture | Deletion | Substitution | Insertion | Correction | Accuracy

= Hivg BE |y

Triphone | 1,544 | 417,150 | 0.86% | 53.04% | 5.89% | 46.10% | 40.22%
KA. FREIEHIER E B R T Db R

Mixture | Deletion | Substitution | Insertion | Correction | Accuracy

= Kivg BE |y

Triphone | 1,539 | 415,800 | 0.82% | 51.15% | 5.82% | 47.03% | 41.21%
K5, EA BB E R IR

(3
oo > = | Mixture | Deletion | Substitution | Insertion | Correction | Accuracy
B HE e

Triphone | 1,527 | 412,560 | 0.95% 49.45% 5.25% 49.60% 44.35%

EEBEERER - IIAGES 5F 57 B SR Y SR ATall of By B AR RY bR fin AR &K B e
sERATAI SR L HY R SRS IUAR T - HZ B RECR AR AT 2 4.13% - BRI TS/l eRIRF 5 A YRR
BRI R R (WARE S EERHME - MEANIA S 7 BB AR S
EEhOAT ~ S EEERERAEF - HFEE B REE A S B — R e - 8E2R%
EISEE R R Rm ol 1.6 5 » HEEERAIGES BREERRtEE &S - fHit
FHRGEEH 1l SRR B VB R - FTDAE AR - 388 T E P s
REA RHY B BhET B A R YRR &

4.6 (B EEER Rk

HPEITRE S 53 > AR (E AV SRR S0RR E - RIB S A RET - 1ERUE BHYEE
BHEEF T B RIE - AEEAYHRTZHEM SVM 28Es - $HE T EAYRERHE TR
REIERER R EEAYFER IR Ry o] BRI A Bt o [FIRERE e A e B TR AY
B R EN RN -
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SR PY e R BB E P FRB SR BLl » B AR TARAE (7 A TSN
T - BEESERRE  FRER OIS Al SIS RIS E - DOt s
SRS B IR -

PN THETRSE - JRPUHES G AIRRILL 10 SRR - 57 BIBHFS Y8 0 %
10 53 ~ 10 % 20 55 - ... ~ 50 % 60 5374 250 {EE ML (FHRIAVE(F » SEITAT 1500 (@5
o BEEERR - B T BT R TR - R EAERISN I T AR B
IR - BTS2 1A 2 EE AL B E BRECAFAY 1500 (B2 53 Rl SR A AISU A -
# 6 Bl aiNgE - ISRV - Foo - IETAY 1500 (B 2 EE MR AT
SRR > AL -

6. BB LSRR Fias G~ R R F I B

GllEei-es g ZE
EERETS AT AR} BBk AT HEER BBk
HHEE 246 754 100 398
HETEE 1,000 498

7Y SVM SrisgsallRis B - BFIEA LIBSVM (Lin, 2013) & T HHETT /33 =519H
B o PYRFEEHEES - TP CECERE TR ERNA BIER BS% » i HEEHERT -
‘O(EFENEE (1-104) ~ ST - ROMEFESTEN ISy (11~-204) 58
FRP R (21 4) - IGEERT SR sEHNRRF RS EAES] (2248 -
B E PR VIS ER T EEBOATERHIEd] (23 48) ~ IREEFHRIF &R > &
B PYEE (24 48) ~ IREESF o &ER > FRAREANFEEE (25 4) - 4 25
YRR - 22 7 By SYM S JEZSI S BERE -

1. SVM s 2B E

S8URHE REAE
Cross validation 5-fold
Kernel function RBF kernel

C 8.0
Y 0.125
Feature dimension 25 dimension

AN TARCHYERE S - TR ReBrt A BRYRAE R 14 A Hep—(#%
T P T BE HH B SRR SRR - 3% 8 Bl T 1500 {HIfERCAE 2R IR - RSt 4R B
o8 BRI BN ROV B el HsEk - HER BRUIE A - TEZEHEH/ I
AEEHE -~ AT F
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8. BLELE T RIRAIR LB 8

A REFEE HERRE(E D) FREH HIRRE(E D)
H] FEER 346 (23.07%) | SCARIFEFTEERA[E 80 (5.33%)
g R BB A 333 (22.20%) | HEIFF TR 62 (4.13%)
HRESEIRUNA IR ZE S | 231 (15.40%) | AIEEGE 41 (2.73%)
e 177 (11.80%) | sRaGEE A 18 (1.20%)
ZEEHEE 166 (11.07%) | B {FiH 12 (0.80%)
BRENEESCANE GG 125 (8.33%) | SfEAE 7 (0.47%)
HEHE/N 90 (6.00%) | xR 3 (0.20%)

T T MR BRI -
A TIFIEERE R T IR R R L R RN A B A G R - BT AR -
B 5 BSCA Pz T IRETE T/ ghua-dading-liau | (TR - 2k S P2

SANERE
B BT -

 AHHEEF ST BANERY 60 ¢ IS RHR T A IR IA Ry & R oA L s

(sil) (ghua) (da) (sil)
-1 56 48 -1
1
05 -
3 WW PHR |1 O Se—— §
-0.5
ai | silgh ghy ua sild da ai
e -1] 73 |37 43 70 27 -1
0.1 0.2 03 0.4 0.5 06 07 0.8 0.9

[B75. B0 A R E

. EiER BVIE AR MRS SRR BB Y - SHEABATHEGES G
FUIEESEIR R - ERETENAT - BT e EaA s - DIE 6 Bl Z5k
EEENER T EEHEE IR e 4445/ dier- e- dang- zin- zin- ziann- ziann- e- zo-
zit > (BRSO ok i i B HIBRBERS - Al D) B2 Ed dier HhfE - SR E R
HIR L -
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(sil) (dang) (zin) (zin) (ziann) (ziann) (&) (zo) (zit) (sil)
1 -1 61 99 87 75 69 55 60 100 -1
05
-0.5 H
ai sild silz | zi finsilzl zi |in|silzzidnnan silz | zo |silz zit ai
A -1 70 1/100/10 73[100 310067 55 100 65 56 |100 100 H1

0.2 04 0.6 0.8 1 1.2 1.4
[E6. FEHRUEEZEZEEE

C. BTEFEIBUNASICA TR | SCANH D SEIESF S SENSAERE » FlIseR

W& R T H—5 AT u-zit-gua-lang-cut-mng-iu-lam | » {HERE A0 H & H
TSP EE/ gua-lang-cut-mng-iu-lam | > /DT T —/u-zit |, FE{EEZET -

D. Ay T otElN - NEMEIEREEY -

E. ZOEHE St SRS ANE » HABI S sz -

F. SREABRHEIANERTTE @ E SNSRI EEXANETR TS > FlaseR
2 hy T o SRR m 2 505 A2 dang-gho-dai-hak-ma-m-si-dang-o-dai-hak | » {H
EREANAR THREAKZN m Z0E m 2 508 K £ /dang-gho-dai-hak-ma-m-si-
ma-m-si-dang-o-dai-hak ;> %7 T m 2/ma-m-si | ={EEFET » ESCANEE SR
f%l:l °

G. BEil/\  ShEEENEER/N -

H. SCARFIFES TSR ARG - SCAN NI TRINAARE - GOSN By T 7% in-e
EN o HFEFTNZS fy T zan-sat-zok-rin | > J24pd Tin-e | WA{EEER  MEkE = 1E X
FRIBSCAR NSRBI » SRR N AP T4E SR e H A RIS -

| HEIREHGR | ST SENE B EAR

J. BRS¢ ke R E BRSO -

K. BeGEEE R © S S RENIVRRsE TR » A\ EMUAPERATSR I AL -

L. JEEEE  stE N EREENEE > S ESEm R SR RE -

M. EEARME @ sE SRR - SURsA0 - SR EEIEAE -

N. G5 @ s SRR -

{5 FH H B/l Sk AE 22 #E 1T 5-fold CV (Cross validation ) Fr{GE|iY e E28 : C=8.0 - v

=0.125 » HA MR HIBE R 0 JRGE AR (Accuracy ) £y 82.33% © J&E T FyHffaikes

IR AR
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pAE RS 48
HEERGEEHE

% 9 R AE B b oSS B S R A AR (Confusion matrix) - fEFR PRI E]
DURHRZ sy s st B R BEPRHR H ARSI 2 % (False Accept Rate, FAR) 5 70% :
ShEATE4E 2 (False Reject Rate, FRR) £ 4.52%  LIGIERA RaBfl s HEYHBIR T -
Z oY RS T B AR S B B A BEEA -

29, AEFIERE

Accuracy = x100%

R
AL | 7 Bk

g | TTHEER 30 70

i

| Fesmkt | 18 380

F&Hh SVM gyfaes - TR DUEHME Sy B A AT A BYRERHETT 7308 Bt R T A
A RIS BLaERh > FLorJA4E SR o] RIGER Ry 8570 {18~ B afft Fy 33398 {1 - B BRAVAS IR
PAPI A R o H Ry T PSR S A T A AR R (e P ploB e L B PR o] AV EERY -

[FIRF - I Sias i & o EERHET 0 8 SRS A Rl rHEEA
7 HEE A IR B\ TR IR RIRK - BILaER - S T IRMEEREHZ
FlasB R FRE e AT A EEER - NI - FefTn] S8 — P RS R A BB
LT N TARER - A TR SRR -

(sil) (ghun) (dau) (cin) (ciunn) (de) (ghak) (sil)
-1 82 ) 85 60 94 75 A

1

= 05
8 3
Ti, § 0 -—JW*M
g =
1
Jﬁ -05
ai silglghuun |si au silc |ci| in |siladinp innunn sild de |silgh haI‘ai
-4 -1 10012100 92 100 82] 75 |25[12 86 100 80 | 100 |43 |-1

0.2 0.4 0.6 0.8 1 12 1.4

B1. BAEEEFES B E AR

[ 7 By @R EAE A E&W%‘ﬁ ardi ] 0 Pk BN SURN A By rﬁifm%%{%iﬁz
$ek/ghun-dau-cin-ciunn-de-ghak | » FEZEF5 5780 A 81.25 » (HIEYIE| 2 F B » S5—1{@
H i " Br/ghun E@%‘Bﬁ%‘%ﬁﬂ%ﬁwﬁ ERCE ET R SRR o
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5. &EmEIRARMIFEIT

51 4w

e HE S BT - (8 AR i A A R SR R A R B s Rt TRE S A o
WARIEEF 3 & B Bl et o7 R (R ~ PRME R & 3E - E PRSI @AY FHRE
TTERANEIZ -

PARELERSE S LA B B sk B SR LRI SR B Bt IR - I ACKER SR FT 2R
YR ERABARY » PO AR By 40.22% ; [0 A BB SR AT AR AL VR SRR AL X B
SRR (R Ky 44.35%  HPRERAVFERIFIEE 4.13% - SHE TR SO EERE AR E
B s AR A -

MAEBAE @A T - IR SRR REREER 14 & > LLEERAR
IR Rl > 7T SVYM 3 JEEsAValIaR - ELIRasSUR Ry 82.33% ¢ FRMIRERF R 7y JHEs T
R EHREPEL TR - Hd - SO EERES PR ReEE - REEE S5
HIHIHE - [l > N Z e E S ERERA RAVIRK > WA st e S - HELH
Y S S HEE R A -

5.2 RIRHAFLITH

FEREE TS R E R ST AR - Rtk > TR S
IISRIEEY  Fieh S B WS R A B AR S R G - ST LA
TEIERIIRE S - (KB RIARBRLE (TR ATy - SRR Bkt - I AISRaB e
(FELE R » 7 B -

TERCBERTAE 5 B AT B ForSD-TWOL « ForSD-TW02 sl - Hep
RI2% B o 1T ForSD-TWO3 B B ] « BILU 4 5 3 W aB RHl LS 23 3B
ASIEREER BRSO B -

TERBRIBEEEHSY > BE2A ForSD-TWO1 B ForSD-TWO2 2401 A THE3RAIRER) > (ALt
LRI L HIZE R - R TR - USSR ISRES R -

B
oK B AR F B B R e 51 & NSC 99-2221-E-007 -049 -MY3 > L K NSC
99-2221-E-182-029-MY3 Frfefit -

SHIRR

Davis, S. B., & Mermelstein, P. (1980). Comparison of Parametric Representation for
Monosyllabic Word Recognition in Continuously Spoken Sentences, IEEE International
Conference on Acoustics, 1980.

Lin, C.-J. (2013). http://www.csie.ntu.edu.tw/~cjlin/libsvm/index.html, 2013
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Computational Linguistics and Chinese Language Processing, 9(2), 1-12.
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KRIEEE ~ = %FE(ZOlO) GRS Lah o HE = e o ISCSLP -

PE%%(2002) © FHEFV 7 /%i:jtgﬁﬁnﬁﬁﬁéi i L 0 T e

E%tir/rrﬁ/I(ZOM) o [EIHZEEZHIILN R EFHE V7 o BEREFERE RS 0 6

R IE(2007) - 270 32 ([T BB B PE 75 2 HERHAH 5 A P I REEIFFE - THEEREEM
FERThE-LEm L 0 AT

BFF B S Tk B2 (2012) - G EE S FHlEET SE R E > 2 » ROCLING
2012 > 102-111 -
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BB EEl LMR B 7 SRS R AR

Improving of Segmental LMR-Mapping Based

Voice Conversion Method

Hung-Yan Gu and Jia-Wei Chang

T

FE a2 % B o FR (linear multivariate regression, LMR)HE b 7 552 # {4
Fisk » WA L DY TE M T30 (over smoothing) {0542 » A3
SCWIFEAE S Beal LMR ARG SR 2 Bl A B 5 B S (EHEQRY R - I HLAE
LMR SEEEE I 2 R0 A HAR S HEPR AT pa HE - 7 S8 DARR T H IR LH sl o B i
Ao Al BB RO e REE o HIE R E R A B(DCC)E
HARR E R 73T (PCAY RIS BEE T PCA (IR 22 T ok B CDF) (R 30
B HEPR B RIE i — (= AR = BB GRS ~ & LMR Bty DCC [7
B FIHEEE AR S B AT SR B R b > R e L B Yy B RS
& DCC & ~ I HEU UL ARy DCC & > AL DA %8 A et s 2
BEPREIRS W E T E SR HAEEEREE - TIPS TRER RS2
AT 22 811408 AR B MR i 2 S DCC 7% - EIIAE T E S g gl
MAEEA L MEINABRESERERNGEREEEANGES - A8
VR (variance ratio) (& &} kz EEETAAIEE R A B TT1R - JRENE T B
A A A E SRS 1T AR E DR BRI o] (i 58 2 an B (S S R BT T -
SRR PR E ANRE F an B IR 2 A — &k RFIROE RS T ENERA -
FITE ) — IR FRAE P SRR B -

BRSEEE - SRR - RUES BRI - HAESE - HIEEHENEE - BEEE
GiEEN 24
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Abstract

Spectral over-smoothing is still observable in the converted spectral envelope when
linear multivariate regression (LMR) based spectrum mapping is adopted to
convert voice. Therefore, in this paper, we study to place a histogram-equalization
(HEQ) module immediately before LMR based mapping and to place a target
frame selection (TFS) module immediately after LMR based mapping. These two
modules are intended to promote the quality of the converted voice. Here, HEQ
processing includes the two steps: (a) transform discrete cepstral coefficients (DCC)
into principal component analysis (PCA) coefficients; (b) transform PCA
coefficients into cumulated density function (CDF) coefficients. As to TFS, an
input frame is first processed to obtain its converted DCC and its segment-class
number. Then, the group of target-speaker frames corresponding to the same
segment-class number is searched to find a target frame whose DCC are
sufficiently close to the converted DCC. Next, the converted DCC are replaced by
the DCC of the target frame found. In experimental evaluation, the outside parallel
sentences (not used in model-parameter training) are used to measure average
cepstral distances (ACD) between the converted DCC and the target DCC. When
the HEQ module is added, the value of ACD would be increased a little.
Furthermore, the value of ACD would be apparently increased when the TFS
module is added. Nevertheless, according to the measured VR (variance ratio)
values and the scores of subjective listening tests, the quality of the converted voice
will become better when HEQ is added, and become much better when TFS is
added. As to the reasons for why the measured ACD values and the perceived
converted-voice qualities are inconsistent, we have found one possible cause which

can explain why this inconsistency may occur.

Keywords: Voice Conversion, Linear Multivariate Regression, Histogram
Equalization, Target Frame Selection, Discrete Cepstral Coefficients.

1. 4w

F—{E A EE T (source speaker) Y aE & #EHLAY 55— (& H 1555 (target speaken)VEEE » 12
TEEE T Ry eE S A (voice conversion) (Abe et al., 1988; Valbret et al., 1992; Stylianou et
al., 1998) » SEEEHA A ERNEHFE ST GRERE » DUEBSRENGHIEETEE - B4
FefM G E sl DLER I % 8 &R (linear multivariate regression, LMR)ZREIE—FE ARG E I
(mapping) AR (T X 5 » 2012) » A& A TEE S A - AR DI RN S
B R& A (Gaussian mixture model, GMM) 7 #EEE S L% & (Stylianou et al., 1998)F & F|
F—{E R > g AR RS E1.4% (spectral envelope) & % 42 8 [ - /& (over smoothing)
AYER S « FAMEE B B dd 3 - 5 EE={(segmental) LMR S5 S B G (E A7 PR sn =
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AT LAEE 4R GMM SHEE S i i i 15— Se 2o » W H i tHeE = Y & B L H 4% GMM
LAY —LL o N > BRI S H Rt LMR S prigie H A AREg 6145 - (I2ATF
A BRI S » EEER ARS8 NERA — IR0 - AMEE A%
HHLER B - RIEEEIRY” " LMR - 2H5IME Rl sEER PR EEEEE - A
BRERNW/m, n, |, I )EEEZERIEETS BN LMR 5[ - 52 5 Tt —H%
(one to many)¥HHILY R (Godoy et al., 2009) » |5 A FEELAR AN ZAE > [ - FHES S HERT
A A SR Al R B SR A IR 72 S (B RS A 4 - TN A I AHRE IR v] sEE 2L
%% (artifact sound) i &Rl H 2K o

FAERRMATTAVEY LMR SHsE i 7 S5 S A 247 - 5 AR AR 0E 1 A
T ARREE R HAVEE S e B — R EE - AR H & E FHE A (LS ERY 40 [ DCC
(discrete cepstral coefficients) fF|$HzE{%%1(Cappé & Moulines, 1996; Gu & Tsai, 2009) 5z {H
MR EHRE s 353 RIE S B HERY DCC (R85 AT {EA R LR BAEE RN & B (segment) (E0H] »
SeAiH A PR — R A EL 2 GMM B ALl 7822 (maximum likelihood)Hy & B H Efi{H
MT77%(Gu & Tsai, 2011) - FEREURRI B EE RS E AT AAY & B » 47 mT R Y TERERY
EEE FHIAE CE R M AR RE TR LMR S 588 - i DA B e0H 7 SR 1 DA SE AT 50 (1abel)
T2 5 PR T s LMR gt 28 LMR FEF& 3 DU A #Y DCC [a] & (i K G #y DCC
& 27 LMR JEERYEIS 7% - AR S E M EFAERwSC(EIERE - 2012) 5 2 1% »
LMR L HHY DCC (a8 ~ K DA BT 2 H A B E - WE Rl 244 HNM
(harmonic plus noise model)zE & F & A ITHE » LAG A EEHAIR EE (S 5% - BRI (E HER R
IS A (HNMERE = B 95 G R AER - 71275 /i ARVEw S (Stylianou, 1996; Gu & Tsai,
2009) -

FDC| & B S
fo 3 gLxd MR Ep [
&
il #
AR | 7y
i el gLz

B 1. 27 LMR SRR 2 52 5 PR L B P e

BT ARSI SE - RITHAESE GMM HEL8 LMR $#5) > 25
B R CREEETE ? AR B LT T TR % R
% {f(histogram equalization, HEQ)AHL{t LMR i - £ 5 % (L SARE 7 (5 e 48
S » ELSREAT AR AR 3 25 B8k 83k (Torre et al., 2005; Lin et al., 2007) » Fil DL (G284
U2 A Y3 T R IS T 2 2 P A 3R U (mismateh) IR » 1 (515 M o 78 T
BRSO - AL TR e TR R L R R S R
OSBRI 2L e R (0, 8 TR R B SR i T R T sk s UE
RETTTREA FER R BHAR E BRE S TR DABOR MR A e 03 = P
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AUCEC - IR e AT FE R BT B S LAY EREE » A ()5 A iy sl s R s 28 2 e i > BA
ISR S SRR R H AR E AR - B AR IR T 208 2 Py EER BT E %
{EZ B S EHRH R AL -

DCC | [5e | pca = | [ooF = | ok || [coF = | [pcA =
[Pl Pl Maem s My [P e [
HNMSE 5 | /a4
@ AN
AR AR 7y
1B i

B2 BERETEFER LMR H2 a5% F iRiriE

£E 2 MEERET > RMAEHEZ DCC GR¥EFE FESE(L » BIEtE CDF
(cumulative density function)f%:8 - FeMHVEIELE - —(EEHE 41T DCC A% A A
BB MERE - M E A EE LAl S H R B S 41 LT - BRYE R EE HEE
(ERYZH A - R TR e B &8 5 B BRI Fr @ Ay S #E DCC a8 S #E1T E R 70 A
(principle component analysis, PCA) (Jolliffe, 2002) » Ff¢#E = 547 [m =N DCC {4 #iEiia
% PCA (%% » WA 0T 38— B HE S 4E Y PCA BB RIS E /LAY - IE4h o [E 2
thEy LMR $fBLTER » —BARRSERBINAL » N Hw i E R - &2
fE LMR $HtHypRBREY - 8 EE S iy & i r (D B e H S (E2A)
ARSI S Y2 NI ER LMR S5 2% DS amOE -

HNE 1 R BRI Em BRI E N - BRI 2 /D RifE
MU TT 7% - Bl 4tess B8 (global variance, GV) .2 88 BB 4 7575 (Toda et al., 2007) ~ I
FERENRS IE (frequency warping)ffy J57%(Erro et al., 2010; Godoy et al., 2012) » {1 Toda %
AHIJ5iE(Toda et al., 2007)F1 Erro Z A #9574 (Erro et al., 2010)E3 2 &1 % GMM % ILFT 5%
FHHY > 1fl Godoy 58 AHYJ774(Godoy et al., 2012)HIR 2§ ¥ GMM # sl LMR ¥t Ffas
G o REFRFTEIE S —E H A EEE | RIZNSCEEL - 7£27% Dutoit 55 AR
S (Dutoit et al., 2007) 7 1% » AR EIHY—EEA R (ER 17 LMR B J78 7 %4 A"
EREEEPREE" MY HE - BEZAZKH#E GMM 5 LMR Sl S S AUSEE 4% & 85 4 i8S S8
HER G - SN E#E LMR B G RIEE GEB A FE T AR - M2
AR IR R IR B AR CROREEE ) Y & BB ~ RO AUAFEE R 58 DCC) » E¥
6] — & BRI B RSB B AR B B B F = DI RS R R A L(EERETR /)
HYEEEHE » AR Y B S HE AR A3 S AU O I AR 58 A0tk e]
TR ARG BB LRI RIRE - Y B S IERN 2 & RS S M E]
FTIE B E REESEEEEENEE) - B BEEEN S R EZTE
I GRS B AETT - P DAREHARRE et v B E AR Bk - B lE 1 A7 HIR S ERkEE"
HIJTHRZ 1% » —FEAEL Y LMR 50k B RS HE K3 2 O ARE S R R SR AR s Al & 3
Fis o
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DCC EEERES RS
et [ || TR R [ ClEdE [ ¥
HNM 3% 5 g
&
AR g ¥
R i

B 3. EJF*LMR B R B IR E ek i IR e

BT Al EIA B B E bR HE SRR N R EE - IR T SIh—TEE
HURAE > B ERH S AR S EI AR 1| AEREDRAZ T > b HrsEE s n
DU RGNS AU KBS E ? B UET P EEREET - tboh > EE 12
3 ALY DCC fHET 2 73k » Rk M ER FH B EIIHER (3 (DCC)(Cappé & Moulines,
1996; Gu & Tsai, 2009){F Fs#HaEFHESE > A0 B FEEES F 40 P > BI—{E B HEZETEH oo,
C1, €y ovr, Cao 5 41 {HGE - (HZE R ZFE ¢y, 00, -0, a0 ETESHEFIHANTETE o & i H & (E
HHEM DCC RE 2 1% > Mt i iciE & ZFHEN DCC HEEsTE HEE 4% (Cappé &
Moulines, 1996; Gu & Tsai, 2009) » A& FHKIBAEFEI4E ~ BHATVEAE » EREZ S
FERY HNM #5150 7 SH0R 28R 2 81(Gu & Tsai, 2009; Stylianou, 1996) » 7 15k A &iE
6 S8 2 A U SE TS (S 9E(Gu & Tsai, 2009; Stylianou, 1996) ©

2. PCARBEIREAE 5B 1k

EERIEE 2 FY R B ACHE TR S AR B - QIS EHEAE K DCC Bz 1% » #E
FLE(E PCA (REEHAR] CDF (RBUEHARIBIE > V&AL LMR B2 1% - BI{F PCA
WEHAA] CDF SOEHRAVEN(E - DURHHEERF o8 R DCC (¥ - [NIE - fE22 —Eimiai B PCA
{HEEAR] CDF (RS e AeD -

2.1 PCAf&E A
FREHIH— (AR HHERY DCC (B8 AR PCA 48 > RITE S SRPE B sk B S R RE
EEE BRI FTUEEEIRY DCC [ &= AE PCA 43#7 » DUKEUSREE (8 8 BRI 125
Sy o AHEM > ZEESTHE—{E LMR HIRFHER PCA (GBS #EHARL DCC A% Hi
TEB)I SR P Bt B2 5 ¥ H A8 258 B BB P i &2 2] DCC a2 /F PCA 734 » DASKHY
EI R S8 BRI Z AT 1A & o ZAIMEATY PCA S3ArAEL » TRAFT 8 & R Ay — {1
SEME - BEAE S F Tl AR S ER B R EZ ol R Us: - I H R AfE
PCA 73 DUKELS B E R AR » B2 0 R TER sE S [E] — & BRI B AR S AEA]
HEEEERAE—-EELE PCA 43#T 2 X BT IR AR S HEA B AR B F — 4 a7y
EEYE ? KL > AR L E B st iy 5 =R RET b —5Ef -

PCA 47#r2 1 K. Pearson 2 1901 FF42H - £F 1933 S FH A H. Hotelling JjiLL 2=
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(Hotelling, 1933) - PCA #iGE —FH IS8 & A DU IR A 4E L R AH R A [R AR B i A
i 25 4 FE ST AT B - P B (F PCA EHRATHTEAS - E MRV EE R E (variance) Bl JF 1A
BIZEEHRE RN - gt/ PCA EHAAE IR FIGBARAVERE -

2.1.1 Fpk5r5h

B —F BRI PR 3l SREE R B HE VIE KoK HL DCC (4% > P —1{F 40 4 DCC

B BIE S - BT EBIEEE PCA 5347 UG B4 fE = By oy & 5 F4E

IIATRAZAIT:

(a) fBEEH— B BRI IEE = 48 2L T Uk M (EEAE » T - = AL FRE R TS 8 —(E
DCC 4EIIE & » AR HHERT DCC [a 85 IR & (column)HY 558 » FmRpA
/INEy LM YRR T = [T}, T,...,Ty ] » HAt L &R DCC AEHIFEE - M BYERRL -

(b) BEEKHE M {EFHEZ DCC HERIHYHEY - W {FEE M [EEELAR DCC
EE%a

(c) R T {EFHER DCC [ EfFEEE(L > BIREFHEEE Y » MEE—(EEEAE O

(d) BERFTAIEERE O;  AETREE—(EILEEIEEEA -

A= %cbicbiT (M
i=1

(e) HIFEFE A SRHEAFH{H (eigen value) A BLEF ) [E & (eigen vector) y; °

A-yi=Ai7i, i=12,...,L )
(O KEFEREy 12 - BP0y (FIEHL > DS LEER S ERAE 14 -
vj =\/(7i1)2+(7i2)2+'“+(7iL)za i=12,...L
o = (3)
y,z[gz—{)—t} L i=12,...L

2.1.2 ERSHEER

BT BBURIE ERr o3tk - sLAS 2B HY DCC P HEY ~ L
{6 Epl oy BIRFE 4 53 > FEHEA(ESHERY DCC (Bl Kk PCA ¥ HLit—(E
FHERY DCC [m & T JiZE DCC VP HE ¥ S EIZEFE ©; » Ff ©; /3[R &
EERDEIRAE pj - B A

@y =) @i, j=12,..,L )

SOBERE RIS DOC (618 T 19 L (R4 RBRFE B PCA (i) » T DGR L 4EREr
R EBIPCA (B0 1 -

Q; :[a)ilsa)iz’-“a)iL]T 5
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2.1.3 ERTRBI R

FEE 2 FYpRBERAE T > “PCA RO TibEntie Rk &Ry PCA fREUER 2] DCC {4
BRI EZER > DS EIEHR{RAY DCC AEL - [ MHUS—FPY I EHERY PCA HELZ [
B o QBB RE S S HE D HIFT A& BB - A se S EEAE I A EE R
L5 EEHERTE S B Z SRR Ry Ko R PIm ZEEH 51| SR PR B HARRE A 228 K B
BeFrat S Ay DCC P HEE W ~ ke L {E LR ERAE o) HATHEHRRH) PCA [H1E O
BRI HA{R N DCC MR - AT (6)FTR:

L=+ 35 45 o (6)

2.2 HITEFE

HTEFALATERRE 2 24 “CDF (A¥ig " Bl “CDF ™ WiTBEAYEREE -
FRESIE —(E AR EHERY PCA (REUE AR CDF (28 » FITESSRPE Bl 2 e AR 8
F Al BRI AT SR 2R PCA (R 2 (F HEQ 53 » DU IS ACRRE & 25 (62 BEEIHY HEQ
FAE o A EEESHE—(E LMR B L ZHERT CDF (RES AL PCA (&> AFER
R PR B th B e Y HARRE B 25l BRI AU SR 21T PCA (A& (F HEQ 734 » DU HAR
sha ol B AR HEQ A% - iSRS HEQ A% » EEHHMTARIUE A Y RAR A AE
1L PCA {48711 CDF {482 R E T B (LR -

2.2.1 HEQREEHE

BEE —(EACH ARSI BIER > S AHEIER B EERECR M > Al M

HEFE Ry L HY PCA (RBURIEE R AB R (R TSP BRI S HEQ F£A%:

(a) SEHEER N IHEREGELZ > =12, -, L 3HIE TP ERAEE -

(b) 5 M {EEFETATAALIES | 4EMEHY PCA GREBHkL AR RAEENF /NI Z R
HEFF 12 RIS M { PCA (ABRIER BP9 BoE N (EE&R -

(c) EB[EGRTT 1€ 1 EEIN - $505 j (EER Y PCA (28 > PREEDERALFY o i (median)

[ PCA (8081 > SRR E0HE% PCA (R8UE B Fp) » 36 3044 EC FERY CDF {85 Fe) >

CDF {HitE% PCA (80T 2 B(M (E) G EHER P AIERER A M
(d) EDHEEE | 4EFE PCA (GBI A(E B FpN ™! o HE0sRECSIMENY CDF {58 FoN ™ =1 ;5 it

Yb o SCERES | 4R PCA (RIRII R ME Ry ;) > FLECSHELEHERT CDF {E)% Fof = - -

EFTA YR e B R o AL EERIAY HEQ RASRILSER T - B EH
BN AR IR ERTAS B E 5 T 32, 64, 128 22 =i - HEQ FAR i 12 Ay VN By ] 2
TEREER—E LAY BET - 5%¢F 20 (EEHE - PCA (GRBUR R 1 4 - H PCA (REUFY
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BEptely 1,2, -, 20 SR E IS EUR N=4 > AlzEE Y HEQ RASWI TATS -
2 L.—EEEATHEQ A4 F
B | 0 1 2 3 4 5
Fp} 1(min) 3 8 13 18 20(max)
Fc 0.05 0.15 0.4 0.65 0.9 1
2.2.2 CDF {4 8iEHa

%A —(EFHEN PCA (AEEIE P =[P, Py, P | BEHHER - ifiia% S HE AT B S B
Hifl o AR 2 By “HELEMT J7sE AR o BT AP AT DAR R B A A 2RI
EHEATHISRHIHY HEQ FA& » A& IR MENHERY )7 At B L E1ERY CDF 4% [ &
Q=[Q1.Qu.+-.QL] » &R Z AT -

RF) | -
(Fpij+1_|:pij) ’ T

IS | RTHETERS > Fo) - Fo) 53518 HEQ oS MFTEC #1955 | BRI PCA (58
{ti + CDF {1 » i FLBRFEPIE (F ISR B (0(E5% 5% Fog 52 Fp)*! 2 -

Q=Fcl+ (Fcij+1 —Fc) )

2.2.3 CDFjz 3t

A —EEHERT CDF A8 Q =[Q),Qy, -, Q| ZH S AL PCA BRI & - M SFHE
BB RIS BERIE R - CEEAER 2 1Y "F RN HFEAELA - A o] AR 3%
B BRI HAREAERTII SR HAY HEQ FA8 - MR ASRIME R T A AGE T R H 1R
PCA (R# & P =[P, P, PL] » SRMERFEZ AT ¢

S o (@i-Fe)
— el B+ ,l.('—' i =
R = Fp, +(|:pI Fp,) {(Fcij“Fcij)} i=1,2,...L ®)
AR | FTUERERYE - Fo) - Fo) 5917 HEQ FHEFRESRITEE | RN PCA (2
{8 ~ CDF {8 » i H AR5 3 M2 (F B8 S 550 Q UG R Fo)l B Fe) ™ >R -

3. BEEHEDkEE

FERNGRIE B - BAFT AT TR HARRE E R B S (R B S A SR B 1T
HE ST A EFERIER - Z R AR AP B - sl rI IR A (RO Ay 3 B (USRS A
BV SRS FAIE TR LAY DCC HE XA FEE S ENIE s EpkiE -
LYy Yo, e Yr 2SI T E#EEA LY DCC [RE > SR DUZ ERECHhE 3
“LMR $#fi” J7BRAGE] - 202 LMR B & {F CDF fOEHAEL PCA RZEHA 15 2 (fE 2



ZEP B AR I Z 35 B A 770 21 105

AYAR) o B T OCEBHR N AYRE S RIS E > AT AR Yo SO ERY = B IEU51 (AU5R
I(t) > i HEEREE Y I(OF By B E SRR DB —(EIRE FET Y Y EE S HERY DCC [ &
Zy o ZRMIPEEE ZoHUHER] > A EIUZHE Y B ZAYUCECEERE dist(Y, Zo) > EHEREAHAE
HEZ [EIAY L RERE R dist(Ze, Zo) > DB SR8 A0 2 AN - A EEEE e iz - £
ARG > PEEEREY dist(, )Z R AEEEE - BR 7K1 Dutoit Z2 AHYGR S (Dutoit et al.,
2007) A% 8 H HE MRV EEEE - MV EIIH E T 55— E N o B

AERE o (R BREAEEPEEE S S0 dist(AY,, AZ) > (T AZ = Z; - Z. T BN RA (E Bk
HHY DCC A&~ IS & -
RIS ATy =FErERE - BIUCECEERE - A E Rk BB R R PE R - M3 T — R
R ENERR B E B AN BREE SRR B0 BN S (E#EHA R DCC A& Yo T4
REFELAm ST 1) > 1258 |(OEEERE LT KAERSE Y (BUEE Y 8VrERES N EE
HHER DCC [ & » fEIE K IVEREF 16 » 83 > 2 UL, DFRRIERFZI 1 FFZ1 t AV /MY
FAREEEE - MR Z] t APk B RS R R K (B AyEs i fE - 2t - 3
st el 15 240 T Ay e A =
U(ti) :OminK[U(t—l, ) +a-distz) .21+ a-dist(Y, - Y,_,.Z{ —zt{I)}distm,zt‘), )
<J<
Hot o BB FPEOES R CIER R 0.5 Z] FoRIEZ t BEFTSHAN K
(5 HE AP VSR 1 = HE DCC A1 - 5550 B AGR L (Dutoit et al., 2007) 4 & 25— (x5 >
B Z{ 1 Z) | wekn s R AR [E]—E S A A AR S B A (0) T a A E KGR
Ry 0 DUEEICEERUHARNY BAR SRR A ARRE A BT B 24 - (EILRR Mt IE A T i
oo 6 AR SR Z{ f Z) | R R EES I E T ES S EE MM
Ttz t—1E L & o A E B E R 0 -
SERREE T S SBRE P EREE AT AR TS A S A
AT)= min [U(T. ])] . (10)
<<

BESN > BAFT AT FF PR [ (backtrack)BR B » DUIRHIfE R B AE B2 {ERFZ] t TSy B A=
HELRSE k() > ARIE t RFZIFTEEEIAYES k(O{E HAEZHER DCC [FE > SRAURHEHR L
1 DCC [a& Y °

4. WAESR

WFIBEE T AL BN A2tk skas & > Hoh LS LI MA 1 MB B85k > MiZs —fi
ZCMERIEL FA R FB RyfUS% - 30U sk & o0 i BIRE & ok i == Rk 8 375 AJ(3E 2,926 (&
B Z BREPATERRL - U 22,050Hz - 45 375 AJAYEERLT > A 350 AJH A (ERE
SRR > TR EY 25 AJAIEREE 1 Ry MG F - FEREER TS B T DURERE &
B 7520 0 47 hliE(@MA % MB ~ (b)MA % FA ~ (0FA £ MA ~ ()FA £ FB > iU
BT AL EACORES > MREE HEE
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4.1 FEEER LG 258

B4t FPHRE HTK (HMM tool kit)# B8 » 45 Fy3 B 75 (forced alignment)4¢ F E B -
H— (BB A S (B ~ BRI TR A SRR (F WaveSurfer §0ES » DURE 1 B)
ERIR RSN A A TEE - 8655 (ISSE8 - REBEE FoHE R
WAALE - BRET R ELL BRI S ENEE - T353R 5708 B 21 JEAEREH 36 M8
e

S EEEEE - RIS BB (ZCR) - DUE ZCR (REHTHEE (unvoiced)
TR (S A s P i — R £ A R U, AMIDF (195 (2001 75325 (Kim et al., 1998) »
A IR R AR S A - % 0 — (BB 55 15 8 (voiced) T HE (301 1 1195 754
SRAE T ERAT AR » PE DU T S Y T (B A TP A 2 At R A5
Fifd FH S S 28 - T — (B E RIS E 512 (HEEARE(23.2ms) » TS AERRE AL
By 128 (EHEAREE(S.8ms) ISP » B —(E RIS (48 - FPIEEAIJEATESER DCC
iz 12 20(Gu & Tsai, 2009)53 FELH 41 4ffy DCC {48 -

TEHISE LMR SSUSERE > 7] > FRPTIE— B S EEE - SR REE AP R T 8 2 2 S
fE DTW TCRD - LME B ACERE BTN 09 S (B EE - 25 BB 2 AT st
IEFEITEHEACHITE - SA% » O EET S BB E T B H T B —(E% - R
KB T — BRI A B HE R B AT HE R DOC [ S EAL S > (Si, R) =1, 2, -, NI >
Hob S ZoR0E HEAOREHER DCC [ 8 R, #2755 | (E4E DTW BRisfF1y B BEEER DCC
B8 Nr Rt — S S AELR B - P (IBPT A 2 G055 HS » 25 400 3 fyte
B (62 ~ R AP RINY— FE 7 Y AR E E R EE S I DCC [RAR S Sh A e
43T EL LMR S 35 T SR (8 35 % » 2012) ; 2ATT 8 A SRHUGSHE R LI 2 Frme
SRS » BB - BREPERIN DCC FREATT] - (S, R) =1, 2, -, Nr» Hrp &
YL S B R BEAMESEE PCA (28] CDF (28 » DUVR CDF (S8 840
& 0 PRt AZF S LMR S0 SERE -

%S - RAEMIERO THF]

S~=Fl s, ...sNr} Ii:[Rl R, ...RNr} )

1, 1, ... 1 1, 1,...1
HrP ST S B R E ISR 1 LA — (B3 BOE B 2 R R £
i FE R > 41111 » LMR ST 54 5% (: (least squared error) EHAENE M - 17T DL 1A= (i
R 2012)5K A -
M =R-§'.(5-§H)7!. (12)

PRY% - T fPTRk AT FAERE M O2RIE LMR Sl > BIS[Y, 1] =M - [X', 1]' H X Er—{#
AR E B HERY DCC =t CDF (A8 m & - 1 Y Fon&El LMR Bl AR E -
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4.2 FEHERTREZ A

2 WIRRERAZ M > PCA (BB PCA SOEHARI(EREH T BE - Bl E A —4E
oy [ B A g bedr 7 [RSe A ER O MEAVEN > R "PCA (REEHA” J7BR6E
FHE LR & AR EAE(F e B By JI FE/E PCA 3198 > i “PCA SO J7BE
{58 Iy Loy S i BB EAE (R 52 & By SR FHE PCA S35l m 2 By &
LR A — & BRI ACRZHER] B AR Z S RE —#E A ME PCA 7o > ORISR —
HERSTEE

AT LA HIGE R AP R 2 0 T 20 ZREEB A ] oy m B 2 (F
% o £ TR ZPATEERERIZRHY 25 A2 EREE R 2 SN - B —EAEEHEAE
HEEHATISE] DCC &2 1% » FfIst e &N DCC & B fER H AL HHE DCC [[&
Z [EIR 5% o BE e - AE AR A B A A Rl 22 - B S E AR 2= IS R AT
wL A PR ERGERSE - 155N - RFIIEE 2 ARV E T EF(E(ED CDF (h#iEik
L7 50 7y e SRS U AR R B B - B2 70 BlE e YR N By 32~ 64 ~ Bl 128 - 4LiH
HERENE > WIS 2 Froray Pk EE -

W% 2 HYERERZE P E AT DUE H - [8] 2 Ty PCA (R B B S T B 2 (5
LAY PCA AR > RINFIEIRER A A G 0.5447 [ 0.5414 > E520 T (EHAA
Y PCA RS AIER - A] DA e+ AR 8 H AR S AE 2 fi] PCA (REHIAERETE - MR B8
/N LMR SHREYERZE  BEAD - BEFS BT B EAVEREAVEOE - RIBR 2 AVEER =1
PEE AR > 3Ry 64 BB 128 EmfEE/R A 2= 51 -

7K 2. ST I L)) (B Pr R sE

e A3 PCA [HE 4L PCA &
ot 32 [&fE 64 & 128 EERE | 32 &R 64 &Y 128 &
MA=>MB 0.5442 0.5438 0.5442 0.5389 0.5389 0.5389
MA=>FA 0.5159 0.5158 0.5156 0.5155 0.5154 0.5154
FA => MA 0.5387 0.5386 0.5384 0.5369 0.5344 0.5344
FA =>FB 0.5807 0.5806 0.5805 0.5773 0.5768 0.5768
iy 0.5449 0.5447 0.5447 0.5422 0.5414 0.5414

4.3 PCAEE R Z DA M I,

HHAE 2 FURARE 1A “PCA f4BEH" Bl “PCA [ J7¥REE R EM ? 1
HAI LA E B SR A PP AR 2 0 T 30 2REE#E PCA (REEHAIN A B A AR E S -
Pt A IEAEE R ER 22 Y 8O DT =X - A 4.2 SRR —i% - JRENEE A SEATRE R % 25
APPRAESMNEHIE > I H SRS 21 DCC Ja) & B FEN B B HE DCC (A8 2 7%
B - TR EERPIIEE - b - ETEE bt sl = BORFE R -
Bl 32~ 64 ~ 81 128 {l&fH] - &@HEpE 1R - WFISEIWR 3 Frorey PR s(E
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HPGE=MBEENER 2 (G E =M -
3. (FHT1FPCA (REBUBIR - AR~

RS E PCA (B E PCA {48
ot 32 [&f 64 & 128 EERE | 32 &R 64 &Y 128 &
MA=> MB 0.5454 0.5450 0.5446 0.5389 0.5389 0.5389
MA=>FA 0.5177 0.5172 0.5171 0.5155 0.5154 0.5154
FA => MA 0.5410 0.5402 0.5399 0.5369 0.5344 0.5344
FA =>FB 0.5826 0.5825 0.5823 0.5773 0.5768 0.5768
iy 0.5467 0.5462 0.5460 0.5422 0.5414 0.5414

% 3 HVEE AT LIE > 1F PCA (RBOE A ] (E155E 2 IR 2 I E TR
£ 64 B E T B BRI T - PHEfEREaTE 0.5462 [#5] 0.5414 - IS5k T EH T
B b ZRIJefF PCA (R B IR A Y ~ FREHY -

4.4 HIEFEMEZERERE
H R HE Bk 288 m] F DA 0 3% AR AR FE PR A R > HErnv R AT S =6 - 18
BEFAIRIERE 3 2 HEAE - st B AR ED R & o] DR S A P2 i) 7
e AT PALEE 2 R BURIZ A © 18 3 RARAVEE S EHATTE OIS H S HE D
Bk A > IR T 595 — BB S @I E - MAE S HEFIEEL > B
FEE 2 A2 "PCA SR B "HNM sEEH S RO ZHEEA “HEEZEDkE
ZI78R - B EJTE % B(CDF S EL i) AR E > Sk 64 -

HH AT B AT Bl S A H B AEDREE L - TP A BRI sE R A= H &R
2o A1 4.2 BRI —E - JRBIEE I SPATER R R 1R 25 AZRMESMISE 6 H 8 EEHR
FE(#Y DCC [m & B IEAY HEEEAE DCC (A8 Z ARV (TEERE - HatE i S g7
i - SORERENR - WPVSEIAFER 4 Frne PR - Bk 4 sfREARH
PR HE PR SR 22 P E (E & RNy 0.6029 - IS BARALETR 3 /Y 0.5414 3§10 751
HE > @oTHESEEENE SR P ETEEE A > 0.6121 - RIFEFEEAR
ZHIEREPHE > BR LG G HEATBE SR QS SEPRERE - Frid i HAsE S
eSS CARDUEARE S '8 ERRIRS - AAMEIE_ EER MR E R ATE S - 5%
BREE AR AR B & 80 H AR E PR T HYRE S sE S W E AR S S B R (E
EFEAEEEE DCC 1y&H) » I HE O PUEEIA =R - Frll > EiREMH DCC [
B 7 [ MR EE R R R = I E > HBUE AV IRIRE & a8 Z FE DA 2 IR L BT R
e
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F4 RSk FPrIgRRE

s TE gk e
MA=> MB 0.5990 0.6087
MA=> FA 0.5706 0.5791
FA => MA 0.5925 0.6032
FA =>FB 0.6493 0.6574
S 0.6029 0.6121

AT AR —B M0 - BIER R R S MG 2 A ARE B o0 E - BT R A RL
Y ? Ry TR RN - Sk —2t H AR A 2 MR Bak i ar - HNEEE
FREHE - FMHE LMR HBLHHY DCC & ~ K HEEENRER Ry DCC [[E ~ k#ZH
FEEHERY DCC [ TR =F K E A 4RI B S AR IFELR 45 R IWMTRH T—
625 52 7T F DARERE A A0y AR — 2 » —EBI7-20lE 4 B - 8 4 FAYRE SRR /song/F i
(16 B AR HER L B4k 4R - R EERAER LMR $BUSEIRY DCC (a8 Fr AV
LR FEOFEGAIARERESERESERY DCC mEFTR AR &R Ehig
B REAEER > TR SRR AR A 2,500 Hz £ 4,500 Hz Z [ > JREOERNP
AR ELHEE IR B B SR TR R BT RE AR A AR Y SEHRIGHE AR » BT DLE 7 DR o (78 B A
FHESCERE S OE A S Z R AL RS > FEREEIA AR 5,500 Hz %2 11,000 Hz 2
> RO ERGLRBOERE RFETRERMLR - LU DR R LMR $ik
AT A REsHERE - STE RS EPRE AT AR EHARR A -

=== = Target ConvLMR

RealFrm

10

Magnitude (dB) .
[\®)
[w)

(=]

~
(e
T

L L ! ! L L L L

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 11000
Frequency (Hz)

[ 4. EFEIsong! B — BT E HERY = AR EIR5 T 4R

\®)
S
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W% S AR B A ] SR BRSSP AT A/ NG R RS (R BB
S B IR » BEENE AR AL ELCERE T 0 ATl Godoy 25 A (Godoy et al.,
2012)$% ] DA% S8 EL A (variance ratio, VR) A S HIEEHAE 5B F 1Y 'E > S SRBIELERT M

~k
VR=&TE T T (13)

Hef C R ERIERIS - L S e B > of SR e S
S K A I SR of BT B IR HESS | T B K 4Ry B S o

B AT R Y PR R EOR AR - BIFEAEE T - (FEAE H RS EE
POREAH & > FURIE A3 EBENE R R S IENE RS EZ MV B RELE - &RE
F40% 5 s VR {H » 13 5 /Y VR EHA[E3R - S AF HARSHEDREE - AP VR HA
F 027245 HEEMAHESENEEZZ - sUrl#F9 VR E2715] 0.5 DLk > Frbls
B EACE - RS EDRE Z S FE n R i B G BRI - ERETTEE(E - #
TR E R % VR (B N2 - [ VR {E NS RN Bt S B R
o EHEIR? B R TRENE e

%5 BEBILEZIIR

i AT EkEE H HEEEDkEE
Bio DCC+LMR | HEQ+LMR | DCC+LMR | HEQ+LMR
MA=>MB 0.2463 0.1671 0.5893 0.5245
MA=>FA 0.1994 0.1290 0.5182 0.4485
FA => MA 0.2367 0.1775 0.5814 0.5383
FA => FB 0.2063 0.1375 0.5648 0.5303
NIsS 0.2222 0.1528 0.5634 0.5104

4.5 EEmE EHEEA
BAPIE ARSI RN SRA A TG &) > e 4 AHIFREF B TENREAE - 5 4 EEE
fIAERZE VD ~ VH ~ WD ~ WH > il Hfg—4 &AW EFAE > 22 H MA=>MB 8l
MA=>FA 7 SEE U ARV Eah S A A A LH A B AE - (R DA B 2 2 (RRARIEE 55 -
5% VD Bl VH iy V ForoRIF B EEEHEDKEE - 1 WD B2 WH iy W AIZRA 7F B R
HHEDKEE 5 15D - VD Bl WD iy D R E# % DCC [a 2 A F LMR HBl > giglE 1 2
FRFRAZ - 11 VH B WH 1y H R DCC [m] 8 %5t {F PCA (¥ & CDF {8k -
AR ME LMR il > i 2 ZEERE - 2 4 SR MR E A T EEEE:
http://guhy.csie.ntust.edu.tw/vcHeqLmr/ ©

fEFE 4 4HEHE - FMedmBs —TRIVTRRIE S - 55— TREDAE M - 20+ % -
&EFE(VD_L, VH_1)¥L(VD_2, VH 2)f B EEAGAEE - AR 2 ME o hlaE—HEfE—
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{EwF5 > DUBUR 18 H R HYRE S an'E LA 18 AR i E e 4 B 55 I BE B B -
2B et EERR(WD_1, WH_1EZ(WD_2, WH_2)M ¥ SR AATE - A2 HEH 7 BIGE
—EEE Ry > DBURAEB SRR M ELE G B S EN M E R BUR - £
TR B > HEHZERN 12 L824 - A FIRE 2 #A PEEE S R 2 Tk -
ERFFITHEEER > 2 () Fon A () E SRR S i E LA (R E SRR - 1
(DTGB SRS SE LR () B ST B —E 0 DFOR PRI
AWM EEETE - £ HEENER 2R - RPTRZAEFTGEHSEFRE - &GRS
FA0FR 6 FRAYF3aE - ek 6 AV IA-PHIRFsT (R 0.583 B2 0.375)AI1341 - #7781
HEIRE » FOREFETEF(EFE(E LMR Bt (S DCC [mEE#{F LMR B
B —LAVEE 2 E 5 AN o 55 TIEERNEY P IgEE>(0.375) - ELHEEE —IHERMIAY S
aFo3(0.583) EAH R & > FoRAE(FiE H RS ERR BRI EHE 2 & - H 5B F (BT 2RAY
B U o g B GECRR

7 6. FEEda BT [LE DCC HEQ

DCC vs. HEQ
(i HEEEHEDLEE)

DCC vs. HEQ
(F BEESENE)

fEER

0.583 (0.776)

0.375 (0.824)

AVG (STD)

P IFIFHRIAACHY 4 SH SR (EdmPELAETT 50 —IREE M B g - 125 = THEE N B
o I~ RESR(VD_L, WD_DEL(VD_2, WD_2)Ri 5 fE Al » 2812 2 M+ 0 Al
G -HERE D - DB EE SRR T i E LA B E RN E R R 1
VIR B S - 2 W R BHFE(VH_1, WH_DEE(VH_2, WH_2)Rg 5 E fE2AGHTE > 28
®ZWE DG E - HEE—ERFD - BN AR SRS mE LA E SRR E
RAFEUE - EH = FIUHTEAE M - ZHE T IA 12 (824 > tTRE A RERE
HHRZ T ERIE > R YRR By S R DR A — B Pl Y — % - fE5E —THEEN
TE o1& A2 EFTEITREERE > SEREEINR 7 Fromiy- sty - 1% 7
IAPHRFSY 0.917 B 1,125 HISAT HEAA HARSEDR R E EE > wt SRR R
A B S BRI Tt - M BASERAHET T LR 6 MRV RARRIR S - A bliE IR E
BREVEES - fuIgk S EENHEY VR [ H EEIER -

K. BRI LR ~ HEREEE R

TFS TFS no vs. TFS yes TFS no vs. TFS yes
(Target Frame Selection) (DCC+LMR) (HEQ + LMR)

N i: S

R 0.917 (0.584) 1.125 (0.680)
AVG (STD)
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5. &im

BT FECHE T &1 2% 2 B R (LMR)SHEE B0 Ry BB RE S R T4 - R HURE T
AR TTE b B SRR 2 fE BV B F LU R S S 0 E « EIMEE
—fif2Hy DCC {hiEtEd LMR it A “ENESL" RE(EE PCA (B
CDF {8 2 1% » B 28BS AR I3 2= ERE e Hh 0.5382 (RIS 3RS > 2012)8 Ak
Fy 0.5414 > {HIE EEERNEERAIGEREUR - SRS B AZ LRI E 5 E (b
AY%F - BT LLET B Fbpa 2 AT A DAAT A% LMR WA G s SHEE P08 2 TR - ST
B ACHEE B R HARRE S e B eI By M BAVRER - BERAVEEREUT - ERjEEE
RSy F BB IEE > il aE S WA PHIERETE 0.5447 JF/INiE 0.5414 -

Gy TSGR S anE AV AR EE 1 TAEAY LMR $BEL HNM 555 H &k 2 [E
A “EREEEDREET 2 pa P MEAASE S A VYRR A EE RS H 0.5382 B KR Ay 0.6029
EEFE VR (HRVEN K EEETENERAVEREEUR - SR 52 Hy i E e B S IR
$EFT > AEm LMR BRGSO 2 ATA & E 8 BT B EAVRE - Tl “HEEENK
BOLhl "EAEEE o BREREEES 2B E AT IEH VR EARE R
A EHFEEESE © 550 - B FY SRR A K MR ERF RS e o B
—EMERVIE N - R R — LSRRI B AR AR 1R 3 T > AL 2 SR BER 2 L
Wi i HAEREI 4R AE 2,500 Hz 2 4,500 Hz > SEREE - & B PSR - It
HLECHEIA B Ry i H AL ek dh 4R - ZRMMAE 5,000 Hz Z R HSHAREE - S 2R
FHIHRE AL R B PRI ST (B 2 LR I8 Gl B AT B At B sk ih
Bl g st St bR YRR 22 B -

B
BN IR T e 2 A S - BRI ST 4R T NSC 101-2221-E-011-144 -
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Employing Linear Prediction Coding in
Feature Time Sequences for Robust Speech

Recognition in Noisy Environments

SRR ~ EoAT ~ SR

Hao-teng Fan, Wen-yu Tseng, and Jeih-weih Hung

RS

FEAG S PR 17— RS th SR M A AR s AR SR LS 2 sl PR s Dk
PERTHT T FERETTAT » IREB G MEAS M RbEHIT - 552 BUREE R iR el e
B AR AE RO 1% AL AR 22 B o PE SRR (U AR - P B 3TRy
PS> HERRAREFYIN S - S EA FEHMERGREN: - 72 Aurora-2
o0& SN B R A B R ER ST - A S M T o (R bR L AR
A B R PR T M EE W T AR AR  BRRERS B B AV B RE -
HAEG VA IPE BRI T SRl AREET R - BR 7 AT LR
R T E BT Z W it -

SRR ¢ GRUEMEHIGRES - FEEEERIFEY - HERRomiEiE: -

Abstract

In this paper, we present a novel method to extract noise-robust speech feature
representation in speech recognition. This method employs the algorithm of linear
predictive coding (LPC) on the feature time series of mel-frequency cepstral
coefficients (MFCC). The resulting linear predictive version of the feature time

(] 7 e [ S A B2 B M T 222 2, Department of Electrical Engineering, National Chi Nan University
E-mail: { $99323904; s100323553}@maill.ncnu.edu.tw; jwhung@ncnu.edu.tw
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series, in which the linear prediction error component is removed, reveals more
noise-robust than the original one, probably because the prediction error portion
corresponding to the noise effect is alleviated accordingly. Experiments conducted
on the Aurora-2 connected digit database shows that the presented approach can
enhance the noise robustness of various types of features in terms of significant
improvement in recognition performance under a wide range of noise environments.
Furthermore, a low order of linear prediction for the presented method suffices to
give promising performance, which implies this method can be implemented in a
quite efficient manner.

Keywords: Noise Robustness, Speech Recognition, Linear Predictive Coding,
Temporal Filtering.

1. %@

AREm SR PR B8 R S ME IR IR 2 Fe el THE P IRy s B M UL - (R0 5%
FAEA > BV ER S S A I TR R T BB RS WERE - El A
IR T HYRE S WERRE A Pt - TP IS B 7 VAN o7 BT K il
(1) SRR E R ¥ (robust speech feature ) SKHY

EFUTETEBOEHECR 52 Y MEERRE T N MA RGBS HESE - SUtRG:E
R P R R ARG S BT ROE - B E Y 2 PR sE s S el B SR B A R
MR~ FEH LR R R R Bl - = Y )7 A T FHEE S AR R R [5] <8I ( domain )

b S RIEEEAREIRYRCER G RLAYRFE - AR - RIS REE 2 B e A

ELE A4 747 AR EAVAERS Y 2% (spectral subtraction, SS)  (Boll, 1979) -~ &
&Rz 2505 (Wiener filtering, WF)  (Plapous et al., 2006 ) ~ 85ty BUHRE 1S
JHZE7E (logarithmic spectral mean subtraction, LSMS) ( Gelbart & Morgan, 2001 ) EAELHA
EEEEH AR Y OER 48 ME {8 L ( Stereo-based Piecewise Linear Compensation for
Environments, SPLICE) (Deng etal., 2003) - {FI#E5LE > B4R 518 _E i EI RS 1504 7=
72 (cepstral mean subtraction, CMS) (Furui, 1981) -~ F#gzEtEz5 F3R{EE (cepstral gain
normalization, CGN ) ( Yoshizawa et al., 2004 ) ~ R §EzE 2155 S5 S8 F #/B )% (cepstral
mean and variance normalization, CMVN ) ( Tiberewala & Hermansky, 1997 ) -~ {ZI#Ez%4r
s EIEHEE (cepstral histogram normalization, CHN) ( Hilger & Ney, 2006) - {Z#gz
FARIEFR EE (cepstral shape normalization, CSN) (Du & Wang, 2008) ~ FI#EzEF5{H
B SR E AL 4 & B B [0 B B AR S 29 08 0 2504 (cepstral mean and variance
normalization plus auto-regressive-moving average filtering, MVA ) ( Chen & Bilmes, 2007 )

Fo W —1RAVE TR RARE S B E S B 2 I R e 7B 55 T 3T % Y
TRIETIEIE T ¢ B HEURE SRR P (E EH{E)A (generalized-log magnitude spectrum
mean normalization, GLMSMN ) (Hsu et al., 2012) -~ sf&SE58E 5% (modulation
spectrum exponential weighting, MSEW )( Hung et al., 2012a )~ i 8 #H 5585 (€ 7A( modulation
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spectrum replacement, MSR ) (Hung et al., 2012b ) ~ FEFEEEE R A (modulation spectrum
filtering, MSF ) (Hung et al., 2012b ) ~ 47 FE#% 3 58 %5 (& ( Sub-band modulation spectrum
compensation) (Tuetal., 2009) % - 2 L6 7 APRAT A FTERAVET 2 Rl 56 T #0 v DLA B4F
HIAOECHE ~ SR eE S R B Y SR MM ISR R -
(2) zESWHAIAEEE (speech model adaptation )
B DT E R EFE /D S E BRI SRR B - SR RAEHYEE SR B R Ry 4R 28U E
FHEE > [ Bl SR BRI B E IR IR 2 A UCECHYIE N > T ERFE . — BN SR H R
PRI RE S S B E R SR R B - B0A ANV S AR ERITE S T kK
1Bt ERIEA A (maximum a posteriori adaptation, MAP) ( Gauiain & Lee, 1994 ) -~ 3
TR & 4% (parallel model combination, PMC) (Hung et al., 2001) -~ A& Z2E)g 8
i@k (vector Taylor series transform, VTS) (Moreno et al., 1996 ) B AL 43 1% A EF
7235 ( maximum likelihood linear regression, MLLR ) ( Leggetter & Woodland, 1995 ) % -

A SR R i B S Y 2 R AV 87 o EEEAER - MR N —EEH
TP A5 A 8 B [0 e 271 3y o (R e ity - R & 1 £ I 4R B85 IR 0% (linear prediction
coding-based filtering, LPCF) » L7574 F T2 FEFH 4R {50 (linear prediction) AR »
RAAHGE S FHBE I B LAV ~ M WEEE S ARy ~ HIHRIEERAY R Y - EERAS
SRR - LPCF B J77AE A R A B RHBE S BT 25 Bl 2 SR (MR o THEE 2R 1%
HIEIBREE R - #0 RISk BH A A a3

ARG S HAM 2 & B 2 WSS LHR T - 55 8 KRS/ 4R METEG GRS (linear
prediction coding, LPC) 7 FR 3 iy R B B fE F S fe2 » GRS HER HI AT 2 Zad LPC Y
Fioafdidl - B=aa TERRERE - SRR ERSE K0S - T2EA
B Ry B B PR R T Y S AR R M AT — R VR IREE T RYEE S R4S 3 - DUSAERAST
i o B2 B AERN R im PR RS - HE AR LA B M —45 5w - AR AR R AT 5T
Z I3l e

2. B RMETRIL RS R EUR ] P 5 R R Rt

TEAZE BRI 5 —(B/INET ~ 43 B E LPC = BLA JEEE « AR sh SO R L > 5L
LPC {938 EFHF BT 517 S I -

2.1 LPCHYHHE/MH

GRMETEMARES (/NI > 2004 ) R i i i A 1 sR St E i Bl R o Ay ik o bE A
MR SRR - RS (SRfr ) MHITAYERSR B A S HERE M - & —(E NSRS
B] DL AH AT Y EHeR BEEE th &R E4H & (linear combination ) AIDUEATECASH] > 4R MEaH &
% FE B EH 5% B AT (5 1 (5 8 ( parameter ) BT % 48 M 15 00 % % ( linear prediction
coefficients) ° fERBZ IR EEAYIER L - FHFYRE S s A A B BE A S0 B A B4R 12
HEEME: - FEADET SRR > RIAERAMEIR = - BT DLEF S RERGE SR A E SR B Rl - SR
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BRMEAANERIADASS R Heam - HE A s B KB = sl ok (Eha LAU4mes - oh 5 e
EEE R R

TEREZMNRE S MR R I #5 e LPC mlREsE 2 SR % o R o3 ik s A T EAL A B K
B57 0 PIRER BT H s NFIRIRER] » AT - FRMLAS B s r e 7 =0 > 148
LPC 1953 Ko SK BUAR T Ak A B 2D B

LPC JEf—E&iEIs (time domain) _EAYERSE x[n] FH A N EEEAFER ¢

x[n]= iakx[n—k]Jre[n] , (€h)
k=1

x[n] R FERRFERFE] n RRAVERSR(E - FLER AR RFE S | n-1, n-2,..n-P 1550 P BERVRRER(E LA
SIS (IS ) AT - B EATEE I RIREE (R (R EERMETRMS (R R
a1, 8, ap, e[n] ARAEATLUBIE hAERAEENSE » M5 2 - T =UAYERSE KIn] Red At
AR -

P
[n]= Y ax[n-k] )
k=1
P RE/EER A IAIFE S (order) - Tz (1) B2 (2) o x[n] 81 X[n] B3 & 2~ [ 2= 252
SRR RR 2
e[n]=x[n]-X[n] (3)

FHZ RIEIBRAE » FTERERIS A » SR TRL IV EE A R aaH ok B P 5 R %~ R ER
RN o TR SRR R AARSR BT IR » (6 AR METEM B {ad Pk E » 1
Tk eV IEE SR o o {ad 2 R/ IME R 2R e[n] A/ NS 78 (mean squared
value) FTRIE :

N-1 N-1 P
E=1 Y en=2Y (xIn]- ¥ acx[n—k])> @
N 2o N 2o k=1

He o N Bat Rz 2 saBhE o B L E—ERIETR M GE adERidr - WkHim
TIR ISR Ry 0 0 T i L (AR M TR A (R B a VB (EAE > DERATT ¢

a—E=iNZ_1{2(X[n]— g ax[n=kD)x[n-11}=0 ®)
da N k=1
By (5) > AR
rx[l]—kgaer[u—ku:o, 1=12,..P ©)
a

Hepo n 1 B xIn] YA MHEBE (B B
re[1]= 2 x[n]x[n—1] ()
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me&fF (6) REFAFEYIRAER A T USRI LT AR

r, [0] r[1] R [P-101 r[1]
rx:[l] FXEO] rx[P:_Z] a:2 _ rXEZ] (8)
rX[F;—l] rX[F;—Z] rXtO] a.P rXtP]
UBIIVE NS
Ra=r, , ®)
Hh o R, BEMEEEGER (autocorrelation function matrix)
r,[0] o w[P-1]
o] B
rX[P.—l] rX[P.—Z] rxto]

a=[a a, - ap ]T » RARGRETRE S B o, A& -
R B30 ST GBI & T EHEH T A0KE ¢

a=Ryr,, (10)
M BRI SRR ER - AR - BRI L #EhEkE R, IRIRIEE -
H— SRR EE L > fR/E L-D #B4EE (Levinson-Durbin recursion)  (F/NI[ > 2004)
FROKHUEETRG R R E a -

—fR S EEEH RS EAIEERFI BN AR RE - (BRI
MR O(n%) » n FTARZR IR AR 4% 1T L-D #%3E5%( Levinson-Durbin recursion )
HITEE AR Toeplitz ZEFEAVEME » (HSEAGEAEEBAVER T » ZRKEE—ERME
A - T LR R O(n?) » LLAE RIS 2o T A A 4

2.2 L PCH e 2 F R R B ] R I e R
{ERT—/INBT > FRPTRT LA T 7 LPC A9 RS AE I I H3ERmee - AT IR 4
AR EBAREIOHT % B LPC ST Rl FE RSB S R 31 | » ok
HUREERIIT Y B EAR A AR BT S B B A R i -

AERRHRL IR A T 5 A0 O s 51 LU x(n] 22mis - S R el
B x[n] €838 LPC AT BIGRIETRREFFI Kn] - BESb BT -
HEBE— ¢ FIRIAEE T R BRI FE Y A XIn] £F P B 2 SRR A050(2) - SRIEUEE 2 430
fias {a, 1<k <P} -
BB ¢ G T EORE R B S -

K[n]= § a X[n—k] (11)
k=1
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FERTHIEYES s > 37751 XN 24 P FERVRIEMEHIRVEREIZRET - REBORFS
x[n] E9FE51 - W9 [ R 22751 e[n] B & AT R R -

EHEHT ARG LR 5 o AAET % S B AR N AT RUTORT e A SR R aa A T
= BE TERONKRE - SR REE AR - o Hin T
1. WIRTHEFEET LPC BEmAvML - FIRESE S oA FRAAEREE x[n] EATA{EEHEE K]

Z R RS AT RE R IS BUE B AR — AR MR A B AR

(auto-regression model, AR model) /227 fERRZA IR CREdafst) AS2H ik

AEVEGER T  FEERPN RIS THTEE S R AP xIn] - Bl S EHEAI SR

FRAGEFF XIN]AEEFAIER T xIn] Hrf b (o e A S P MY 2 DU R sl (7 BB R MR

BERDT o ZRIMT— R GERE S R AR P PP AT - R/ D SRR B 5 > IR =]

WEEHYE © FEER LPC SR FUARHEP S xIn] A7 > FRIT ol E o s S A8m

H RN LTI DM PRBORIE. - MRS XIn] B &# DAYRER -

2. HEEET—ERIAL - SRS e[n] AR BHIMERGE (SRR ECGEIIME) S Rk

(BRI Z IR - (BFRIEET 2RI ARINTIE > sEE R Ry H RS (BIER

BEPRRE) YRR R ET R TESR B (DUEHERURERS 50 Hz Ry - EREATREH

SBHELAE 1 Hz 2 20 Hz Zf) > NEERE P I KA e B S s S R Py I E &

afl > IRBEIEFEEATRR - 2/ DIERR RS PR TR -

ST DL AP ER AT TR LR R - BRI A — Ry Rzt R - i H R A
MFCC 2 ¢, R 1Ml LPC M sREERMETRA 751 > Horp SR HIRIPE 8 P R 3> $IfE
R P 3 ERSEANIE L()FTT - 1T 3 S BRI DA 2 A0 8] L(D)F - fE 2 i R B0
FERZFEREE T LPCF TG HYRH IR [ 3 5 R SR Aa R ] P 51 e £ IR S I AT+ 0 1%
T > Fon LPCF JEA GUBBUR AR FEF R E - 5990 > It A &JigE | - LPCF
BIRF T Y PR S EE fm 5 SR = il ey > U A oy B

(@) (b)

—original
—LPCF
|
Al
|

o
s o
S o

1

——original
—LPCF

oW
S S
T

N
o
-
o o
T T

Amplitude
) - -
o (3]
Magnitude(dB)
8 8 5

-25
0

A
S

B 1. ZFEE T » MFCC fI4E LPCF G ZEEHT ¢\ f180Z(2) /751 R E (0)25%
HEEE (PSD) &
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Zi% > TelRs EAEZ RS AR - (BHERMEEESEE Ry 0 dB > FERLIRUL T - FIEEK
HUF 4 MFCC 2 ¢ i EUFHI R HAS LPC I3 AT iS iR TR P51 > AERF I B D) 005
Ik Rh R 7T BN R E 2(a)EfE 2(b) - (MR 2(a) A - AR A R ER - B
7~ LPCF AJREMEEARIH] MFCC i eRiG sy R H - (HIEHE 2(b) A& - LPCF £9l%
FHEFEMA - MFEAVRER - IWRREZ N BT R R A -

(@) (b)

——original —original
—LPCF 40 —LPCF

Amplitude
Magnitude(dB)

. . . . . . . . ) R . . . . )
20 40 60 80 100 120 140 160 180 0 10 20 30 40 50
points frequency

B 2. FfFEL 0 dB ZFEHEA T - MFCC FIKE LPCF R ¢ FFEL () /75
X (b)Z)EAEEEE (PSD) [
N AIAVAEIE - FAFISSHNRELUT LT S8 52 5 B E R s B D 3 S sk P R P
» SYHLATT -
(1) BZSREL T - &K% CMVN FHERFRIRAVRHEL - R L &E LPCF B BR AR > HikfH]
Fr1Ed PSD [&] - &7 [E 3(a)#ilE 3(b) -
@) (b)

-101
——CMWN
20 — CMVN+LPCF

Amplitude

R - R S

o

B 3. ZFELET - CMVN RIZE LPCF R ¢ F () /75 R (D) E)E
HFHEE (PSD)
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(2) EHREEERy 0dB ZHERRERST 4L CMVN FTHERFRIRAVRTEY » S HFF40E LPCF priifg
FRHEL - HLEFRE PS8 PSD [ - 487 18 4(a)EE 4(b) -

(@) (b)

-10
——CMWN
— CMVN+LPCF

Amplitude
Magnitude(dB)

R | | | . | | . | ) R | | | | )
0 20 40 60 80 100 120 140 160 180 0 10 20 30 40 50
points frequency

[ 4. FFFELL 0 dB Z3#aHEE T  CMVN FIEE LPCF B AT ¢ F7ELZ(a) 75
KPME (b) 2 ESEEEE (PSD) [

(3) EZFHREL I - &8 CHN TR HR IR AR - e A &E LPCF i IR A I
5181 PSD & - 4@l S(a)EE S(b) -

(@) (b)

407
——CHN
30 —— CHN+LPCF

Amplitude
Magnitude(dB)
o

R . . . . . . . . ) » . . . . )
0 20 40 60 80 100 120 140 160 180 0 10 20 30 40 50
points frequency

[B5. ZFELE T CHN FIKE LPCF EEHEATHY 1 FFEZ () /7R (0)E)E
HFHESE (PSD)

(4) FRAELE s 0dB efEsss NAKHS CHN FHERFR VR - KELFFEEHE LPCF FRHIT%I
Fifel - HIFE P58 PSD & - 4772 6(a)#ifE 6(b)
feistbfE - AT LUE B LT A A(ER 5

(1) fEsm R FEC TEAVIREE T RS 7191 LPCF BERR &Y 5 TR N e (R
ARt Hal > IEBUR T LPCE A GBI B FUAR T Y IRIAH(L (phase) -

(2) LPCF FrffERTIE Y e iR B ER D U e & TR R e 5 T ey - M0 IREIE Ky il s
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AR AR A > i U3k LPCF S ERYZ R (data-driven) HYJEIZpEE - GEAIIE
PR AR iR ] i (adaptation) -

(3) fEsfe CMVN Bl CHN AU B AVRHE - LPCF fE8Z/ ¥R 5L [ AT BRI SN = E P
ARV s (allpass filter) » {EAEENIREE MBS (RIS - EFXE T
AR > FEEZFIRRE T - LPCF R RFFFARE SRR - (AR TR
> LPCF ARIIHIRH PSR SR sy > Sa EAHR T - B0 a3 BT I THRE R
o WWHEZREEEROITE AT LB -

(@) (b)

——CHN
— CHN+LPCF

N
(=]
IS
S

——CHN
— CHN+LPCF

= e
o o o«
) w
=3 S

=)
N
=)

&
=)

Amplitude
Magnitude(dB)

AN
S

101

Lo
S o

o
]

[E 6. FFFELL 0 dB ZFEARE T CHN FIE LPCF BEEEHY C1 fF 2 () FFIKE
B (b)ZESEE#/E (PSD) [

Bef% - BAMIFEAIA Aurora-2 iy Set A HAFERZE 28 e Z ¢ Fr3IHY PSD
ZPEINELEE - ZkEiEE LPCF JARTREZEFIMYRA - @ 7(a)&ifE 7(b)7r 515 " MFCC FREE
81 " MFCC fii_E LPCF FR# | 1% 4F = F S L BRI AVRE S RHE c1 (Y PSD P2 4y -
8(a)#ifE 8(b)s1 A% " CMVN | 81 T CMVN Jii_E LPCF fZEE | & 1F = af LI
BB o /Y PSD P 7 &R - (@ 9(a)ElfE 9(b)7r sl A " CHN jg# | B2 T CHN fi k.
LPCF g # | {RAE =TETURELEIRBTAYEE S Rifel e HY PSD P 2 fihi4R - BB i A
t > EH0A LPCF gZH# 1% » FiHI¥HY CMVN Bl CHN JAFHRER VRN 5 - SelFEELER
55 MY PSD P SR ARAERL R AT - 3R 17 LPCF 8 CMVN K2 CHN 75 RAFHTANEE -
AU 2P (K CMVN B¢ CHN FHEEERRFIERAYIE > HE M (A [FIRREEEL T HYRF R
B Ry UCEC > M MFCC Sl A LPCF G (% - MR- BRI T (B0 Ry UTRC - #m LPCF
EAK BRI 4 MFCC Rl L -
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(@) (b)

0 : :
— Clean
0 —— SNR10
” — SNRO
~ —~ 20F
o o
) )
g g o
2 2
= 2 o
S S
© ©
= . = q0p
200
a0k ot
40 , , , , , , , , , » , , , , , , , , ,
0 5 10 15 220 25 3 3B 40 45 50 0o 5 10 15 20 25 30 35 4 45 50
Frequency Frequency

7. FIFERFEL T > Set A 21001 2749MFCC Ha) A5 . #7275 142(b) 45 LPCF
R L -] B PRI ERE TR

(@) (b)

-10

-20F

-30f

-401

-501

Magnitude(dB)
Magnitude(dB)

601

-70F

80 . . . . . . . . . 8 . . . . . . . . .
0 5 10 15 20 25 30 35 40 45 50 ) 5 10 15 20 25 30 35 40 45 50
Frequency Frequency

[E]8. TIEEHHELL T Set A 2 1001 4/ (a) # CMVN @22 2 ¢, /751 (b) &
CMVN+LPCF B2 C1L fFEFFY B FPIILFESEH BT

(@) (b)

Magnitude(dB)
Magnitude(dB)

[B9. FIEFAFELL T » Set A Z 1001 7 7(a)&F CHN R ¢ #0751 (b) #&
CHN+LPCF ZZHEZ ¢\ FFEUFS] #IFEILBIEHEE
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3. EERERRRUE

RamsL 2 By PR HIVEE & ERHE AEONE SRS (European Telecommunication
Standard Institute, ETSI) F&${THJ AURORA 2.0 ( Hirsch & Pearce, 2000 ) 3EZ&RHE »

NAEE & EBIEF S LA T )7 ek B — 25 S T & R PTERIAIRZ
PSR~ e ECHIE, (clean-condition training, multi-condition testing ) 2 ‘& E#
Zetg » LA SRR BB 7 5B 4] By 8440 AJaz FEE4) > MEHAE T G.712 MiE 2 M ER
J& o MEEERHAIE & T = (B4 © Sets A Bl B fYsERI24E T HNpcMEFEEH - Set C AIIEIEF
B E IR ELFERR AR - Sets A B B #4605 28028 4J5E 1 » Sets C & 14014 4]
SR o R R REERAE R 51 Ry - 3T 85 (subway ) ~ AHIE A (babble ) ~ Y5 F (car)

Z2EAE (exhibition) ~ % JE (restaurant) ~ {78 (street) ~ %315 (airport) ~ KDL (train
station ) ST, > A LUR B2 FE 3Rk BE ( signal-to-noise ratio, SNR ) #:% » 43 Bil & - clean -
20dB~15dB~10dB ~5dB ~ 0 dB Ei-5 dB ; | BN E Sy fy G.712 B MIRS WA f& 35 8 i
# > R 2 ST B ( international telecommunication Union, ITU )X Hirsch & Pearce, 2000 )
FraT E MK ©

it 7 DA g B B Y BB ) 0 TR S R R R M R A G R 2

( mel-frequency cepstral coefficients, MFCC) - {E By 1% & fE o @1 77 /A Y FL s 3

(baseline feature ) - 7% MFCC Ry I 2245 AURORA 2.0 (Hirsch & Pearce,
2000) ERHEFHVERLE » 5e4% MFCC Rl & 7 13 4ERVARARTFT 2 (static features) [/
PRy B P A2 o Y BN RE 2 ( dynamic features ) - £t 39 4 - (EIS—RAVE -
KM 2 B PR afEER i » B R ERR 13 4ENUEF e B b > B E IR nIEAF BB
SKHL 26 4EAVBHEERT L o Brig Ay LPCF Ay ELE » FEILS 35 S e -

TR ST b o PRFIERECHGEE S PR T E RV n] A (hidden Markov
model, HMM) - SRS (left-to-right) jZ=AY HMM » RIS — (&l R BT
HIAREE R BE(ZRETEE NHVRREEC T — AT RES - IR S B E R M A 2GR T
FTAE « FRA N 58 e R RE IR AR Ry B8R 1 48 =X e BT R & 1 bR B ( Gaussian miixtures ) »
Bt DL AR TR ST e 74 25 P ik =0 HE BT oY ( continuous-density hidden Markov model,
CDHMM) -~ F&MERAH T HTK (HTK, n.d.) #RESKFISH _Fainy HMM > {E 57 B {7 HY 75
HY b - BRAIAI{& SO T (context independent) AYRERIAE » Frfs 2 BB ST 11
{iEl% (oh, zero, one, ---, nine) Bilfs AR A A » BEEFHY HMM B &
T 16 {ERES - T EEARREH 3 (E S HE & e BEH R -

4. EERREREE R

A =B FraEak - FESE —EA5E oy > FRMIE iR Ay LPCF JARTHIAVERIE A
PSSRy 2> 53 BITE T MFCC BBy ERe i S il M M RUA TR B R VR |
PRa PR R AV SOERRE - 5 =8 AR b LPCF A ARSI A8 > B H Y
TRHECRAT R -
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4.1 FEBR2Z LPCRAZER MFCCERERFE

T LI T aRMEAE PSS Ry 2 2 LPCRJAMEAIRY MFCC EBERHEFTIS Z Wi - FtR
AYEER B MFCC ZEBERFEIFT IS AU MRER A Ll - FRMTEEIAE Set A B Set B 7= HaH AN
BTN > LPCR AR DA MFCC ZFI S (RHYHFREE R - PP REFE 4% - 7] & LPCF
& A DIFETt MFCC FHEAE IR REN -8 M AYSRMENE - 2R0M > 1£ Set C IL[RIRFEL &l iE
REENIRCIERERRAVEREL T > LPCF JAN R AR EERVES - (W T I AR B AR
BRI HIRE S PR -

F 1. JFHE MFCC BREFFARAT | PCF ) (BB 2) /8 BELEHIFFE * 1E-T /A4

B> T~ By5 AESHARL(20 dB, 15 dB, 10 dB, 5 dB 470 dB) ZEp5%) F1y
Ho#E

Set A SetB SetC Avg
MFCC 59.24 56.37 67.53 59.75
LPCF 63.90 61.96 66.44 63.63

4.2 PR 27 LPCRAERNRECMVYN » CHNE(MVATEREHE 2 MFCCHE
E2

REE AR E PP B - CMVN ~ CHN B MVA BRI ESE T MFCC Z a0 (2

M~ BEEE YRR > NI > SR LPCF SAMEAR 4 CMVN ~ CHN =t MVA 5%

TpR R A MFCC R L > Bi% LPCF AR MEE S (L T MAyfSeRE— D17t - EiSE

AV > L LPCF SRR A By &p M A A B R ER R BRI AT R BOR TS TIIREL 2

PRHUFG MFCC 2 LPCF JARTE IRV SR MRS MR 3 - BREE— BP0 EHYE - i LPCF

AR IPE R ARG E By 2 - HIFSR I RIFINER 2~ 3 Bl 4« [EIE = ERAVEE - T

THEEILL TRV R EER -

1. fsm e E T ATER R RHE > LPCF JAME —4HFTIEEE (SetsA, B, C) T
RERFHBERET - EialeR » BIAIm i - H a3kl = > LPCF JARERE CMVN ~ CHN
B3 MVA TRpa 2 R0 AT 1 3.38% ~ 2.296 51 0.87% - [LUF " LPCF gEEdiZthE
IR PR R MR A BAFRIIRCHE - #8052 - LPCF Al — Pl i i il pm B g
FEERHVREIA UCACR T - HEM G2 AR -

2. NEPIEFHR G MFCC 2455 » LPCF {EFRY Ll — M HpE T R AV RF (ks - thAE
{iff Set C pLaH B & T imER H NI MAEERITEE S - PSR AR Eh A RE R ERE
1y =FETERIR R i S b M S e 1% - LPCR ARSI IR s s R B ER
AR > AETTERRR AR AR -

3. E=TEFHPRERAVEEEL E > LPCF $#5Y MVA R e 27T - HIBREH T CMVN
B CHN $Ekiy/]N » HopagE RN - MVA AP ELLE S T —(EF 20U ARMA f{&
RN A - IR FEE S LPCR ZIRDIAYIER e - CUER T REE A B -



HEFTIRIE [ ESTSRIE 1 YAt I S F (T /775 S [ & e 127

7¢2. CMVN I MVN FEJ¢ LPCF 2% (fE8i752) ' ZEFIFRGIZ T ~ B S fEARE
£-(20 dB, 15 dB, 10 dB, 5 dB 420 dB) = BREb#%) FAIL-HE

Set A SetB SetC Avg
CMVN 73.83 75.01 75.09 74.55
MVN+LPCF 77.14 78.84 77.67 77.93

73. CHN ;Z& CHN EfF LPCF )% (fB##%2)  ZEF /T T ~ BU5 BEARELL
(20 dB, 15 dB, 10 dB, 5 dB £70 dB) = #i(%) LI H-85

Set A SetB SetC Avg

CHN 81.42 83.34 81.51 82.21

CHN+LPCF 77.14 78.84 77.67 77.93

7 4. MVA JZEIMVA FEJELPCF 4 ([EE 52 ) » TEF/FIFIZ T ~ B S BEEARELE
(20 dB, 15 dB, 10 dB, 5 dB £70 dB) Z#Es53(%) LI -85

Set A SetB SetC Avg
MVA 78.15 79.17 79.12 78.75
MVA+LPCF 78.15 79.17 79.12 78.75

4.3 BAELPCF ARG Z 8L (order) EARIXUE
TSy B 24t > FRMIERNT LPCF 3 » E o4t (5 PS8 E E & 2 0 fEE
EERGE R MBI 22 (A IR(EAIPE B AL (5 LPCF A SHE R SEIVAAE - A3 E CMVN -
CHN £ MVA TEEE %] MFCC 5B Rid if@ it - Fid 35y » Fef#—2K LPCF
SRR MR P BN DA b > BRET PE B L B e B A 152 & B 2 RTAI WA ER 4y
SRR ME LIPS B0 LPCF JAE 43 BIME Y F 4G MFCC R ~ DL A CMVN ~ CHN B¢
MVA FEE & IR -

H5G o RIMTEIZE AR FERE% 2 LPCF JAER Y MFCC [RAAFFEITRUIE - FMIHEHERR
MFCC JFAFHE LPCF A IS E o AIE F 2, 3, 4, -+, 10 HEMETTHENI PR EES -
F 55 T AFEEE . LPCF JAFTSMIPERRGET (It RNEBIE R E  EFSEUR 31
AR ENHERER - (HER RIS E IS B 2 M BReRiEA B R+
BHER - IR B - I PE S T (E W i T - LIRSV AT RE IR RIS - B nfe
B LPCF JESIE IR 280V R G0 - HE T (00808, 25 R SR T AR & fE (transient
response ) & > ¥ AGRSTA F RAIVIEE (delay) - FEZKE AGHITE (BIFEEE
BRI Bl ERsE (BIFEH LPCF iR EIFs) —HRE —2IFIE T~ -
7| BRE( steady state )i HH EHSE Y S I A B 0T > 1 60 A 3448 LPCF JAPTTHIARY LR -
PRI 4B 4E T 3 > B /F PR 4G MFCC % » 811 LPCF 2 [ 8500 A A S A TH A SR (& ThAs
AR -
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A5, FIEEEZ LPCF )AEM I MFCC ZRERFEL £ 10 EREFIRIZHE S TENAE
LLZ 8 PITBE3 8 0) LB

LPCF [y 2 3 4 5 6 7 8 9 10
B2 (%) 63.63 | 63.74 | 63.47 | 63.08 | 62.81 | 62.68 | 62.48 | 62.02 | 61.94

B MR PRS2 LPCF JEMEH 4K MVN ~ CHN 8% MVA FE & B 1% AR
HEMBPTETEN PR EED - %2 6 - 7 B 8 FIH T FrfSMUBascRaE 3L » (s = (ERMEEE
AGELFE 2 & 4 INEHELLE: - RATE DL NIV Reatam
1. 5t CMVN FHEHE 2 BRI S - SEMY LPCF &%k 3 > HHEAFE LPCF fy45E -

HEPEIR AR 4.19% > TIER IR AAFS RS 2 AVEERAHES - FEEEL F 3 vl (P te
FH49 1% - [ LPCF JA{HE FE S 3 AFSET - S WrlloR Il i my N > (ERTEEE
s E 2 2 10 2t > CMVN (EET LPCF JAMAH & B EEBE— CMVN ES 55 (£
BERARE -

2. 5t CHN FHEH 2 BHEIM S » S EM LPCF %5 4 > MBI AE LPCF HY455% » 48
W nl Tt 2.65% » TIER FR AR SR 2 IVEHRAHES - FEEEL R 4 vl (PR et
%70.5% o FHifth4h FLE1 - —EERE i CMVN Bl LPCF > 4H & 945 SR80 - B RS0
LPCF A ([&#in/) ) 7281 CHN JEGE GHF » ghA T P EATRRERIA -

3. Ht MVA TEERF > B = SR LPCF 7 [ Ay 10 JHFH G2 B R R BEFTif 2 CMVN
Fe CHN JE#EAR[E] » {HF4ERZE > Al 5 HE Bl MVA SEGE &1 » REIFEE> LPCF JAFT
SEITPEICRE Ty B0 > S P EELER FAARS B 2 SR BT T 0.03%
% 0.13% > & FLILEF LPCF 1P S HAme 2 B - A ATAIYET 5 » LPCF JAEL
MVA SERI IR R > (R = H 4SS LB — MVA JEERET MFCC 2 HiieR iy
ARETF

76. F/alEE <~ LPCF AEAH CMVN FREEEFFE » £F 10 ZEREEHIREEEL S FEE

FRLLZ S IETHET R 0) L
LPCF [ 2 3 4 5 6 7 8 9 10

PSR (%) 7793 | 78.74 | 78.28 | 78.11 | 77.86 | 77.80 | 77.80 | 77.75 | 77.82

# 1. F/FEE = LPCF JA/EMAF CHN R Z R 7 10 JERETRBEEE S [T
LLZ 8 PLTBE 38 0) LB

LPCF [y 2 3 4 5 6 7 8 9 10
B2 (%) 84.41 | 84.82 | 84.86 | 84.81 | 84.71 | 84.66 | 84.58 | 84.59 | 84.63

#8. TEIER LPCF ZIEAI MVA B ZERF# £ 10 SRFREHRITEE S A
L2853 ) LB

LPCF &4 2 3 4 5 6 7 8 9 10
PR (%) 79.62 | 79.25 | 79.51 | 79.59 | 79.69 | 79.58 | 79.72 | 79.71 | 79.73
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5. &im

ARG Wi — B RN G MRS HHET 7% (LPCF) - JEFIR EIHEE 51
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linguistics, domestically and internationally.
4. Publishing pertinent journals, proceedings and newsletters.
5. Setting of the Chinese-language technical terminology and symbols related to computational
linguistics.
6. Maintaining contact with international computational linguistics academic organizations.
7. Dealing with various other matters related to the development of computational linguistics.
To Register :

Please send application to:

The Association for Computational Linguistics and Chinese Language Processing
Institute of Information Science, Academia Sinica
128, Sec. 2, Academy Rd., Nankang, Taipei 11529, Taiwan, R.O.C.

payment : Credit cards(please fill in the order form), cheque, or money orders.

Annual Fees :

regular/overseas member : NT$ 1,000 (US$50.-)
group membership : NT$20,000 (US$1,000.-)
life member : ten times the annual fee for regular/ group/ overseas members

Contact :
Address : The Association for Computational Linguistics and Chinese Language Processing

Tel.

Institute of Information Science, Academia Sinica
128, Sec. 2, Academy Rd., Nankang, Taipei 11529, Taiwan, R.O.C.

- 886-2-2788-3799 ext. 1502 Fax - 886-2-2788-1638

E-mail: aclclp@hp.iis.sinica.edu.tw  Web Site: http://www.aclclp.org.tw
Please address all correspondence to Miss Qi Huang, or Miss Abby Ho



The Association for Computational Linguistics and

Chinese Language Processing

Membership Application Form

Member ID# :

Name : Date of Birth :
Country of Residence : Province/State :
Passport No. : Sex:

Education(highest degree obtained) :

Work Experience :

Present Occupation :

Address :

Email Add :

Tel. No : Fax No :

Membership Category : [ ] Regular Member [ ] Life Member
Date : / / (Y-M-D)

Applicant's Signature :

Remarks : Please indicated clearly in which membership category you wish to register,
according to the following scale of annual membership dues :
Regular Member US$50.- (NT$1,000)
Life Member : US$500.- (NT$10,000)

Please feel free to make copies of this application for others to use.

Committee Assessment :
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The Association for Computational Linguistics and
Chinese Language Processing (ACLCLP)
PAYMENT FORM

Name: (Please print) Date:

Please debit my credit card as follows: US$

U VISACARD W MASTER CARD W JCBCARD Issue Bank:

Card No.: - - - Exp. Date: (MYY)

3-digit code: (on the back card, inside the signature area, the last three digits)

CARD HOLDER SIGNATURE:

Phone No.: E-mail:

Address:

PAYMENT FOR

US$ _ 0O Computational Linguistics & Chinese Languages Processing (IJCLCLP)
Quantity Wanted:

US$ _ U Journal of Information Science and Engineering (JISE)
Quantity Wanted:

US$ _ O Publications:

US$ _ U Text Corpora:

US$ _ U Speech Corpora:

UsS$ Q0 Others:

Uss$ U Membership Fees U Life Membership U New Membership QRenew

US$ = Total

Fax 886-2-2788-1638 or Mail this form to:
ACLCLP
% 1S, Academia Sinica

Rm502, N0.128, Sec.2, Academia Rd., Nankang, Taipei 115, Taiwan
E-mail: aclclp@hp.iis.sinica.edu.tw
Website: http://www.aclclp.org.tw
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Publications of the Association for
Computational Linguistics and Chinese Language Processing
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n0.92-01, no. 92- 04(”[ F4) ICG ey E A& s AConceptual
Structure for Parsing Mandarln -- Its Frame and General Applications-- Us$ 9 US$ 19 Us$15
n0.92-02 V-N #4433 3#H %
&92-03 V-R #&HHFEHRE 12 21 17
no.93-01 #BEH & FHLT & 8 13 11
n0.93-02 #fMlEH RS & 18 30 24
n0.93-03 # M # Al &AM 54 10 15 13
n0.93-05 ¥ XF M 10 15 13
no.93-06 ILAEE T yikiasa 5 10 8
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n0.98-02 Accumulated Word Frequency in CKIP Corpus 15 25 21
n0.98-03 A AKEZTRERFAETLMMMTETARFL 4 9 7
n0.02-01 MR EE OB H AT RATE LGN 8 13 1
Computational Linguistics & Chinese Languages Processing (One year)
(Back issues of IJCLCLP: US$ 20 per copy) - 100 100
Readings in Chinese Language Processing 25 25 21
TOTAL
10% member discount: Total Due:

* OVERSEAS USE ONLY

* PAYMENT : [ ] Credit Card ( Preferred )
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and Chinese Language Processing " or “f[ 12 *J [/} £ ;ﬁ% ?ff{
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