International Journal of

Computational Linguistics &
Chinese Language Processing

Pt BZEERAT

A Publication of the Association for Computational Linguistics and Chinese Language Processing

This journal is included in THCI Core, Linguistics Abstracts, and ACL Anthology.

23
S
X
T.
z_
5
B
%
1.

& MR & e R o
B ey v Broo R W

Bz fesy sowr o e
LSRN A

3 W e B e

fhoa b Mo KA B
- S AT R WA

Vol.17 No.3 September 2012  ISSN: 1027-376X



International Journal of Computational Linguistics &

Chinese Language Processing

Advisory Board

Jason S. Chang

National Tsing Hua University, Hsinchu
Hsin-Hsi Chen

National Taiwan University, Taipei
Keh-Jiann Chen

Academia Sinica, Taipei
Sin-Horng Chen

National Chiao Tung University, Hsinchu
Ching-Chun Hsieh

Academia Sinica, Taipei
Chu-Ren Huang

The Hong Kong Polytechnic University, H. K.

Lin-Shan Lee
National Taiwan University, Taipei

Jian-Yun Nie
University of Montreal, Montreal

Editorial Board

Yuen-HsienTseng (Editor-in-Chief)
National Taiwan Normal University, Taipei

Speech Processing

Hung-Yan Gu (Section Editor)

National Taiwan University of Science and

Technology, Taipei
Berlin Chen

National Taiwan Normal University, Taipei
Jianhua Tao

Chinese Academy of Sciences, Beijing
Hsin-Min Wang

Academia Sinica, Taipei
Yih-RuWang

National Chiao Tung University, Hsinchu

Information Retrieval

Pu-Jen Cheng (Section Editor)

National Taiwan University, Taipei
Chia-Hui Chang

National Central University, Taoyuan
Hang Li

Microsoft Research Asia, Beijing
Chin-Yew Lin

Microsoft Research Asia, Beijing
Shou-De Lin

National Taiwan University, Taipei
Wen-Hsiang Lu

National Cheng Kung University, Tainan
Shih-Hung Wu

Chaoyang University of Technology, Taichung

Executive Editor: Abby Ho
English Editor: Joseph Harwood

Richard Sproat

University of Illinois at Urbana-Champaign, Urbana

Keh-Yih Su

Behavior Design Corporation, Hsinchu
Chiu-Yu Tseng

Academia Sinica, Taipei
Hsiao-Chuan Wang

National Tsing Hua University, Hsinchu
Jhing-Fa Wang

National Cheng Kung University, Tainan
Kam-Fai Wong

Chinese University of Hong Kong, H.K.
Chung-Hsien Wu

National Cheng Kung University, Tainan

Kuang-Hua Chen (Editor-in-Chief)
National Taiwan University, Taipei

Linguistics & Language Teaching

Shu-Kai Hsieh (Section Editor)

National Taiwan University, Taipei
Hsun-Huei Chang

National Chengchi University, Taipei
Meichun Liu

National Chiao Tung University, Hsinchu
James Myers

National Chung Cheng University, Chiayi
Jane S. Tsay

National Chung Cheng University, Chiayi

Shu-Chuan Tseng
Academia Sinica, Taipei

Natural Language Processing

Jing-Shin Chang (Section Editor)

National Chi Nan University, Nantou
Sue-Jin Ker

Soochow University, Taipei
Tyne Liang

National Chiao Tung University, Hsinchu
Chao-Lin Liu

National Chengchi University, Taipei
Jyi-Shane Liu

National Chengchi University, Taipei
Jian Su

Institute for Infocomm Research, Singapore

The Association for Computational Linguistics and Chinese Language Processing, Taipei



International Journal of

Computational Linguistics &
Chinese Language Processing

Aims and Scope

International Journal of Computational Linguistics and Chinese Language
Processing (IJCLCLP) is an international journal published by the Association for
Computational Linguistics and Chinese Language Processing (ACLCLP). This journal
was founded in August 1996 and is published four issues per year since 2005. This
journal covers all aspects related to computational linguistics and speech/text
processing of all natural languages. Possible topics for manuscript submitted to the
journal include, but are not limited to:

e Computational Linguistics

e Natural Language Processing

e Machine Translation

e Language Generation

e Language Learning

e  Speech Analysis/Synthesis

e  Speech Recognition/Understanding
e  Spoken Dialog Systems

e Information Retrieval and Extraction
e Web Information Extraction/Mining
e Corpus Linguistics

e Multilingual/Cross-lingual Language Processing

Membership & Subscriptions
If you are interested in joining ACLCLP, please see appendix for further information.

Copyright

© The Association for Computational Linguistics and Chinese Language Processing
International Journal of Computational Linguistics and Chinese Language Processing
is published four issues per volume by the Association for Computational Linguistics
and Chinese Language Processing. Responsibility for the contents rests upon the
authors and not upon ACLCLP, or its members. Copyright by the Association for
Computational Linguistics and Chinese Language Processing. All rights reserved. No
part of this journal may be reproduced, stored in a retrieval system, or transmitted, in
any form or by any means, electronic, mechanical photocopying, recording or
otherwise, without prior permission in writing form from the Editor-in Chief.

Cover

Calligraphy by Professor Ching-Chun Hsieh, founding president of ACLCLP

Text excerpted and compiled from ancient Chinese classics, dating back to 700 B.C.
This calligraphy honors the interaction and influence between text and language



International Journal of
Computational Linguistics and Chinese Language Processing
vol. 17, no. 3, September 2012

Contents

Papers

Effects of Combining Bilingual and Collocational Information on

Translation of English and Chinese Verb-Noun Pairs...................

Yi-Hsuan Chuang, Chao-Lin Liu and Jing-Shin Chang

?f [—JFF[?“ @W@?‘J 5132?'[ ’E,FJ FIE R e
2B~ RE A EFE S FokE S BFiE 7 4F

Enhancement of Feature Engineering for Conditional Random
Field Learning in Chinese Word Segmentation Using Unlabeled
Data...

Mike Tlan Jlan J|ang Cheng We| Shlh T|ng Hao Yang,
Chan-Hung Kuo, Richard Tzong-Han Tsai and Wen-Lian Hsu

Strategies of Processing Japanese Names and Character Variants
in Traditional Chinese Text.. .

Chuan-Jie Lin, Jia-Cheng Zhan Yen Heng Chen and
Chien-Wei Pao

Evaluation of TTS Systems in Intelligibility and Comprehension
Tasks: a Case Study of HTS-2008 and Multisyn Synthesizers......

Yu-Yun Chang

45

87

109

The Association for Computational Linguistics and Chinese Language Processing



Computational Linguistics and Chinese Language Processing
Vol. 17, No. 3, September 2012, pp. 1-28 1

© The Association for Computational Linguistics and Chinese Language Processing

Effects of Combining Bilingual and Collocational
Information on Translation of English and Chinese

Verb-Noun Pairs*
Yi-Hsuan Chuang*, Chao-Lin Liu*, and Jing-Shin Chang*

Abstract

We studied a special case of the translation of English verbs in verb-object pairs.
Researchers have studied the effects of the linguistic information of the verbs being
translated, and many have reported how considering the objects of the verbs will
facilitate the quality of translation. In this study, we took an extreme approach -
assuming the availability of the Chinese translation of the English object. In a
related exploration, we examined how the availability of the Chinese translation of
the English verb influences the translation quality of the English nouns in verb
phrases with analogous procedures. We explored the issue with 35 thousand VN
pairs that we extracted from the training data obtained from the 2011 NTCIR
PatentMT workshop and with 4.8 thousand VN pairs that we extracted from a
bilingual version of Scientific American magazine. The results indicated that, when
the English verbs and objects were known, the additional information about the
Chinese translations of the English verbs (or nouns) could improve the translation
quality of the English nouns (or verbs) but not significantly. Further experiments
were conducted to compare the quality of translation achieved by our programs and
by human subjects. Given the same set of information for translation decisions,
human subjects did not outperform our programs, reconfirming that good
translations depend heavily on contextual information of wider ranges.

! This paper was converted from the Master’s thesis of the first author, which was partially published in
(Chuang et al., 2011a) and (Chuang et al., 2011b).
* National Chengchi University, Taiwan,
E-mail: {98753004, chaolin}@nccu.edu.tw
The author for correspondence is Chao-Lin Liu.
* National Chi Nan University, Taiwan
E-mail: jshin@csie.ncnu.edu.tw
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Keywords: Machine Translation, Feature Comparison, Near Synonyms in Chinese,
E-HowNet, Human Judgments

1. Introduction

In general, the problem we are exploring is an instance of translation of collocations (Smadja
et al., 1996). The collocations consist of the verbs and their direct objects, i.e., nouns, in verb
phrases. Researchers have extensively studied the translation problems related to individual
verbs/nouns (Dorr et al., 2002; Lapata & Brew, 2004) and verbs/nouns in phrases (Chuang et
al., 2005; Koehn et al., 2003; Li & Zhou, 2004). Some techniques have been developed for
text of special domains (Seneff et al., 2006). The techniques are applicable in many real-world
problems, including computer-assisted language learning (Chang et al.,, 2008) and
cross-language information retrieval (Chen et al., 2000).

We work on the processing of patent documents (Lu et al., 2010; Yokoama & Okuyama,
2009), and present an experience in translating common verbs and their direct objects based
on bilingual and collocational information. In this study, we took an extreme assumption of
the availability of the Chinese translations of the English objects to examine whether the extra
information would improve the quality of verbs’ translations. The proposed methods are
special in that we are crossing the boundary between translation models and language models
by considering information of the target language in the translation task. The purpose of
conducting such experiments was to investigate how the availability of such bilingual
information might contribute to the translation quality. It is understood and expected by many
that the Chinese translations of English words might not be directly available for all cases and
that a good translator should consider a lot more features to achieve high translation quality.
Nevertheless, we thought it would be interesting to know how the availability of such
extraordinary information could influence the translation quality within the context that we
present in this paper.

The experiments were conducted with the training data available to the participants of the
2011 NTCIR Patent MT task. The original corpus contains one million pairs of a Chinese
word and its English translation. We explored four different methods to determine the verb’s
Chinese translation. These methods utilized the bilingual and contextual information of the
English verbs in different ways. Effects of these methods were compared based on
experimental evaluation that was conducted with 35 thousand verb-object pairs extracted from
the NTCIR corpus. Additional experiments using materials in a bilingual version of Scientific
American? magazine were also conducted. (Since objects are nouns, we will refer to
verb-object pairs as verb-noun pairs or VN pairs to simplify the wording.)

2 http://www.scientificamerican.com/
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Figure 1. The procedure for extracting VN pairs from the original corpora

We provide a broad outline of our work in Section 2, and we present our methods for
aligning the bilingual VN-pairs in Section 3. We explain how we build lexicons with
information about synonyms to serve the needs of VN-pair alignment in Section 4 and
delineate the design of our experiments in Section 5. We discuss the experimental results in
Section 6, and we compare the translation quality achieved by human subjects in Section 7.
Finally, we wrap up this paper in Section 8.

2. The Big Picture

Our work consisted of two major stages. We extracted the VN pairs from the original corpus.
Then, we applied our translation methods to translate English words into Chinese and
vice-versa before comparing the translation quality achieved through different combinations
of collocational and bilingual information.

Figure 1 shows how the VN pairs were extracted from the 1 million parallel sentences,
which we obtained from the NTCIR 9 PatentMT task in 2011.2 The process started from the

® http://ntcir.nii.ac.jp/PatentM T/
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upper left of the figure. Most of the original sentences were very long. A sentence had 34
words on average, and the longest sentence had 141 words. Since our goal was to extract VN
pairs from the corpus, not doing a full-scale research project in machine translation, we chose
to segment the sentences into shorter parts at commas and periods. Normally, VN pairs will
not expand across punctuation; even if some VN pairs did, we could afford to neglect them
because we had 1 million pairs of long sentences.

We then re-aligned the short English and Chinese segments with a sentence aligner (Tien
et al., 2009) that we implemented based on the concept of Champollion (Ma, 2006). We
treated the original long sentence pairs as aligned paragraphs, and we ran our aligner on the
sentences that originally belonged to a long sentence. Like the Champollion, we computed
scores for the sentence pairs, so we could choose those pairs with higher scores to achieve
higher confidence on the aligned pairs. More specifically, we kept only the leading 33% of the
short sentence pairs, and obtained 1,148,632 short sentence pairs.

We employed the Stanford Chinese segmenter* (Chang et al., 2008; Tseng et al., 2005)
to segment the Chinese text. This segmenter allows us to mark the technical terms, so the
segmenter will treat the words belonging to technical terms as a unit, preventing them from
being segmented again. In addition, currently, our technical terms are nouns, so they are
annotated accordingly. When there were multiple ways to mark the technical terms in a string,
we preferred the longer choices. English texts were tokenized by the Stanford parser® with the
PCFG grammar (Klein & Manning, 2003). Technical phrases and compound words in English
were also marked and would not be treated as individual words either. The special terms came
from the glossary that will be explained in Section 4.1.

Based on these short sentence pairs, we aligned the VN pairs with the method in Section
3. This process employed an English-Chinese glossary for technical terms, which we will
discuss in Section 4.1, and a bilingual dictionary enhanced with Chinese near synonyms,
which we will discuss in Section 4.2. In the end, we accepted 35,811 VN pairs to be used
experiments at the second stage.

During the second stage of our work, we split the VN pairs into training and test data.
Useful statistics were collected from the training data and were applied to select Chinese
translations for the English words in question. Details about the design and results of the
experiments are provided in Sections 5 and 6.

4 http://nlp.stanford.edu/software/segmenter.shtml, version 1.5
® http://nlp.stanford.edu/software/lex-parser.shtml, with the PCFG grammar, version 1.6.5
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nsub dobj

SN 7 det T amod N Fﬁ%&/ﬁ\

we clan the top surface of  the  object
PRP VB DT JJ NN IN DT NN

Figure 2. A sample dependency tree with POS tags

Remove the small bar. FL R T APy A R
root(ROOT-0, Remove-1) root(ROOT 0, # [l -1)
det(bar-4, the-2) dep(fiv -3, fﬁi -2
amod(bar-4, small-3) assmod(* f -4, [ -3)
dobj(Remove-1, bar-4) dobj(* fif| -1, M% 4)

Figure 3. A pair of aligned sentences and their dependency trees,
where the dobj relationships can be aligned

3. VN Pair Alignment

We employed the Stanford parsers to compute the dependency trees for the parallel texts for
English and Chinese. We extracted the dobj relations from the trees and aligned the VN
pairs.

3.1 Dependency Trees

Based on the general recommendations on the Stanford site, we parsed English with the
englishPCFG.ser.gz grammar, and parsed Chinese with the chineseFactored.ser.gz grammar.

Figure 2 shows the dependency tree for a simple English sentence, “we clean the top
surface of the object.” Stanford parsers can provide the parts of speech (POSs) of words and
recognize the relationships between the words. POSs are shown below the words, and the
relationships are attached to the links between the words. The dobj link between “clean” and
“surface” indicates that “surface” is a direct object of “clean,” and we could rely on such
dobj links to identify VN pairs in the corpus.

3.2 VN Pair Alignment

We found 375,041 dobj links in the 1.15M short English sentences and 465,866 dobj links
in the short Chinese part. Nevertheless, not all of the words participating in a dobj link were
real words, and the tags for the English and the Chinese short sentences did not always agree.
Figure 3 shows the dependency trees of a sample pair of short sentences containing two dobj
relationships that would be aligned (English on the left; Chinese on the right).
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#54098 pair of aligned short sentences

VN pairs in English VN pairs in Chinese
dobj(round-7, edge-10) dobj(7 = -12, ﬁﬂ 73 -19)
dobj(remove-15, portion-17) dobj({fy -24, F[ 1 -27)

dobj(:£ -29, i jff -31)

Figure 4. Aligning VN pairs within an aligned short sentence

Fill the hole with water. 5
root(ROOT-0, Fill-1) nn(i[ﬁ] -2, }I’j -1)
det(hole-3, the-2) nsubj(4E iﬁ'x] -3, 1t -2)
dobj(Fill-1, hole-3) root(Root-0, %{iﬁ‘xj -3)
prep(Fill-1, with-4) dobj(£E i“?ﬂ] -3, ~-4)

pobj(with-4, water-5)

Figure 5. A pair of aligned sentences that we could not align via the dobj
relationships

Hence, we took two steps to align the VN pairs. First, we looked up the English and
Chinese words in our bilingual lexicon, which we will explain in Section 4.2. If the lexicon
did not contain the words, we would not use the words in the corresponding dobj links as VN
pairs. After this step, we had 254,091 and 249,591 VN pairs in English and Chinese,
respectively. We then tried to align the remaining English and Chinese VN pairs, noting that
only those VN pairs that originated from the same pair of long sentence pairs can be aligned.

The alignment is not as trivial as it might appear to be. Let (EV, EN) and (CV, CN)
denote an English and a Chinese VN pair, respectively; let EV, EN, CV, and CN denote an
English verb, an English noun, a Chinese verb, and a Chinese noun, respectively. We had to
check whether CV is a possible translation of EV and whether CN is a possible translation of
EN. If both answers are positive, then we aligned the VN pairs. An illustration of this basic
idea is shown in Figure 4, where the English and the Chinese short sentences contained
multiple dobj relationships and only one pair could be aligned.

Nevertheless, even when an English verb can carry only one sense, there can be multiple
ways to translate it into Chinese, and there is no telling whether a dictionary will include all of
the possible translations and contain the Chinese translations actually used in the Patent MT
corpus. For instance, (improve, quality) can be translated to (Elir%‘i, (gai3 shan4), Fﬁ[}[@’T(pinB
zhi2)) or (¥3%(gai3 jin4), Fﬁ#,@fr)_ If an English-Chinese dictionary only lists “d¥3%” as the
translation for “improve” but does not include “@¥3%” as a possible translation, then we could
not use that dictionary to align (improve, quality) and (#%3%, fﬁ#[@i’r). We need a way to tell
that “d¥3%” and “Elif%“i, " are interchangeable.
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Therefore, we expanded the set of possible Chinese translations in a given dictionary
with near synonyms, and employed the expanded dictionary to enhance the quality of VN pair
alignment. The process of constructing the expanded dictionary is provided in Section 4.2.

After completing the VN pair alignment, we obtained 35,811 aligned VN pairs, cf. Figure
1. Note that, although we started with 1 million pairs of long sentences, we identified less than
36 thousand VN pairs. Many problems contributed to the small number of extracted pairs. We
have mentioned that translators might not use the words in dictionaries available to us when
they translated. We removed dobj relationships that contained words not in our dictionaries.
Also, the parser might not parse sentences as one might expect, and we show an example of
this in Figure 5. The parser considered the “hole” as the object in the English sentence and
considered “water” (=)< (shui3)) as the object of the “fill” (%:E‘ZFXI (zhuangl man3)) in the
Chinese sentence. Hence, the two dobj relationships could not be aligned.

4. Lexicon Constructions

We explain (1) how we built the glossary of technical terms and (2) how we constructed a
bilingual dictionary that contains information about near synonyms in this section.

4.1 Creating a Glossary of Technical Terms

As explained in Section 2, we built a glossary of technical terms to distinguish technical terms
from normal text, thereby achieving higher quality of parsing.

We downloaded 138 different kinds of domain-dependent dictionaries from Taiwan
National Academy for Educational Research.® The files contained technical term pairs in the
form of (English word(s), Chinese word(s)) that were stored in Excel format. The total file
size is 177MB.

The format of English-Chinese technical term pairs is not always a one-to-one
relationship; some English technical terms have more than one translation in Chinese. We
converted such pairs into multiple one-to-one pairs, and acquired 804,068 English-Chinese
technical one-to-one term pairs.

To validate the reliability of the glossary, we conducted a small experiment; that is, to
segment patent sentences with the glossary. The results showed that the coverage of these
“technical term” pairs was too broad, and a plethora of ordinary words were considered
technical terms.

We alleviated this problem with E-HowNet” (Chen et al., 2005) and WordNet.® Treating

® http://terms.nict.gov.tw/
" http://ckip.iis.sinica.edu.tw/taxonomy/taxonomy-edoc.htm
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the words listed in E-HowNet and WordNet as ordinary words, we used them to identify
ordinary words in our technical term pairs. If the English or the Chinese parts of the original
pairs were also listed in E-HowNet or WordNet, then the pairs would be removed.

As a result, we removed 14% of the original pairs and kept 690,640 technical term pairs.
The English and Chinese parts of the term pairs then were used as two dictionaries of
“technical terms,” shown in Figure 1.

4.2 The English-Chinese Dictionary and Near Synonyms

As announced in Section 3.2, we built a bilingual dictionary and enhanced it with information
about near synonyms to improve the recall rates of the VN pair alignment.

A good English-Chinese dictionary is the basis for the task of VN pair alignment. We
collected and combined the Chinese translations of English words in the Concise Oxford
English Dictionary and the Dr.Eye online dictionary® to acquire 99,805 pairs of English words
and their translations.

As we explained in Section 3.2, the Chinese translations listed in the dictionaries might
not be complete, so we enhanced the merged dictionary with information about near synonyms.
We employed two sources of relevant information to obtain near synonyms in this study.

The Web-based service of Word-Focused Extensive Reading System® (Cheng, 2004) is
maintained by the Institute of Linguistics of the Academia Sinica in Taiwan. The service
allows us to submit queries for the near synonyms of Chinese words for free, so we collected
the near synonyms from the web site. Given an entry in our bilingual dictionary, we queried
the near synonyms for each of the Chinese translations of an English word and added the
results to the Chinese translations of the English word.

E-HowNet is another source of computing and obtaining near synonyms. E-HowNet is a
lexicon for Chinese. Each entry in E-HowNet provides the information about a sense of a
Chinese word. If a word can carry multiple senses, the word will have an entry for each of its
senses. Among other items, an entry contains two levels of detailed semantic information for a
word: TopLevelDefinition and BottomLevelExpansion. The TopLevelDefinition item in a
lexical entry records the higher semantic information in the E-HowNet Ontology** (Chen et al,
2005). In contrast, the BottomLevelExpansion item in a lexical entry records the semantic
information at the lowest level in the E-HowNet Ontology. The TopLevelDefinition may not
contain any information when the TopLevelDefinition is the same as the same as the

® http://wordnet.princeton.edu/

® http:/iwww.dreye.com/index_en.html

0 http://elearning.ling.sinica.edu.tw/c_help.html

Y http://ckip.iis.sinica.edu.tw/taxonomy/taxonomy-edoc.htm
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English Word ~ Chinese Translation  Ui(CW) Vijk(CWWij) UVijk(CW)

indignation HB — F@ EX B — i Bt

CECAN Al R N R (N h
Figure 6. Expanding the Chinese translations of an English word
with near synonyms

BottomLevelExpansion. The semantic definitions provided in these two entries can be used to
compute similarity scores between word senses.

We determine whether two Chinese words are near synonyms by the following procedure.
Given a Chinese word, CW, we looked in E-HowNet for its senses. Let S;(CW) be one of
CW'’s senses. We combined the semantic definitions listed in the TopLevelDefinition and
BottomLevelExpansion of S;(CW), which might include multiple Chinese words. Denote this
set of Chinese words by U;(CW), and let CWW; be a word in Ui(CW). We looked in
E-HowNet for the senses of CWWj;. Let S,(CWW;;) denote one of the senses of the CWWj;,
and let Vi (CWWj) denote the set of Chinese words in the combined semantic definitions
listed in the TopLevelDefinition and BottomLevelExpansion of S (CWWj). Finally, we
computed the union of Ui(CW) and V;(CWWj) as a sense vector UV of Si(CW). Note that,
due to lexical ambiguity, a Chinese word might have multiple such vectors.

Figure 6 shows an illustration of the process of finding near synonyms for “Z&" (yi4
fend), which is a possible translation for “indignation”. In this illustration, we assume (1) that
there is only one sense for “#. " and (2) that its semantic information contains two Chinese
words: “ I‘FF & (qing2 gan3) and “% 5" (shengl gi4). Namely, we have CW="Z{&",

U;(CW)= {“[?E Vo S S CWWM—“[?‘ ', and CWWy,= “% 34”7, There is only one sense
for CWWy,, and its combined semantic information contains only one Chinese word * l‘ﬁ’jﬂ
Hence, Vlll(CWWn):{“'[‘%ﬁ’,E%"}. There are two senses for CWW,,. The combined semantic
information for S;(CWW/,) contains only “% 3&,” and the combined semantic information for
S2(CWW3,) contains only “% %27 (shengl wu4d) and “fft/+” (jian4 jhuang4). Therefore,
Vi1 (CWWpo)={"“% 57} and Vip(CWWypp)={"% ¥4”, “{@t/+"}. Finally, we compute the
unions of U and V sets to acquire UVy;,(CW)= {“l?‘r’&” “4 507} UV (CW)= {“l?‘r’&” “4
5.7}, and UV 5(CW)={* IF“'@«” “4 g, AP, “iEg ), Although we have three sets, only
two of them are different. Similar to how we compute the sense vectors for “#.{& " in Figure 6,
we can compute the sense vectors for any Chinese words.
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We treated two Chinese words as near synonyms if the cosine value of any of their sense
vectors exceeded 0.7.'2 To compute the cosine value of two sense vectors, we first computed
the union of the words in two vectors, treated each different word as a different dimension,
and converted the word vector into a Boolean vector. Therefore, if a word in a vector did not
appear in another vector, a “0” would be used in its place. Assume that we were to compute
the cosine of UV, (CW) and UV1,,(CW) in the preceding paragraph, we would create a
4-dimension space of {“‘IBFEJ R S P Y, UV, (CW) would become {1, 1, 0,
03}, and UV15,(CW) would become {1, 1, 1, 1}.

Given an entry in our bilingual dictionary, we computed the near synonyms of the
Chinese translations of each English word. This was carried out by comparing the sense
vectors of Chinese translations in every English-Chinese pair with the sense vectors of 88,074
Chinese words in E-HowNet. The qualified words were added to the Chinese translations of
the English words in our dictionary.

Thus, an entry for an English word in our English-Chinese dictionary includes four parts.
The first part is the English word itself. The second part is the Chinese translations that we
found in our dictionaries (Oxford and Dr.Eye). The third part is the synonyms, obtained from
Cheng’s (2004) system, for the words in the second part. The fourth part is the near synonyms
that we computed with the aforementioned procedure (with E-HowNet).

The purpose of adding information about near synonyms into our bilingual dictionary
was to increase the recall rates of VN-pair alignment. Having not-very-good Chinese near
synonyms may not hurt our performance, unless the translators of the PatentMT corpus
happened to use the same erroneous translations. Nevertheless, more complex methods for
identifying synonyms, e.g. Bundanitsky and Hirst (2006) and Chang and Chiou (2010), may
be instrumental for the study.

5. Design of the Experiments

We conducted experiments to translate from English to Chinese and from Chinese to English.
In addition, in separate experiments, we tried to find the best translations of verbs, and tried to
find the best translations of objects of the verbs given appropriate contexts. Nevertheless, we
present the design of our experiments only with the experiments of translating English verbs
to Chinese verbs in this section. Other experiments were conducted with the same procedure.

12 Given that we did not have the context to do word sense disambiguation at this stage, we have to
consider two words synonymous to each other if any of their senses are close enough. This threshold
of 0.7 was chosen based on observed results of small-scale experiments and was not chosen
scientifically.
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5.1 Statistics about the Aligned VN pairs

We calculated the frequencies of the verbs in the 35,811 aligned VN pairs and ranked the
verbs based on the observed frequencies. Table 1 shows the 20 most frequent English verbs
and their frequencies. We identified the 100 most frequent English verbs and the
corresponding aligned VN pairs in our experiments. In total, there were 30,376 such aligned
VN pairs. The most frequent English verb appeared 4,530 times, as shown in Table 1. The
100™ most frequent English verb is “lack,” and it appeared 47 times.

Table 1. 20 most frequent English verbs in the aligned VN pairs

Verb have provide use include | comprise | contain | form | receive | reduce | perform
Freq. 4530 3345 1993 1954 1588 1080 914 863 774 616
Verb | increase | produce | maintain | determine | represent | show | obtain | achieve | improve | allow
Freq. 465 453 397 382 373 352 329 329 322 287

Some of the English verbs are easier to translate than others. We can calculate the
frequencies of the Chinese translations of verbs to verify the differences. For instance, “add”
was translated in five different ways: “I&7[” (zengl jial) 48 times, “iﬁ%"{l” (tianl jial) 44
times, “yp 7 7 (jial ru4) 43 times, “Jp_=" (jial shang4) 2 times, and irgﬁf (zengl tianl) 1
time. The distribution, (48, 44, 43, 2, 1), is not very skewed, and the frequencies of the most
frequent translation and the second most frequent translation are close. Therefore, we would
not achieve very good results if we should choose to use the most frequent translation for all
occurrences of “add”.

Table 2. 22 most “challenging” English verbs and their indices

Verb | make | exhibit | add | represent | retain | leave | enhance | reduce | lack | improve | achieve
1.00 1.09 1.09 121 1.21 1.22 1.25 1.26 1.27 1.33 1.39

Verb | employ | reach | create give replace | take apply adjust | obtain carry explain
141 143 1.50 154 1.69 1.69 1.69 1.72 1.76 1.82 2.00

Based on this observation, we defined the challenging index of a word as the ratios of
the frequency of their most frequent translation against the frequency of their second most
frequent translation. The challenging index of “add” mentioned in the previous paragraph is
1.09.

This challenging index is not a scientifically-proven index for difficulty for translation,
but could serve as a heuristic. Intuitively, larger challenging indices imply that it is easier to
achieve good translations via the most frequent translations. Table 2 lists the 22 verbs that had
the smallest challenging indices.
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5.2 Translation Decisions

Given the aligned VN pairs, we could compute conditional probabilities and apply the
conditional probabilities to determine the Chinese translation of English words.

Table 3. Translation decisions

argmaxcy, Pr(Cv; |EV) (1)

arg maxc,, Pr(CV; |EV,EN) )

argmaxc,, Pr(CV; |EV,EN,CN) ©)

argmaxc, Pr(CV; |EV,CN) )

Table 3 lists four possible ways to choose a Chinese translation for an English verb in a
VN pair. Equation (1) is the most simplistic. Let EV denote a specific English verb and CV; be
one of EV’s translations observed in the training data. Given the English verb, the equation
chooses the CV; that maximizes the conditional probability. Namely, at the test stage,
Equation (1) prefers the most frequent Chinese translation of EV in the training data.

We could obtain the conditional probability Pr(CV;|EV) by dividing the frequency of
observing the VN pair (EV, CV;) in the training data by the frequency of observing EV in any
VN pairs. Using the data for “add” that we mentioned in Section 5.1 as an example, we
observed 135 occurrences of “add”. Therefore, Pr(“1g7 ™ | “add™) = 48/135=0.356 and Pr(“"[I
" *add”) = 2/135=0.015.

Let EN be a specific English noun. Equation (2) considers the object of the verb when
choosing the verb’s translation. Let C( + ) denote the frequency of a given event. The
conditional probability in Equation (2) is defined in Equation (5). C(EV, EN) denotes the
frequency that we observed the occurrences of EV and EN in the training data, and C(EV, EN,
CVi) denotes the frequency that we observed the occurrence of EV, EN, and CVi in the
training data.

C(EV,EN,CV;)

Pr(CV; |EV,EN) =
C(EV,EN)

(%)

The remaining equations, (3) and (4), take extreme assumptions. We assumed the
availability of the Chinese translation of the English object at the time of translation and used
this special information in different ways. Equation (3) considers the words EV, EN, and CN.
In a strong contrast, Equation (4) considers only EV and CN to determine the translation of the
English verb. The conditional probabilities in Equations (3) and (4) were calculated using
Equation (6) and (7), respectively, based on the training data.
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C(EV,EN,CV;,CN)

Pr(CV;|EV,EN,CN) = C(EV EN (':N) (6)
_ _ C(EV,CN,CV))
Pr(CV;|EV,CN) =T CE.oN) @

We felt that the exploration of using the information about the Chinese translation of the
English noun would be interesting. Would the information about CN provide more
information, assuming we had information about EV and EN? What would we achieve when
we had information about only EV and CN but not EN?

In all of the experiments, we used 80% of the available aligned VN pairs as the training
data and the remaining 20% as the test data. The training data were randomly sampled from
the available data.

As a consequence, it was possible for us to encounter the zero probability problems. Take
Equation (6) for example. If, for a training case, we needed C(EV, EN, CN) in Equation (6),
but we happened not to have observed any instances of (EV, EN, CN) in the aligned VN pairs
in the training data, then we would not be able to compute Equation (6) for the test case. When
such situations occurred, we chose to allow our system to admit that it was not able to
recommend a translation, rather than resorting to smoothing techniques.

6. Experimental Results

Using the formulas listed in Table 3 would allow our systems to recommend only one Chinese
translation. In fact, we relaxed this unnecessary constraint by allowing our systems to consider
the largest k conditional probabilities and to recommend k translations.

Although we have been presenting this paper with the 1 million parallel sentences in
NTCIR PatentMT data as the example, we also have run our experiments with the
English-Chinese bilingual version of Scientific American. Moreover, we ran experiments that
aimed at finding the best Chinese translations of English objects. The formulas were defined
analogously with those listed in Table 3.

6.1 Basic Results for the Top 100 Verbs in Patent Documents

When we conducted experiments for the top 100 verbs (cf. Section 5.1), we had 24,300

instances of aligned VN pairs for training and 6,076 instances of aligned VN pairs for testing.
We measured four rates as the indication of the performance of using a particular formula

in Table 3: rejection rates, inclusion rates, average number of actual recommendations, and
average ranks of the answers.
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The rejection rate is the percentage of not being able to respond to the test cases. This is
due to our choosing not to smooth the probability distributions, as we explained at the end of
Section 5.2.

The rejection rates were 0, 0.201, 0.262, and 0.218 when we applied Equations (1)
through (4) in the experiments. It is not surprising that the rejection rates increased as we
considered more information in the formulas. As expected, we encountered the highest
rejection rate when using Equation (3), when we essentially collected information about four
grams at the training stage. Note that using Equation (4) resulted in higher rejection rates than
using Equation (2). To have to reject a test instance when we used Equation (2), we must have
had no prior experience with the EN in our training data. In contrast, to have to reject a test
instance when we used Equation (4), we must have had no prior experience with the CN in our
training data. In reality, it was much likely not to have observed a CN for the EN in our
training data than not to have observed the EN at all. Hence, it is more likely for Pr(CV; | EV
CN) to be zero than Pr(CV; | EV EN), and the rejection rates for Equation (4) were higher.

Table 4. Inclusion rates for the top 100 verbs

Inclusion k=1 k=3 k=5
Eq(1) 0.768 | 0953 | 0.975
Eq(2) 0.786 | 00913 | 0918
Eq(3) 0.795 | 00911 | 00916
Eq(4) 0.791 | 0910 | 00916

Table 4 shows the inclusion rates: rates of the correct answers included in the
recommended k translations. We did not consider the cases where our systems could not
answer in computing the statistics in Table 4. Hence, the data show the average inclusion rates
when our systems could respond. As one may have expected, when we increased k, the
inclusion rates also increased.

The comparison between the results for using Equations (3) and (4) and the results of
using Equation (2) show that using the bilingual information about CN improved the
translation quality when k=1, but the changes in the inclusion rates were marginal.

It may also be surprising that the inclusion rates for Equations (2) through (4) seem to be
saturated when we increase k from 3 to 5. This was because our systems actually could not
recommend 5 possible translations when they were allowed to. Although we had hundreds or
thousands of aligned VN pairs for an English verb, cf. Table 1, including more conditioning
information in Equations (2) through (4) still reduced the number of VN pairs qualified for
training and testing, consequently limiting the actual numbers of available translations to
recommend. Table 5 shows the average number of actual recommendations in the tests. Even



Effects of Combining Bilingual and Collocational Information on 15

Translation of English and Chinese Verb-Noun Pairs

when we allowed 5 recommendations (k=5), using Equations (2) through (4) produced only
about 2 recommendations on average. This phenomenon limited the chances to increase the
inclusion rates when we increased k.

Table 5. Average number of actual recommendations

Recommend k=1 k=3 k=5
Eq(1) 1.000 | 2.919 | 4.614
Eq(2) 1.000 | 1.923 | 2.225
Eq(3) 1.000 | 1.847 | 2.107
Eq(4) 1.000 | 1.920 | 2.244

Table 6. Average ranks of the answers

Ranking k=1 k=3 k=5
Eq(1) 1.000 | 1.241 | 1.310
Eq(2) 1.000 1.166 1.185
Eq(3) 1.000 | 1.151 | 1.168
Eq(4) 1.000 | 1.153 | 1.173

The main advantage of using Equations (2) through (4) is that they were more precise
when they could answer. Table 6 shows the average ranks of the correct translations in the
recommended translations. The first word in the recommendation list is considered Rank 1,
the second word is Rank 2, etc. Hence, we preferred to have smaller average ranks. The
average ranks improved as we considered more information from Equation (1) to Equation (2)
and to Equation (3). Using Equation (2) achieved almost the same quality of translations as
using Equation (4). Equation (2) achieved better inclusion rates, but Equation (4) offered
better average ranks.

6.2 Improving Results for the Top 100 Verbs in Patent Documents

Results reported in the previous subsection indicated that Equation (1) is robust in that it could
offer candidate answers all the time. Methods that employed more information could
recommend translations more precisely, but were less likely to respond to test cases. Hence, a
natural question is whether we could combine these methods to achieve better responsiveness
while maintaining the translation quality. To this end, we examined all of the combinations of
the basic methods listed in Table 3.
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Table 7. Inclusion rates (combined methods)

Inclusion k=1 k=3 k=5

Eql 0.768 0.953 0.975
Eq2+Eql 0.772 0.960 0.979
Eq3+Eql 0.778 0.960 0.979
Eq4+Eql 0.776 0.959 0.978

Table 8. Average ranks of the correct answers (combined methods)

Ranking k=1 k=3 k=5
Eql 1.000 1.241 1.310
Eqg3 1.000 1.151 1.168
Eg2+Eql 1.000 1.240 1.301
Eq3+Eql 1.000 1.234 1.294
Eq4+Eql 1.000 1.233 1.296

In Tables 7 and 8, we use the notation EqX+EQY to indicate that we used Equation (X) to
find as many candidate translations as possible before we reached a total of k
recommendations. If applying Equation (X) could not offer sufficient candidate translations,
we applied Equation (Y) to recommend more candidate translations until we acquired k
recommendations.

Using Equation (1) is sufficiently robust in that the conditional probabilities would not
be zero, unless the training data did not contain any instances that included the English verb.
Nevertheless, using Equation (1) is relatively less precise (cf. Table 6). Hence, we used
Equation (2) through Equation (4) before using Equation (1) as a backup. Naturally, in these
experiments, the rejection rates for “Eq2+Eql,” “Eq3+Eql,” and “Eq4+Eql” became zero. In
other words, our systems responded to all test cases when we used these combined methods to
recommend k candidates.

In Tables 7 and 8, we compare the performance of these combined methods. We copy the
inclusion rates of Equation (1) from Table 4 to Table 7 to facilitate the comparison, because
Equation (1) was the best performer, on average, in Table 4. The combined methods improved
the inclusion rates, although the improvement was marginal.

Moreover, we copy the average ranks for Equation (1) and Equation (3) from Table 6 to
Table 8. Using Equation (1) and using Equation (3) led to the worst and the best average ranks,
respectively, in Table 6. Again, using the combined methods, we improved the average ranks
marginally over the results of using Eq. 1.



Effects of Combining Bilingual and Collocational Information on 17

Translation of English and Chinese Verb-Noun Pairs

Table 9. Inclusion rates for the 22 challenging verbs

Inclusion k=1 k=3 k=5
Eq(1) 0.449 0.865 0.923
Eq(2) 0.561 0.818 0.820
Eq(3) 0.564 0.827 0.829
Eq(4) 0.550 0.827 0.829

Table 10. Average number of recommendations

Recommend k=1 k=3 k=5
Eq(1) 1.000 | 2977 | 4.756
Eq(2) 1.000 | 2.090 | 2.364
Eq(3) 1.000 | 2.022 | 2.230
Eq(4) 1.000 | 2106 | 2.411

Statistics in Table 7 suggest that using this machine-assisted approach to translate verbs
in common VN pairs in the PatentMT data is feasible. Providing the top five candidates to a
human translator to choose will allow the translator to find the recorded answers nearly 98%
of the time. Statistics in Table 7 and Table 8 show that the combined methods were able to
improve the inclusion rates and the ranks of the correct answers at the same time.

It is interesting to find that using Equation (2) and Equation (4) did not lead to
significantly different results in Tables (4) through (8). The results suggest that using either
the English nouns or the Chinese nouns as a condition in the translation decisions (cf. Table 3)
contributed similarly to the translation quality of the English verbs.

6.3 Results for the Most Challenging 22 Verbs in Patent Documents

We repeated the experiments that we conducted for the top 100 verbs for the most challenging
22 verbs (cf. Section 5.1). Tables 9 through 13 correspond to Tables 4 through 8, respectively.
The most noticeable difference between Table 9 and Table 4 is the reduction of the inclusion
rates achieved by Equation (1) when k=1. Although the inclusion rates reduced noticeably
when we used Equation (2), Equation (3), and Equation (4) as well, the drop in the inclusion
rate for Equation (1) (when k=1) was the most significant. The 22 verbs have small
challenging indices (Section 5.1), so providing only one candidate allowed considerably fewer
chances to include the correct answers.

Although we did not define the challenging index of verbs based on their numbers of
possible translations, comparing the corresponding numbers in Table 10 and Table 5 suggest
that the challenging verbs also have more possible translations in the NTCIR data. (Having
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more possible ways to translate the word made it relatively difficult for computer algorithms
to translate correctly.)

Table 11. Average ranks of the answers

Ranking k=1 k=3 k=5
Eq(1) 1.000 | 1.607 | 1.773
Eq(2) 1.000 1.365 1.373
Eq(3) 1.000 1.374 1.383
Eq(4) 1.000 1.394 1.400

Table 12. Inclusion rates (combined methods)

Inclusion k=1 k=3 k=5
Eql 0.449 0.865 0.923
Eg2+Eql 0.512 0.896 0.940
Eqg3+Eql 0.503 0.894 0.940
Eg4+Eql 0.508 0.900 0.942

Table 13. Average ranks of the correct answers (combined methods)

Ranking k=1 k=3 k=5

Eql 1.000 1.607 1.773
Eq3 1.000 1.374 1.383
Eq2+Eql 1.000 | 1537 | 1.662
Eq3+Eql 1.000 | 1546 | 1.677
Eq4+Eql 1.000 | 1547 | 1.664

Corresponding numbers in Table 6 and Table 11 support the claim that translating the 22
challenging words is more difficult. The average ranks of the answers became worse in Table
11.

Data in Tables 12 and 13 repeat the trends that we observed in Tables 7 and 8. Using the
combined methods allowed us to answer all test cases and improved both the inclusion rates
and the average ranks of the answers.

If we built a computer-assisted translation system that recommends the top k possible
translations for these 22 verbs, the performance would not be as good as what we could
achieve by building a system for the top 100 verbs. When the system suggested the leading 3
translations (k=3), the inclusion rates dropped to around 0.90 in Table 12 from 0.96 in Table 7.
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Again, using either the English nouns or the Chinese nouns, along with the English verbs,
in the conditions of the methods listed in Table 3 did not result in significant differences.
When we replaced Equation (2) with Equation (4), or vice-versa, in the experiments, we
observed very similar results in Tables 12 and 13 most of the time.

6.4 Translating English Nouns

We repeated the experiments that we discussed in Sections 6.1, 6.2, and 6.3 for the top 100
nouns in the PatentMT data. The top 100 nouns appeared in 19,756 VN pairs. The word
“method” was the most frequent object in the VN pairs, and it appeared 982 times. For
experiments with these nouns, we had 15,804 training instances and 3,952 test instances.

Table 14. Translation decisions for nouns

arg maxCNlPr(CNi |EN) (8)

arg maxcy, Pr(CN; |EV,EN) 9)

arg max .y Pr(CN; |EV,EN,CV) (10)

arg maxCNl Pr(CN; |EN,CV) (11)

Table 15. Average ranks of the answers for translating the nouns

Ranking k=1 k=3 k=5
Eq(8) 1.000 1.171 1.223
Eq(9) 1.000 1.118 1.138

Eq(10) 1.000 | 1.104 | 1.125
Eq(11) 1.000 | 1.116 | 1.142

The goal was to find the best Chinese translation of the English objects, given its
collocational and bilingual information. The structure of the experiments was analogous to
what we have reported for the experiments for finding the best translations of English verbs.
More specifically, in addition to the English verbs and the English nouns, we were interested
in whether providing the Chinese translations of the English verbs would help us improve the
translation quality of the English objects. Hence, the translation decisions that we listed in
Table 3 became those in Table 14.

The statistics showed analogous trends that we discussed in the previous sections.
Namely, the availability of the Chinese translations of the English verbs was useful but did not
help significantly when we already considered the English verbs and objects in the translation
decisions, so we do not show all of the tables for the results in this paper. The rejection rates
observed when we used Equations (8) through (11) were 0, 0.126, 0.184, and 0.128,
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respectively. The average ranks of the correct answers for the English nouns are listed in
Table 15.

6.5 Experiments using Aligned Sentences in Scientific American

Scientific American is a magazine for introducing scientific findings to the general public. The
writing style is close to ordinary life. We ran our sentence aligner (Tien et al., 2009) to extract
aligned sentences from 1,745 articles that were published between 2002 and 2009 in the
bilingual version of Scientific American®. We extracted 63,256 pairs of sentence pairs and ran
the procedure depicted in Figure 1 over this set of sentence pairs to obtain 4,814 VN pairs.
This scale of experiment is smaller than with the PatentMT corpus.

Since we had only 4,814 VN pairs, we chose only the 25 most frequent verbs in the
experiments. This selection further reduced available VN pairs to only 1,885 pairs. With an
8:2 split for training and test data, we had only 1,508 training instances and 377 test instances.
The procedure for the experiments was the same as reported in Sections 6.1 and 6.2. Again,
the observed statistics indicated that using the Chinese translations of the English objects
helped the translation quality of the English verbs, but the improvement was not significant.
An incidental observation was that it was harder to find good translations of English verbs in
Scientific American than in the PatentMT corpus. When providing five recommendations
(k=5), only about 88% of the time the recommendations of our system could include the
correct translations. In contrast, we had achieved inclusion rates well above 90% in Tables 7
and 12 in the experiments that used PatentMT corpus.

7. A Comparison with Human Performance

Using equations listed in Table 3 and Table 14 to make translation decisions posed a serious
constraint on the available information for achieving good translations. A good translator
would check a larger context to select the best translations. What would ordinary people
achieve if they were provided the same limited information that our systems were provided?

To explore this interesting question, we recruited 52 human subjects who were Computer
Science majors at the time of testing. Some of them were undergraduates, and some were
graduate students. We placed them into three groups for three different tests: 17, 19, and 16
subjects in Test 1, Test 2, and Test 3, respectively. No human subject participated in different
tests because the test questions were similar.

We chose 10 instances of verb translations from our Scientific American corpus, and
converted each of them into three different formats for different tests. These 10 verbs were
among the 25 most frequent verbs in the aligned VN pairs in our Scientific American corpus.

B http://sa.ylib.com/
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Table 16. A sample question for Test 1 and Test 2

Investigators are, of course, also exploring additional avenues for

English sentence improving efficiency; as far as we know, though, those other
approaches generally extend existing methods.
. HESR > WO M BT S E R IRpuTE s (RS
Chinese sentence [/H{ f P =i A Py AR > (R

(PFE VR ERt > Pk A LT R e sk g

Available choices (1) Jrg,#& (2) iy (3) ¥k (4) o

Possible translations |mpr0ve {%[JF'J 1, J@ﬁp 1, dxd= 1 SEE=1, ]@ =2, -J[@Fl =3,

g | Rl St e, 572
Scientific American
Table 17. A sample question for Test 3
Test question improve efficiency: ¥k
Available choices (1) #E (2) iy Q) & (4) I

The formats varied in the information available to the translators. Table 16 shows a test
instance for Test 1. In this test, the human translators were provided 10 test instances. In each
test instance, there was (1) a complete English sentence with a highlighted verb; (2) a partially
translated Chinese sentence for the English sentence, with the translation for the highlighted
English verb removed; and (3) four candidate Chinese verbs to be used to translate the
highlighted English verb. The candidate Chinese verbs, listed in the row of “Available
choices,” were selected from the translations of the highlighted English verbs in our corpus.
The very last row shows the complete list of the translations for “improve” in our corpus, but
this list was not provided to the human subjects.

In Test 2, the human subjects had to respond to 10 test instances. The format was the
same as that for Test 1, except that the candidate Chinese verbs were not provided. The human
subjects had to fill in the blanks in the Chinese sentences in Test 2.

Table 17 shows a test question for Test 3. In Test 3, the human subjects would also have
to respond to 10 test questions, and they only saw the English verb, the English object, and the
Chinese translation of the English object. The subjects had to choose the best translation from
the list of candidate translations.

The human subjects could take their time to respond to 10 questions in the tests. There
were no time limits. They usually turned in their responses within a short time, but they did
not always respond to all questions. Correctness of their responses was judged based on the
actual translations in Scientific American, even when other alternatives were also reasonable
for the test questions. The sample question shown in Table 17 is an obvious example. In this
example, all four translations are reasonable Chinese verbs to go with the Chinese noun. That
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was because there was no contextual information in Table 17 to distinguish the subtle
differences between the candidate translations. Nevertheless, the original sentence pairs,
shown in Table 16, were translated in exactly one way among the alternatives. Therefore, only
one of the choices was considered correct.

Table 18. Average correct rates of human subjects and Equation (3)

Human Subjects Equation (3)

Test1 0.524 0.600
Test 2 0.342 0.600
Test 3 0.395 0.600

We applied Equation (3), k=1, in Table 3 in this experiment. The average correct rates
achieved by the human subjects and our programs in three tests are collected in Table 18. The
correct rate is the portion of test questions with correct responses. More specifically, questions
that were not answered were considered incorrect responses, and this principle applied to both
human translators and our programs. Our programs made decisions only based on the English
verbs, the English nouns, and the Chinese nouns in all tests. Hence, its performance was 0.6
and remained the same in all of the tests. In contrast, the average correct rates achieved by the
human subjects varied with the difficulty of the tests. The human subjects performed best in
Test 1, partially because they were offered more information to make decisions. Test 2 was the
most difficult one, because the subjects had to provide Chinese translations themselves on the
fly. The difficulty of the test questions in Test 3 was similar to those in Test 2, but the human
subjects were provided with candidate translations, so the average correct rate was higher.

100%
. @Testl ®Test2 Test 3 /
80% R
60% 1V N AN R
/] /& N /D4 /DXN
0% % 4 N X N K
' N NG A
20% —/] Y/ V] N\ /X <—1/DN
/| / /1 N\ /DAN /XN
0% g
1 2 3 4 5 6 7 8 9 10
Test questions

Figure 7. Average correct rates of the human translators
Figure 7 shows the average correct rates for individual questions in the three tests. The
averages were computed based on the responses of the human subjects who participated in the
tests. Although the average correct rates listed in Table 18 corresponded approximately to the
average difficulty levels of the test formats, the performance of human subjects varied with
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the individual test questions. In Table 18, the average correct rate for Test 1 is the highest. In
Figure 7, we can see that the correct rates for questions used in Test 1 did not always exceed
those for the corresponding questions used in Test 2 and Test 3.

We do not mean to interpret results of these simple tests as a competition between human
beings and computers. The results, however, suggest that translating English verbs based on
partial information, i.e., the English verb, the English noun, and the Chinese noun can be
difficult for human subjects. The average correct rates can be seriously impacted when we
insisted that there was exactly one correct answer for a test question, where the answer was
defined based on the original corpus.

A previous reviewer of our work contended that we should treat all of the candidate
Chinese translations in Table 16 as correct answers. Although that is a reasonable
consideration, when we evaluate a system with a considerable number of test questions, doing
so would require a non-negligible amount of human intervention. One possible approach
might be to create an evaluation system that considers “acceptable answers” while comparing
the outputs of a decoder and the expected translations.

8. More Discussion

We discuss some issues raised by anonymous reviewers in this section.

One reviewer questioned the use of the Stanford parser for both English and Chinese
material, and wondered whether we should have used the CKIP parser** for Chinese. The
point was brought up because the CKIP parser may be more reliable than the Stanford parser
for Chinese.

While we agree with the reviewer about the reliability of the CKIP parser, we chose to
employ the Stanford parser for both languages for two reasons at the time of our
implementation. The first reason was that we needed the parsers to provide not just parse trees
but also dependency relationships between words, i.e., the dobj relationship. Using the same
parser for both languages made our processing more efficient. The second reason was that the
Stanford parser is an open system, so we can download the parser and parse our text on our
computers. In contrast, we have to submit text material to the CKIP server for services. For
copyrighted material, we were not sure that it was appropriate to rely on the CKIP services.

A concern was about how we deal with the forms of English words, e.g., the tenses of
verbs, in the translation of the VN pairs. The tenses of English verbs carry information about
when the actions were taken, so are crucial for quality translation. Nevertheless, when we
generated the VN pairs from the NTCIR corpus (Figure 1), we lemmatized the English words.

¥ http://godel.iis.sinica.edu.tw/CKIP/parser.htm
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Hence, the current work, as the reviewers have noticed, did not aim at choosing the correct
morphological forms for the English verbs. Similarly, we did not attempt to choose the
singular and plural forms for nouns either. This issue should be tackled in further studies.

Table 19. Frequencies of 22 most “challenging” English verbs

Verb | make | exhibit | add | represent | retain | leave | enhance | reduce | lack | improve | achieve
114 103 138 373 131 61 178 774 47 322 329

Verb | employ | reach | create give replace | take apply adjust | obtain carry explain
135 119 201 70 53 210 50 69 329 241 54

Another question was about how the selection of verbs (or nouns) influences the general
implication of our experimental results. Namely, how general are our results? Table 19 shows
the frequencies of the 22 most challenging verbs. Evidently, the sample sizes of these verbs
were not as large as those of the 20 most frequent English verbs in our dataset (cf. Table 1).
Nevertheless, most of them were frequent enough for conducting experiments.

The resulting differences between choosing the most frequent verbs and the most
challenging verbs were discussed in Section 6.3. When using the most challenging ones, the
most noticeable changes were that it became more difficult to recommend the best translations
of the verbs with the same number, i.e., k, of recommendations. The inclusion rates dropped,
cf. Table 4 and Table 9, especially when we recommended only one candidate translation. The
ranks of the true answers worsened as well, cf. Table 6 and Table 11.

We believe that the changes observed in the experimental results are general because of
the definition of degrees of challenging index (cf. Section 5.1). A word is more challenging if
its most frequent translation is not significantly more frequent than its second frequent
translation. Hence, using the challenging words made it more difficult to achieve good
translations, given the same contextual information and the same number of recommended
translations.

The presentation of the human performance triggered some questions. The first one was
about the answers to the tests. The test item in Table 17 shows a confusing example, in which
some distractors are acceptable to native speakers. Hence, a natural question is about how a
“correct” answer was defined.

We touched upon this question at the end of Section 7. Apparently, some distractors are
acceptable to native speakers, and some of them should have been considered correct.
Nevertheless, when we evaluated a computer program, we normally had one correct answer in
the test data. Even though the computer program “knew” a lot of acceptable synonyms of the
correct answer, it still has to find “the” answer to be considered “correct” in the evaluation.
The example shown in Table 17 is such an example. To make the computers and human
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subjects be evaluated on the same basis, we allowed only one answer from the available
choices. The available choices came from the training data, and the answer for a test item was
based on the original English and Chinese sentence pair.

When the human subjects were given contextual information in Test 1 in Section 7, they
did not perform very well on average. One obvious reason was because of the multiple
attractive candidates, which we discussed in the last paragraph. One may also challenge the
language ability of the human subjects. Indeed, we chose the human subjects from engineering
majors at the levels of undergraduates and graduate students, but we did not test their language
ability before the experiments. If we were to investigate machine translation problems in this
line of concern, we would probably have to ask whether all available bilingual textual material
were produced by qualified linguistic and domain-dependent experts. This line of work should
be important for the research community.

A reviewer stated that the human subjects did not always perform better in “easier” tasks
in Test 1. For instance, in the seventh question in Figure 7, the human subjects performed
much better in Test 3 than in Test 1. This may be possible for a variety of reasons. For
instance, without context, the “correct” answer happened to be the most frequently collocating
words, and, with context, the human subjects were distracted by confusing information in the
context. As a consequence, it became easier to guess the correct answer without context.

Although we believe it is informative to compare the performance of our methods and
the performance of human subjects, we did not intend to design a waterproof psycholinguistic
experiment in Section 7. Hence, we chose the test instances arbitrarily from the dataset, and
we compared the average performance of just 52 human subjects. A more carefully-designed
psycholinguistic investigation may reveal more serious details about human performance in
language translation.

9. Concluding Remarks

We designed a procedure to extract and align VN pairs in bilingual corpora. The PatentMT
corpus contains 1 million pairs of English and Chinese sentences, and we aligned 35,811 VN
pairs. We employed the VN pairs to investigate whether the availability of the Chinese
translations for nouns in English VN pairs would improve the translation quality of the
English verbs. Experimental results suggest that the information about the Chinese translation
of the English noun is marginally helpful when both the English verbs and English nouns are
already available. Choosing the best Chinese translation of the English verb based on the
constraint of its English object or based on the information about the object’s Chinese
translation achieved similar results in the experiments.
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Additional and analogous experiments were conducted with the PatentMT data. In these
new experiments, we aimed at the translating the nouns in the English VN pairs, given
different combinations of the bilingual and contextual information. Again, we observed that,
after putting the English verb and the English noun in the conditions in the formulas for
translation decisions (partially shown in Table 14), the Chinese translations of the English
verbs did not offer much extra help.
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Abstract

In recent years, there are a considerable number of new immigrants in Taiwan.
Although these people are in the good position to learn Chinese, the advantages are
limited to speaking and listening. Recognizing Chinese characters is a tough task
since one has to memorize the shape, meaning and pronunciation at the same time.
Therefore, the cost of learning a single character is relatively high compared with
other languages in alphabet system. The goal of this study is to make the 80%
pictophonetic characters to be organized more systematically such that the
pronunciation of most pictophonetic characters can be inferred automatically. We
evaluate the importance of Chinese components by considering the pronunciation
strength, occurring frequency, and number of strokes using linear sum, product, and
harmonic mean, respectively. Furthermore, we discover pronunciation rules by
association mining with priority grouping. Three groups of high reliability rules and
five groups of high support rules are demonstrated in this paper to show the
effectiveness of pronunciation rule discovery.

Keywords: Picto-phonetic Character, Pronuciation Strength of Phonetic

Component, Component-based Teaching Method, Learning Curve, Association
Rule
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Enhancement of Feature Engineering for
Conditional Random Field Learning in

Chinese Word Segmentation Using Unlabeled Data
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Chan-Hung Kuo*, Richard Tzong-Han Tsai* and Wen-Lian Hsu*™*

Abstract

This work proposes a unified view of several features based on frequent strings
extracted from unlabeled data that improve the conditional random fields (CRF)
model for Chinese word segmentation (CWS). These features include
character-based n-gram (CNG), accessor variety based string (AVS) and its
variation of left-right co-existed feature (LRAVS), term-contributed frequency
(TCF), and term-contributed boundary (TCB) with a specific manner of boundary
overlapping. For the experiments, the baseline is the 6-tag, a state-of-the-art
labeling scheme of CRF-based CWS, and the data set is acquired from the 2005
CWS Bakeoff of Special Interest Group on Chinese Language Processing
(SIGHAN) of the Association for Computational Linguistics (ACL) and SIGHAN
CWS Bakeoff 2010. The experimental results show that all of these features
improve the performance of the baseline system in terms of recall, precision, and
their harmonic average as F; measure score, on both accuracy (F) and
out-of-vocabulary recognition (Fooy). In particular, this work presents compound
features involving LRAVS/AVS and TCF/TCB that are competitive with other
types of features for CRF-based CWS in terms of F and Fqoy, respectively.
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1. Introduction

Background

Many intelligent text processing tasks, such as information retrieval, text-to-speech, and
machine translation assume the ready availability of a tokenization into words, which is
relatively straightforward in languages with word delimiters (e.9., space) but is a little difficult

for Asian languages, such as Chinese and Japanese.

Chinese word segmentation (CWS) has been an active area of research in computational
linguistics for two decades. SIGHAN, the Special Interest Group for Chinese Language
Processing of the Association for Computational Linguistics, has conducted five word
segmentation bakeoffs (Emerson, 2005; Jin & Chen, 2007; Levow, 2006; Sproat & Emerson,
2003; Zhao & Liu, 2010). After years of intensive research, CWS has achieved high accuracy,

but the issue of out-of-vocabulary (OOV) word recognition remains.
The State of the Art of CWS

Traditional approaches for CWS adopt a dictionary and rules to segment unlabeled texts, such
as the work of Ma and Chen (2003). In recent years, there has been a potent trend of using
statistical machine learning models, especially the conditional random fields (CRF) (Lafferty
et al., 2001), which displays moderate performance for the sequential labeling problem and
achieves competitive results with character-position based methods(Zhao et al., 2010).

Unsupervised Feature Selection for CWS

In this work, unsupervised feature selection for CWS is based on frequent strings that are
extracted automatically from unlabeled corpora. For convenience, these features are referred
to as unsupervised features in the rest of this paper. Unsupervised features are suitable for
closed training evaluation where external resources or extra information is not allowed,
especially for cross-domain tasks, such as SIGHAN CWS bakeoff 2010(Zhao & Liu, 2010).
Without proper knowledge, the closed training evaluation of word segmentation can be
difficult with OOV words, where frequent strings collected from the test data may help. For
incorporating unsupervised features into character-position based CRF for CWS, Zhao and Kit
(2007) tried strings based on accessor variety (AV), which was developed by Feng et al.
(2004), and based on co-occurrence strings (COS). Jiang et al. (2010) applied a feature
similar to COS, called term-contributed boundary (TCB).

According to Zhao and Kit (2007), AV-based string (AVS) is one of the most effective
unsupervised features for CWS by character-position based CRF. One motivation here is to
seek deeper understanding of AVS’s success. This work suspects that, since AVS is designed
to keep overlapping substrings via the outer structure of a string while COS/TCB is usually
selected via the inner structure of a string with its longest-first (i.e., non-overlapping) nature

before integration into CRF, combining overlapping and outer information with
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non-overlapping and inner information may enhance CRF-based CWS. Hence, a series of
experiments is conducted to examine this hypothesis.

The remainder of the article is organized as follows. Section 2 briefly introduces CRF.
Common unsupervised features based on the concept of frequent strings are explained in
Section 3. Section 4 discusses related works. Section 5 describes the design of the labeling
scheme and feature templates, along with a framework that is able to encode those overlapping
features in a unified way. Details about the experiment are reported in Section 6. Finally, the

conclusion is presented in Section 7.

2. Conditional Random Fields

Conditional random fields (CRF) are undirected graphical models trained to maximize a
conditional probability of random variables X and Y, and the concept is well established for
the sequential labeling problem (Lafferty et al., 2001). Given an input sequence (or
observation sequence) X = X;...xy and a label sequenceY = y;...y7 , a conditional probability

of linear-chain CRF with parameters A = 4,...4,, can be defined as:

X t=1 k

1 T
PA(YX):Z_eXp(Z 2 A fk(Yt—l»ytaxat)J (1)

where Zx is the normalization constant that makes probability of all label sequences sum to
one; f(Yi_1» ¥4, X,t) is a feature function which is often binary valued, but can be real valued;

and ﬂk is a learned weight associated with feature f, .
The feature functions can measure any aspect of state transition Y, | — Y, , and the entire
observation sequence X is centered at the current position t.

Given the model defined in (1), the most probable labeling sequence for an input

sequence X is as follows:

sk
y =argmax P, (Y | X)
v 2)
Equation (2) can be efficiently calculated by dynamic programming using the Viterbi
algorithm. More details about the concepts of CRF and learning parameters could be found
in Wallach (2004). For sequential labeling tasks, like CWS, a linear-chain CRF is currently

one of the most popular choices.
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3. Unified View via Frequent String

3.1 Character-based N-gram

The word boundary and the word frequency are the standard notions of frequency in
corpus-based natural language processing. Word-based n-gram is an intuitive and effective
solution of language modeling. For languages without explicit word boundaries, such as
Chinese, character-based n-gram (CNGQG) is usually insufficient. For example, consider some

sample texts in Chinese:

®  “PIFRE[SFAVEIfel % (the importance of natural science), and

®  “fI ﬁﬁiﬁ[%‘»pfj@lﬁﬂp%# U3 %7 (natural science research is the only way),
where many character-based n-grams can be extracted, but some of them are out of context,
such as “JR%E[” (so; discipline) and “Z+[1Y” (study; of), even when they are relatively frequent.
For the purpose of interpreting overlapping behavior of frequent strings, however,

character-based n-grams could still be useful for baseline analysis and implementation.

3.2 Reduced N-gram

The lack of correct information about the actual boundary and frequency of a
multi-character/word expression’s occurrence has been researched in different languages. The
distortion of phrase boundaries and frequencies was first observed in the Vodis Corpus, where
the word-based bigram “RAIL ENQUIRIES” and word-based trigram “BRITISH RAIL
ENQUIRIES” were estimated and reported by O'Boyle (1993) and Ha et al. (2005). Both of
them occur 73 times, which is a large number for such a small corpus. “ENQUIRIES” follows
“RAIL” with a very high probability when “BRITISH” precedes it. When “RAIL” is preceded
by words other than “BRITISH,” however, “ENQUIRIES” does not occur, but words like
“TICKET” or “JOURNEY” may. Thus, the bigram “RAIL ENQUIRIES” gives a misleading
probability that “RAIL” is followed by “ENQUIRIES” irrespective of what precedes it.

A common solution to this problem is that, if some n-grams consist of others, then the
frequencies of the shorter ones have to be discounted with the frequencies of the longer ones.
For Chinese, Lin & Yu (2011) reported a similar problem and its corresponding solution in the
sense of reduced n-gram of Chinese characters. By excluding n-grams with their numbers of
appearance that fully depend on other superstrings, “JR%[” and “Z°fY” from the sample texts
in the previous sub-section are no longer candidates of the string. Zhao and Kit (2007)
described the same concept briefly as co-occurrence string (COS). Sung et al. (2008) invented
a specific data structure for suffix array algorithm to calculate exact boundaries of
phrase-alike string and their frequencies called term-contributed boundaries (TCB) and
term-contributed frequencies (TCF), respectively, to analogize similarities and differences
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with the term frequencies. Since this work uses the program of TCB and TCF (namely YASA,
yet another suffix array) for experiments, the family of reduced n-gram will be referred as

TCB hereafter for convenience.

3.3 Uncertainty of Succeeding Character

Feng et al. (2004) proposed accessor variety (AV) to measure the likelihood a substring is a
Chinese word. Another measurement, called boundary entropy or branching entropy (BE),
exists in some works (Chang & Su, 1997; Cohen et al., 2007, Huang & Powers,
2003; Tanaka-Ishii, 2005; Tung & Lee, 1994). The basic idea behind those measurements is
closely related to one particular perspective of n-gram and information theory, cross-entropy
or perplexity. According to Zhao and Kit (2007), AV and BE both assume that the border of a
potential Chinese word is located where the uncertainty of successive character increases.
They believe that AV and BE are the discrete and continuous version, respectively, of a
fundamental work of Harris (1970), and they decided to adopt AVS as an unsupervised feature
for CRF-based CWS. This work follows their choice in hope of producing a comparable study.
AV of a string S is defined as:
AV (s) = min{Lay (S), Ray (5)} 3)
In (3), La(S) and R, (S) are defined as the number of distinct preceding and succeeding
characters, respectively, except, when the adjacent character is absent because of a sentence
boundary, the pseudo-character of sentence beginning or sentence ending will be
accumulated. Feng et al. (2004) also developed more heuristic rules to remove strings that
contain known words or adhesive characters. For the strict meaning of unsupervised feature

and for the sake of simplicity, these additional rules are dropped in this study.
Since a recent work of Sun and Xu (2011) used both L,(S) and R,(S) as features of CRF,

this work will apply a similar approach, which is denoted as LRAVS, to make a thorough
comparison.

4. Other Related Works

4.1 Frequent String Extraction Algorithm

Besides previous works of TCB and TCF extraction (Sung et al., 2008), Chinese frequent
strings (Lin & Yu, 2001), and reduced n-gram (Ha et al., 2005), which have already been
mentioned, the article about a linear algorithm for frequency of substring with reduction (Li &
Zhang, 2005) also falls into this category. Most of these projects focused on the computational
complexity of algorithms. Broader algorithms for frequent string extraction are suffix array
(Manber & Myers, 1993) and PAT-tree (Chien, 1997).
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4.2 Unsupervised Word Segmentation Method

Zhao and Kit have explored several unsupervised strategies with their unified goodness
measurement of logarithm ranking (Zhao & Kit, 2007), including frequency of substring with
reduction (Lt & Zhang, 2005), description length gain (Kit & Wilks, 1999), accessor variety
(Feng et al., 2004), and boundary/branching entropy (Chang & Su, 1997; Cohen et al.,
2007; Huang & Powers, 2003; Tanaka-Ishii, 2005; Tung & Lee, 1994). Unlike the technique
described in this paper for incorporating unsupervised features into supervised CRF learning,
those methods usually filter out word-alike candidates using their own scoring mechanism
directly as unsupervised word segmentation.

4.3 Overlapping Ambiguity Resolution
Subword based tagging of Zhang et al. (2006) utilizes confidence measurement. Other

overlapping ambiguity resolution approaches are Naive Bayesian classifiers (Li et al., 2003),
mutual information, difference of t-test (Sun et al., 1997), and sorted table look-up (Qiao et al.,
2008). These works concentrate on overlapping of words according to some (supervised)
standard, rather than overlapping of substrings from unsupervised selection.

5. CRF Labeling Scheme

5.1 Character Position Based Labels
In this study, the CRF label set for CWS prediction adopts the 6-tag approach of Zhao et al.

(2010), which achieves very competitive performance and is one of the most fine-grained
character position based labeling schemes. According to Zhao et al. (2010), since less than 1%
of Chinese words are longer than five characters in most corpora from SIGHAN CWS
bakeoffs 2003, 2005, 2006, and 2008, the coverage of a 6-tag approach should be sufficient.
This configuration of CRF without additional unsupervised features is also the control group
of the experiment. Table 1 provides a sample of labeled training data.
Table 1. Sample of the 6-tag labels.
Character  Label

K~ B
] E
i S
e B
i C
Hl D

—

M
m
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For the sample text “~{fi| (contrarily) / IF'T (make) / ﬁilﬁiﬁ[ﬁ\é (more haste, less
speed)” (on the contrary, haste makes waste), the tag B stands for the beginning character of a
word, while C and D represent the second character and the third character of a word,
respectively. The ending character of a word is tagged as E. Once a word consists of more
than four characters, the tag for all of the middle characters between D and E is I. Finally, the

tag S is reserved specifically for single-character words.

5.2 Feature Templates

Feature instances are generated from templates based on the work of Ratnaparkhi
(1996). Table 2 explains their abilities. C_;, Cy, and C; stand for the input tokens individually
bound to the prediction label at the current position. For example, in Table 1, if the current
position is at the label I, features generated by C., Co, and C; are “[[],” “7,” and o= 304
respectively. Meanwhile, for window size 2, C.1Cy, CoCy, and C.;C; expands features of the
label I to “[I[|>,” “7-3£,” and “[I[[i#,” respectively. One may argue that the feature template
should expand to five tokens to cover the whole range of the 6-tag approach; however,
according to Zhao et al. (2010), the context window size in three tokens is effective to catch
parameters of the 6-tag approach for most strings that do not exceed five characters. Our pilot
test for this case also showed that context window size in two tokens would be sufficient

without a significant decrease in performance (Jiang et al., 2010).

Unsupervised features that will be introduced in the next subsection are generated by the
same template, except the binding target moves column by column, as listed in tables of the

next subsection.

Table 2. Feature template

Feature Function

C4,Co, Cy Previous, current, or next token
C.Co Previous and current tokens
CoCy Current and next tokens

C.C Previous and next tokens

5.3 Unified Feature Representation of CNG/AVS/TCF/TCB

To our knowledge, TCF, which is designed to fulfill a symmetrical comparison between the
properties of inner pattern (CNG, TCF, or COS/TCB) vs. outer pattern (AVS) and between
overlapping string (CNG, AVS, or TCF) vs. maximally matched string (COS/TCB), has not
been evaluated in any previous work. In short, while the original version of COS/TCB selects
the maximally matched string (i.e., non-overlapping string) as the feature (Feng et al.,
2004; Jiang et al., 2010; Zhao & Kit, 2007), TCF collects features of reduced n-gram from
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every character position with additional rank of likelihood converted from term-contributed
frequency, as its name implies. To compare different types of overlapping strings as
unsupervised features systematically, this work extends the previous work of Zhao and Kit
(2007) into a unified representation of features. The representation accommodates both
character position of a string and the string’s likelihood ranked in the logarithm. Formally, the
ranking function for a string S with a score X counted by CNG, AVS, or TCF is defined as:

f(s)=r,if2" <x<2"! @)

The logarithm ranking mechanism in (4) is inspired by Zipf’s law with the intention to
alleviate the potential data sparseness problem of infrequent strings. The rank r and the
corresponding character positions of a string then are concatenated as feature tokens. To give
the reader a clearer picture about what feature tokens look like, a sample representation, which
is denoted in regex as “[0-9]+[B|C|D|I|E|S]” for rank and character position, of CNG, AVS, or
TCF is demonstrated and explained by Figure 1 and Table 3.

WAZHREIA
CYSICIEICICICITY

Figure 1. Example of overlapping strings with ranks.
Table 3. Sample of the unified feature representation for overlapping strings.

Unsupervised Feature

Input Label
1 char 2 char 3 char 4 char 5 char
4 5S 3B 4B 0B 0B B
il 6S 3E 4C 0C 0C E
Fﬁ' 6S OE 4E 0D 0D S
Ak 4S OE OE OE ol B
i\ 4S OE OE OE OE C
Hl 6S 3B OE OE OE D
T 7S 3E OE OE OE |

b= 55 3E 0E OE OE E
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For example, judging by strings with two characters, one of the strings “* [fi|” gets rank

B

r = 3; therefore, the column of two-character feature tokens has “~” denoted as 3B and M

r=¢

denoted as 3E. If another two-character string “[fi| Fﬁ” competes with “~[fi” at the position of

=Arei]

[ with a lower rank r = 0, then 3E is selected for feature representation of the token at a

certain position.

Note that, when the string “f/[| 7+ conflicts with the string “{-3£” at the position of “{”
with the same rank r = 3, the corresponding character position with rank of the leftmost string,

which is 3E in this case, is applied arbitrarily.

Although those are indeed common situations of overlapping strings, this work simply
implements the above rules by Zhao and Kit (2007) for the sake of compatibility. In fact, pilot
tests have been done with a more complicated representation, like 3E-0B for “|fi|”” and 3E-3B
for “7*,” to keep the overlapping information within each column, but the test result shows no
significant differences in terms of accuracy and OOV recognition. Since the statistics of the

pilot tests could be redundant, they are omitted in this paper.

To make an informative comparison, this work also applies the original version of
non-overlapping COS/TCB features that is without ranks and is selected by the forward
maximum matching algorithm (Feng et al., 2004; Jiang et al., 2010; Zhao & Kit, 2007). Table
4 illustrates a sample representation of features in this case. Notably, there are several features
encoded as -1 individually to represent that the desired string is unseen. For the
non-overlapping siblings of the reduced n-grams family, such as COS/TCB, either the string
is always occupied by other superstrings or it simply does not appear more than once.

Table 4. Sample of the unified feature representation for
Non-overlapping COS/TCB strings.

Input Original COS/TCB Feature Label
= B B
il C E
ﬁF‘? E S
ﬁ# -1 B
W -1 C
HII -1 D
T -1 |
=3 -1 E

The length of a string is limited to five characters for the sake of efficiency and

consistency with the 6-tag approach.
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6. Experiments

CRF++ 0.54 (http://crfpp.sourceforge.net/) employs L-BFGS optimization and the tunable
hyper-parameter (CRF++ training function argument “-c”), i.e., the Gaussian prior, set to 100

throughout the whole experiment.

6.1 Data Set

The corpora used for the experiment are from the SIGHAN CWS bakeoff 2005 (Emerson,
2005) and SIGHAN CWS bakeoff 2010 (Zhao & Liu, 2010). SIGHAN 2005 comes with four
different standards, including Academia Sinica (AS), City University of Hong Kong (CityU),
Microsoft Research (MSR), and Peking University (PKU). SIGHAN 2010 provides a
Traditional Chinese corpus and a Simplified Chinese corpus. Each corpus has training/test sets
of four domains, including literature, computers, medicine, and finance, that are denoted as
domains A, B, C, and D, respectively. For comparison, statistics on most corpora of SIGHAN
2003, 2006, and 2008 that have been obtained are listed in the appendix.

6.2 Unsupervised Feature Selection

Unsupervised features are collected according to pairs of corresponding training/test corpora.
CNG and AVS are arranged with the help from SRILM (Stolcke, 2002). TCB strings and their
ranks converted from TCF are calculated by YASA (Sung et al., 2008). To distinguish the
ranked and overlapping features of TCB/TCF from those of the original version of
non-overlapping COS/TCB-based features, the former are denoted as TCF to indicate the

score source of frequency for ranking, and the abbreviation of the later remains as TCB.

6.3 Evaluation Metrics

The evaluation metrics of CWS task are adopted from SIGHAN bakeoffs, including test
precision (P), test recall (R), and their harmonic average F; measure score (F), as (5), (6), and
(7), respectively. For performance of OOV, formulae that are similar to P/R/F are employed.
To estimate the differences of performance between configurations of CWS experiments, this
work uses the confidence level, which has been applied since SIGHAN CWS bakeoff 2003
(Sproat & Emerson, 2003). The confidence level assumes that the recall (or precision) X of
accuracy (or OOV recognition) represents the probability that a word (or OOV word) will be
identified from N words in total and that a binomial distribution is appropriate for the
experiment. Confidence levels of P, R, Poov, and Rooy appear in Tables 5-10 under the
columns Cp, Cg, Cpooy, and Crogy, respectively, and they are calculated at the 95% confidence
interval with the formula +2 v ([X(1-X)] / N). Two configurations of CWS experiments then
are considered to be statistically different at a 95% confidence level if one of their Cp, Cg,
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Chroov, Or CRooy 1s different.

_ the number of words thatare correctly segmented

x100% (5)
the number of words that are segmented

_ the number of words that are correctly segmented

- x100% (6)
the number of words in the gold standard )
2xPxR
F =
P+R ™

6.4 Experimental Results

The most significant type of error is unintentionally segmented alphanumeric sequences, such
as English words or factoids in Arabic numerals. Rather than developing another set of feature
templates for non-Chinese characters that may violate the rules of closed training evaluation,
post-processing, which is mentioned in the official report of SIGHAN CWS bakeoff 2005
(Emerson, 2005), has been applied to remove spaces between non-Chinese characters in the
gold standard data of the AS corpus manually, since there are no urgent expectations of
correct segmentation on non-Chinese text. In SIGHAN 2005 and 2006, however, some
participants used character types, such as digits, date/time specific Chinese characters, English
letters, punctuation, and others (Chinese characters) as extra features, which triggered a debate
of closed training criteria (Zhao et al., 2010). Consequently, SIGHAN 2010 decided to allow
four types of characters, distinguished as Chinese characters, English letters, digits, and
punctuation. This work provides preliminary tests on non-Chinese patterns extracted from
SIGHAN 2010 unlabeled training corpora A and B, extra features of character types (in
character based trigram, T.;T,T;, where T can be E, D, P, or C for alphabets, digits,
punctuations, or Chinese characters, respectively), and their combinations to verify the
performance impact of these special treatments, as shown in Table 5 —Table 8. On the one
hand, the statistics indicate that the character types perform well and stably on most of the
corpora. On the other hand, the features, such as AVS and TCF, may still need help from
non-Chinese patterns of unlabeled training corpora A and B. As a matter of fact, our other
preliminary test suggests that SIGHAN 2010 test corpora contain a lot of OOV and
inconsistent segments from non-Chinese text (for example, inconsistency of usage on
full-width or half-width non-Chinese characters, some English words and factoids being
segmented but some of them not, etc.), which only can be memorized from the non-Chinese
patterns. Consequently, the experimental results of SIGHAN 2010 corpora involve
non-Chinese treatment based on the combination of the extra character type features and the

non-Chinese patterns, but the experimental results of SIGHAN 2005 corpora do not.
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Domain  Feature P Cp R Cr
Original 6-tag 92.16 +0.002869 91.63 +0.002956 91.89
+(Non-Chinese Pattern) 92.32 +0.002842 91.27 +£0.003013 91.79
A +(Character Type) 92.70 +0.002777 92.33 +0.002840 92.51
+(Non-Chinese Pattern, Character Type) 92.71 £0.002775 92.33 £0.002841 92.52
Original 6-tag 77.44 £0.004558 86.72 +0.003701 81.82
+(Non-Chinese Pattern) 89.85 +£0.003294 83.62 +0.004036 86.62
B +(Character Type) 91.68 +0.003013 93.58 +0.002673 92.62
+(Non-Chinese Pattern, Character Type) 92.93 £0.002795 91.19 £0.003091 92.05
Original 6-tag 89.61 +0.003466 90.64 +0.003309 90.12
+(Non-Chinese Pattern) 90.87 +0.003272 89.77 +0.003443 90.32
¢ +(Character Type) 91.11 +0.003233 92.02 +0.003078 91.56
+(Non-Chinese Pattern, Character Type) 91.54 £0.003161 91.29 +£0.003203 91.42
Original 6-tag 89.82 +0.003367 91.24 +0.003148 90.52
+(Non-Chinese Pattern) 93.48 +£0.002749 91.06 £0.003176 92.25
P +(Character Type) 92.35 +£0.002960 93.99 +0.002646 93.16
+(Non-Chinese Pattern, Character Type) 93.97 +£0.002650 93.61 +0.002723 93.79
Table 6. Non-Chinese treatment OOV on SIGHAN’10 simplified Chinese corpora.
Domain  Feature Roov  Croov Poov  Cproov Foov
Original 6-tag 55.52 +0.019647 52.00 +0.019752 53.71
+(Non-Chinese Pattern) 53.71 £0.019714 52.34 £0.019746 53.01
A +(Character Type) 62.42 £0.019149 58.86 +0.019455 60.59
+(Non-Chinese Pattern, Character Type) 61.77 £0.019212 59.24 £0.019427 60.48
Original 6-tag 36.06 +£0.014105 20.49 +0.011855 26.13
+(Non-Chinese Pattern) 41.38 £0.014467 52.17 £0.014673 46.16
B +(Character Type) 76.27 +£0.012496 71.40 £0.013274 73.76
+(Non-Chinese Pattern, Character Type) 67.49 £0.013759 76.28 +£0.012495 71.62
Original 6-tag 59.69 +0.016736 49.40 +0.017059 54.06
+(Non-Chinese Pattern) 58.80 £0.016793 54.76 +0.016982 56.71
¢ +(Character Type) 68.14 +0.015898 59.69 £0.016736 63.64
+(Non-Chinese Pattern, Character Type) 66.03 £0.016159 60.54 +0.016677 63.17
Original 6-tag 48.79 +0.018869 35.90 +£0.018109 41.36
b +(Non-Chinese Pattern) 53.98 +0.018815 55.56 £0.018757 54.76
+(Character Type) 68.81 +0.017487 57.73 +0.018648 62.79
+(Non-Chinese Pattern, Character Type) 68.64 £0.017514 66.30 +0.017844 67.45
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Table 7. Non-Chinese treatment on SIGHAN’10 traditional Chinese corpora.
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Domain

Feature

Ce

Cr

Original 6-tag

+(Non-Chinese Pattern)

+(Character Type)

+(Non-Chinese Pattern, Character Type)

90.63 +£0.003065
90.73 +£0.003049
92.95 £0.002691
92.94 £0.002693

88.72 £0.003326
88.58 +£0.003344
92.16 +£0.002826
92.20 +0.002819

89.66
89.64
92.55
92.57

Original 6-tag

+(Non-Chinese Pattern)

+(Character Type)

+(Non-Chinese Pattern, Character Type)

94.52 +£0.002248
94.12 £0.002325
96.15 +0.001902
95.63 £0.002019

93.28 £0.002474
91.32 +0.002781
95.53 £0.002042
94.22 +0.002307

93.90
92.70
95.84
94.92

Original 6-tag

+(Non-Chinese Pattern)

+(Character Type)

+(Non-Chinese Pattern, Character Type)

92.95 £0.002479
92.69 +£0.002521
94.72 £0.002167
94.62 £0.002186

91.42 £0.002712
90.77 +0.002803
93.95 +0.002308
93.77 £0.002341

92.18
91.72
94.33
94.19

Original 6-tag

+(Non-Chinese Pattern)

+(Character Type)

+(Non-Chinese Patter, Character Type)

94.06 £0.002199
93.85 +£0.002236
95.50 £0.001928
95.48 £0.001933

93.39 £0.002312
92.73 £0.002416
95.51 +£0.001926
95.34 £0.001961

93.72
93.28
95.51
95.41

Table 8.

Non-Chinese treatment OOV on SIGHAN’10 traditional Chinese corpora.

Domain

Feature

ROOV CRoov

POOV CPoov

Foov

Original 6-tag

+(Non-Chinese Pattern)

+(Character Type)

+(Non-Chinese Pattern, Character Type)

72.50 £0.015297
71.62 £0.015446
75.45 £0.014745
75.60 £0.014715

57.20 £0.016951
57.04 £0.016959
67.72 £0.016017
68.44 +£0.015923

63.95
63.50
71.38
71.84

Original 6-tag

+(Non-Chinese Pattern)

+(Character Type)

+(Non-Chinese Pattern, Character Type)

76.46 £0.014455
68.49 £0.015828
80.44 £0.013514
74.07 £0.014931

71.38 £0.015399
65.20 £0.016229
81.81 +0.013143
76.40 +£0.014466

73.83
66.80
81.12
75.22

Original 6-tag

+(Non-Chinese Pattern)

+(Character Type)

+(Non-Chinese Pattern, Character Type)

73.48 £0.015336
69.69 £0.015968
76.91 £0.014641
75.97 £0.014843

58.33 £0.017128
56.31 £0.017232
68.87 £0.016087
68.18 +0.016181

65.03
62.29
72.67
71.87

Original 6-tag

+(Non-Chinese Pattern)

+(Character Type)

+(Non-Chinese Pattern, Character Type)

78.54 £0.013963
75.53 £0.014622
81.58 £0.013184
80.64 +0.013438

66.01 £0.016110
63.69 £0.016355
76.99 +£0.014315
76.22 £0.014481

71.73
69.11
79.22
78.37
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This empirical decision implies that CWS benchmarking corpus should be prepared more
carefully to avoid unpredictable side effects from non-Chinese text. Note that the treatment
does not use unlabeled training corpora A and B separately. Further discussions are mainly
based on this treatment, hopefully without loss of generality and of interest for comparative
studies. Numbers in bold face and italic style indicate the best and the second best results of a
certain evaluation metric, respectively, except for the topline and the best record from each
year of SIGHAN bakeoffs. Configurations with the same values of confidence level on P or R
are underlined, but only records that have the same confidence level on both P and R should
be considered as statistically insignificant, and this phenomenon did not occur in our

experiment results.

Unlike the previous work, which showed a relatively clearer trend of feature selection
(Jiang et al., 2011), CWS performance may vary between different CWS standards and
domains in this study. Considering either the best or second best records in terms of F, feature
combinations consisting of LRAVS or AVS usually outperform, except on MSR of SIGHAN
2005 corpora. Nevertheless, in terms of Fooy, feature combinations consisting of TCF or TCB
consistently increase in performance on every corpus. Similar situations also can be
recognized from the experiments on some of the SIGHAN 2003, 2006, and 2008 corpora;
please refer to the appendix for details. This complicated phenomenon indicates that, since
CWS studies usually struggle with incremental and small improvements, different CWS
standards and/or domains can make comparative research difficult and cause experimental
results of related works to be incompatible. For equipping supervised CWS with unsupervised
feature selection from unlabeled data, the experimental results of this work suggests that using
LRAVS+TCF with more careful non-Chinese text treatments and CRF parameter tuning (e.g.,
more cross-validations to find a specific hyper-parameter of Gaussian prior) would be a very
good choice. Nevertheless, it is still worth noting that the best performance of this work in
terms of F is found on the best official records on traditional Chinese domain B (Computer) of
SIGHAN 2010 corpora and all of the SIGHAN 2005 corpora except the PKU corpus. This is
especially true when this work does not apply any special treatment of character type and
non-Chinese text that many other related works do on SIGHAN 2005 corpora. Note that “Our
Baseline/Topline” in the following tables indicates where official baseline/topline suffered
from official release script for maximum matching malfunctions on data in UTF-8 encoding
and/or some uncertain incompatibilities between obtained corpora and official ones that

caused inconsistent statistics during experiment reproductions.
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Table 9. Performance comparison of accuracy on SIGHAN 2005 AS corpus.

Configuration P Cp R Cr F
6-tag 94.50 +0.001308 95.74 +0.001159 95.12
CNG 95.12 +0.001236 95.53 +0.001186 95.32
AVS 95.14 +0.001234 95.86 +0.001143 95.50
TCB 94.48 +0.001311 95.73 +0.001160 95.10
TCF 94.86 +0.001267 95.92 +0.001135 95.39
AVS+TCB 95.21 +0.001226 95.96 +0.001130 95.58
AVS+TCF 95.27 +0.001218 96.02 +0.001121 95.65
LRAVS 94.88 +0.001265 95.91 +0.001136 95.39
LRAVS+TCB 95.03 +0.001247 96.02 +0.001122 95.52
LRAVS+TCF 95.00 +0.001251 96.01 +0.001124 95.50
2005 Best 9510 £0001230 %520 - £0001220 9520
2005 Baseline 85.70 +0.002000 90.90 +0.001643 88.20
Our Baseline 86.40 +0.001967 91.15 +0.001629 88.71
2005 Topline 98.50 +0.000694 97.90 +0.000819 98.20
Our Topline 98.64 +0.000665 97.97 +0.000809 98.30

Table 10. Performance comparison of OOV on SIGHAN 2005 AS corpus.

Configuration Roov Croov Poov Chroov Foov
6-tag 66.09 +0.012356 61.85 +0.012678 63.90
CNG 67.39 +0.012235 66.81 +0.01229 67.10
AVS 68.93 +0.012078 70.73 +0.011875 69.82
TCB 66.16 +0.012349 64.02 +0.012668 64.02
TCF 70.27 +0.011929 63.89 +0.012536 66.93
AVS+TCB 69.31 +0.012037 71.49 +0.011783 70.38
AVS+TCF 69.59 +0.012006 70.94 +0.011850 70.26
LRAVS 66.31 +0.012336 67.07 +0.012266 66.69
LRAVS+TCB 67.33 +0.012241 67.91 +0.012184 67.62
LRAVS+TCF 69.82 +0.011981 66.15 +0.012350 67.94
2005Best 6060 0012005 NA NA NA
2005 Baseline 0.40 +0.001647 N/A N/A N/A
Our Baseline 1.41 +0.003080 3.08 +0.004512 1.94
2005 Topline 99.60 +0.001647 N/A N/A N/A

Our Topline 99.59 +0.001677 95.48 +0.005420 97.49
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Table 11. Performance comparison of accuracy on SIGHAN 2005 CityU corpus.

Configuration P Cp R Cr F
6-tag 94.82 +0.002207 94.64 +0.002245 94.73
CNG 95.55 +0.002055 94.39 +0.002292 94.97
AVS 95.27 +0.002115 94.93 +0.002185 95.10
TCB 95.21 +0.002129 94.93 +0.002186 95.07
TCF 95.30 +0.002107 94.96 +0.002180 95.13
AVS+TCB 95.34 +0.002100 95.13 +0.002145 95.23
AVS+TCF 95.39 +0.002088 95.15 +0.002140 95.27
LRAVS 95.35 +0.002099 95.08 +0.002155 95.21
LRAVS+TCB 95.45 +0.002077 95.21 +0.002127 95.33
LRAVS+TCF 95.41 +0.002085 95.20 +0.002130 95.30
2005 Best 90460 0002230 90410 - 0002330 9430
2005 Baseline 79.00 +0.004026 88.20 +0.003189 83.30
Our Baseline 83.84 +0.003667 90.81 +0.002877 87.19
2005 Topline 99.10 +0.000934 98.80 +0.001076 98.20
Our Topline 99.24 +0.000867 98.90 +0.001040 99.07

Table 12. Performance comparison of OOV on SIGHAN 2005 CityU corpus.

Configuration Roov Croov Poov Chroov Foov
6-tag 69.15 +0.016141 65.54 +0.016609 67.30
CNG 69.68 +0.016063 69.41 +0.016104 69.55
AVS 70.48 +0.015942 71.90 +0.015709 71.18
TCB 71.83 +0.015721 70.12 +0.016236 70.12
TCF 72.39 +0.015624 68.76 +0.016198 70.53
AVS+TCB 71.14 +0.015836 72.70 +0.01557 71.91
AVS+TCF 70.97 +0.015863 72.77 +0.015556 71.86
LRAVS 69.78 +0.016048 72.09 +0.015676 70.92
LRAVS+TCB 70.57 +0.015926 73.06 +0.015505 71.80
LRAVS+TCF 71.17 +0.015831 73.22 +0.015475 72.18
2005Best 6080 £0016046 NA NA NA
2005 Baseline 0.00 +0.000000 N/A N/A N/A
Our Baseline 16.22 +0.012882 33.91 +0.016544 21.94
2005 Topline 99.70 +0.001911 N/A N/A N/A

Our Topline 99.74 +0.001794 98.82 +0.003771 99.28
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Table 13. Performance comparison of accuracy on SIGHAN 2005 MSR corpus.

Configuration P Cp R Cr F
6-tag 97.29 +0.000998 97.03 +0.001042 97.16
CNG 97.02 +0.001045 96.87 +0.001069 96.95
AVS 97.24 +0.001007 96.91 £0.001063 97.07
TCB 97.32 +0.000993 97.09 +0.001033 97.20
TCF 97.02 +0.001044 96.70 +0.001097 96.86
AVS+TCB 97.16 +0.001020 96.91 £0.001063 97.04
AVS+TCF 97.25 +0.001005 97.00 +0.001049 97.12
LRAVS 97.20 +0.001014 97.01 +0.001046 97.10
LRAVS+TCB 97.21 +0.001012 97.05 +0.001040 97.13
LRAVS+TCF 97.29 +0.000997 96.43 +0.001139 96.86
2005Best 960  =0001110 9620 0001170 9640
2005 Baseline 91.20 +0.001733 95.50 +0.001268 93.30
Our Baseline 91.74 +0.001691 95.69 +0.001247 93.67
2005 Topline 99.20 +0.000545 99.10 +0.000578 99.10
Our Topline 99.31 +0.000510 99.10 +0.000580 99.20

Table 14. Performance comparison of OOV on SIGHAN 2005 MSR corpus.

Configuration Roov Croov Poov Chroov Foov
6-tag 72.22 +0.015108 60.52 +0.016487 65.85
CNG 71.37 +0.015247 62.08 +0.016365 66.40
AVS 69.88 +0.015474 61.96 +0.016375 65.68
TCB 72.96 +0.014982 66.73 +0.016414 66.73
TCF 73.81 +0.014830 58.68 +0.016608 65.38
AVS+TCB 70.41 +0.015395 62.11 +0.016362 66.00
AVS+TCF 71.12 +0.015286 62.54 +0.016325 66.56
LRAVS 70.91 +0.015319 63.02 +0.016283 66.73
LRAVS+TCB 71.05 +0.015297 63.49 +0.016239 67.06
LRAVS+TCF 73.81 +0.014830 59.28 +0.016571 65.75
2005Best 770 0015194 NA NA NA
2005 Baseline 0.00 +0.000000 N/A N/A N/A
Our Baseline 247 +0.005240 16.71 +0.012582 431
2005 Topline 99.80 +0.001507 N/A N/A N/A

Our Topline 99.79 +0.001552 99.37 +0.002676 99.58
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Table 15. Performance comparison of accuracy on SIGHAN 2005 PKU corpus.

Configuration P Cp R Cr F
6-tag 93.73 +0.001512 92.70 +0.001623 93.21
CNG 94.36 +0.001438 93.57 +0.001530 93.96
AVS 94.21 +0.001457 93.24 +0.001566 93.72
TCB 93.97 +0.001485 92.76 +0.001616 93.36
TCF 93.94 +0.001488 92.81 +0.001611 93.37
AVS+TCB 94.33 +0.001443 93.31 +0.001559 93.81
AVS+TCF 94.25 +0.001451 93.44 +0.001544 93.85
LRAVS 94.34 +0.001441 93.48 +0.001540 93.91
LRAVS+TCB 94.32 +0.001443 93.44 +0.001544 93.88
LRAVS+TCF 93.91 +0.001492 92.20 +0.001672 93.05
2005Best 9460 +0.001400 9530 0001310 9500
2005 Baseline 83.60 +0.002292 90.40 +0.001824 86.90
Our Baseline 84.29 +0.002269 90.68 +0.001813 87.37
2005 Topline 98.80 +0.000674 98.50 +0.000752 98.70
Our Topline 98.96 +0.000634 98.62 +0.000726 98.79

Table 16. Performance comparison of OOV on SIGHAN 2005 PKU corpus.

Configuration Roov Croov Poov Cpoov Foov
6-tag 57.48 +0.012083 48.04 +0.012211 52.33
CNG 65.58 +0.011612 57.87 +0.012068 61.48
AVS 62.69 +0.011821 55.60 +0.012144 58.93
TCB 60.07 +0.011970 54.87 +0.012220 54.87
TCF 60.39 +0.011954 50.41 +0.012220 54.95
AVS+TCB 64.02 +0.011730 56.97 +0.012101 60.29
AVS+TCF 63.80 +0.011746 56.06 +0.012130 59.68
LRAVS 65.02 +0.011656 57.31 +0.012089 60.92
LRAVS+TCB 65.42 +0.011625 57.60 +0.012079 61.26
LRAVS+TCF 60.42 +0.011952 48.92 +0.012218 54.07
2005Best 6360 0011760  NA NA NA
2005 Baseline 5.90 +0.005759 N/A N/A N/A
Our Baseline 6.86 +0.006178 6.10 +0.005850 6.46
2005 Topline 99.40 +0.001888 N/A N/A N/A

Our Topline 99.37 +0.001938 971.72 +0.003645 98.54
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Table 17. Non-Chinese treatment performance comparison of accuracy on SIGHAN
2010 simplified Chinese domain A (Literature) corpus.

Configuration P Cp R Cr F
6-tag 92.83 +0.002754 92.37 +0.002833 92.60
CNG 93.69 +0.002595 91.94 +0.002906 92.81
AVS 93.47 +0.002638 92.89 +0.002744 93.18
TCB 93.12 +0.002702 92.56 +0.002801 92.84
TCF 93.18 +0.002690 92.52 +0.002808 92.85
AVS+TCB 93.68 +0.002596 92.99 +0.002726 93.33
AVS+TCF 93.67 +0.002600 93.10 +0.002705 93.38
LRAVS 93.55 +0.002623 93.08 +0.002709 93.31
LRAVS+TCB 93.56 +0.002620 93.11 +0.002703 93.33
LRAVS+TCF 93.72 +0.002589 93.28 +0.002673 93.50
2010Best 9460 0002390 0450 - 0002410 9460
2010 Baseline 86.20 +0.003648 91.70 +0.002919 88.90
Our Baseline 86.24 +0.003676 91.67 +0.002949 88.88
2010 Topline 99.00 +0.001053 98.60 +0.001243 98.80
Our Topline 99.02 +0.001052 98.57 +0.001268 98.79

Table 18. Non-Chinese treatment performance comparison of OOV on SIGHAN 2010
simplified Chinese domain A (Literature) corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 62.62 +0.019128 59.98 +0.01937 61.27
CNG 65.36 +0.018812 62.81 +0.019109 64.06
AVS 64.80 +0.018882 66.63 +0.018643 65.70
TCB 64.48 +0.018921 63.35 +0.019164 63.35
TCF 65.00 +0.018858 62.36 +0.019155 63.65
AVS+TCB 65.04 +0.018853 67.43 +0.018528 66.22
AVS+TCF 64.96 +0.018863 67.60 +0.018502 66.26
LRAVS 63.67 +0.019015 66.71 +0.018632 65.15
LRAVS+TCB 64.35 +0.018936 67.09 +0.018578 65.69
LRAVS+TCF 64.92 +0.018868 68.48 +0.018368 66.65
2010 Best 81.60 - 0015320 NA NA NA
2010 Baseline 15.60 +0.014346 N/A N/A N/A
Our Baseline 15.69 +0.014378 30.61 +0.01822 20.74
2010 Topline 99.60 +0.002495 N/A N/A N/A

Our Topline 99.60 +0.002505 96.48 +0.007282 98.02
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Table 19. Non-Chinese treatment performance comparison of accuracy on SIGHAN
2010 simplified Chinese domain B (Computer) corpus.

Configuration P Cp R Cr F
6-tag 90.95 +0.003129 92.46 +0.002880 91.70
CNG 91.45 +0.003050 92.36 +0.002898 91.90
AVS 91.25 +0.003081 92.72 +0.002833 91.98
TCB 91.21 +0.003087 92.53 +0.002867 91.87
TCF 90.86 +0.003143 92.62 +0.002852 91.73
AVS+TCB 91.60 +0.003026 92.67 +0.002842 92.13
AVS+TCF 90.81 +0.003151 92.16 +0.002932 91.48
LRAVS 91.71 +0.003007 92.61 +0.002854 92.16
LRAVS+TCB 91.97 +0.002963 92.76 +0.002826 92.37
LRAVS+TCF 91.28 +0.003077 92.60 +0.002856 91.93
2010Best 9500 0002320 9530 - £0002250 9510
2010 Baseline 63.20 +0.005132 85.60 +0.003736 72.70
Our Baseline 63.26 +0.005258 85.68 +0.003820 72.78
2010 Topline 99.30 +0.000887 99.10 +0.001005 99.20
Our Topline 99.25 +0.000940 99.06 +0.001052 99.16

Table 20. Non-Chinese treatment performance comparison of OOV on SIGHAN 2010
simplified Chinese domain B (Computer) corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 70.62 +0.013380 67.66 +0.013740 69.11
CNG 70.38 +0.013412 65.17 +0.013994 67.67
AVS 69.85 +0.013479 66.16 +0.013898 67.96
TCB 71.23 +0.013297 69.66 +0.013684 69.66
TCF 72.01 +0.013187 66.02 +0.013913 68.89
AVS+TCB 70.25 +0.013429 67.22 +0.013788 68.70
AVS+TCF 69.63 +0.013507 63.73 +0.014123 66.55
LRAVS 71.25 +0.013294 68.25 +0.013673 69.72
LRAVS+TCB 71.81 +0.013216 69.47 +0.013528 70.62
LRAVS+TCF 70.92 +0.013340 66.13 +0.013902 68.44
2010Best | 8270 oot NA NA NA
2010 Baseline 16.30 +0.010850 N/A N/A N/A
Our Baseline 16.65 +0.010944 6.39 +0.007185 9.24
2010 Topline 99.00 +0.002923 N/A N/A N/A

Our Topline 99.00 +0.002930 98.08 +0.004028 98.54
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Table 21. Non-Chinese treatment performance comparison of accuracy on SIGHAN
2010 simplified Chinese domain C (Medicine) corpus.

Configuration P Cp R Cr F
6-tag 91.27 +0.003207 91.96 +0.003089 91.61
CNG 92.84 +0.002928 92.07 +0.003069 92.46
AVS 92.40 +0.003011 92.89 +0.002919 92.64
TCB 91.55 +0.003159 92.19 +0.003048 91.87
TCF 91.62 +0.003147 92.21 +0.003045 91.91
AVS+TCB 92.73 +0.002949 92.90 +0.002917 92.82
AVS+TCF 92.82 +0.002933 93.07 +0.002885 92.94
LRAVS 93.12 +0.002876 93.22 +0.002856 93.17
LRAVS+TCB 93.12 +0.002875 93.33 +0.002834 93.23
LRAVS+TCF 93.07 +0.002884 93.20 +0.002859 93.14
2010Best 9360 0002760 0420 - £0002630 9390
2010 Baseline 77.40 +0.004714 88.60 +0.003582 82.60
Our Baseline 77.46 +0.004746 88.64 +0.003604 82.68
2010 Topline 99.10 +0.001064 98.90 +0.001176 99.00
Our Topline 99.18 +0.001025 98.97 +0.001146 99.08

Table 22. Non-Chinese treatment performance comparison of OOV on SIGHAN 2010
simplified Chinese domain C (Medicine) corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 66.70 +0.016081 61.15 +0.016630 63.80
CNG 70.90 +0.015498 70.46 +0.015567 70.68
AVS 71.02 +0.015479 69.61 +0.015692 70.31
TCB 66.41 +0.016115 60.67 +0.016667 63.41
TCF 66.44 +0.016112 60.65 +0.016668 63.41
AVS+TCB 70.10 +0.015621 69.00 +0.015780 69.54
AVS+TCF 69.66 +0.015685 69.11 +0.015765 69.38
LRAVS 71.62 +0.015382 70.91 +0.015497 71.26
LRAVS+TCB 71.45 +0.015410 70.39 +0.015576 70.92
LRAVS+TCF 71.56 +0.015392 70.53 +0.015556 71.04
2010 Best 7500 0014774 NA NA NA
2010 Baseline 12.30 +0.011206 N/A N/A N/A
Our Baseline 12.33 +0.011218 15.34 +0.012294 13.67
2010 Topline 98.00 +0.004777 N/A N/A N/A

Our Topline 98.21 +0.004519 97.21 +0.005623 97.71
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Table 23. Non-Chinese treatment performance comparison of accuracy on SIGHAN
2010 simplified Chinese domain D (Finance) corpus.

Configuration P Cp R Cr F
6-tag 93.01 +0.002838 93.74 +0.002697 93.38
CNG 94.40 +0.002561 93.66 +0.002714 94.02
AVS 93.54 +0.002736 94.30 +0.002581 93.92
TCB 93.35 +0.002774 94.14 +0.002614 93.74
TCF 93.10 +0.002822 93.88 +0.002669 93.49
AVS+TCB 94.56 +0.002526 94.49 +0.002540 94.53
AVS+TCF 94.05 +0.002633 94.10 +0.002624 94.08
LRAVS 94.30 +0.002582 94.13 +0.002616 94.21
LRAVS+TCB 94.36 +0.002568 94.16 +0.002611 94.26
LRAVS+TCF 94.36 +0.002569 94.19 +0.002604 94.28
2010Best 9600 0002160 9500 - 0002180 9590
2010 Baseline 80.30 +0.004377 91.40 +0.003085 85.50
Our Baseline 80.26 +0.004431 91.41 +0.003119 85.48
2010 Topline 99.50 +0.000776 99.40 +0.000850 99.40
Our Topline 99.56 +0.000734 99.47 +0.000810 99.52

Table 24. Non-Chinese treatment performance comparison of OOV on SIGHAN 2010
simplified Chinese domain D (Finance) corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 67.60 +0.017666 61.28 +0.018388 64.28
CNG 73.53 +0.016655 67.77 +0.017642 70.53
AVS 71.10 +0.017111 64.17 +0.018101 67.46
TCB 70.58 +0.017201 66.44 +0.018250 66.44
TCF 70.13 +0.017277 61.19 +0.018396 65.35
AVS+TCB 73.80 +0.016598 70.79 +0.017166 72.26
AVS+TCF 70.76 +0.017172 67.73 +0.017648 69.21
LRAVS 71.66 +0.017012 68.54 +0.017528 70.07
LRAVS+TCB 72.63 +0.016831 69.82 +0.017328 71.20
LRAVS+TCF 72.38 +0.016878 69.40 +0.017396 70.86
2010 Best 8270 - 0014279 NA NA NA
2010 Baseline 23.30 +0.015958 N/A N/A N/A
Our Baseline 23.32 +0.015963 14.15 +0.013157 17.61
2010 Topline 99.50 +0.002663 N/A N/A N/A

Our Topline 99.72 +0.001985 99.34 +0.003047 99.53
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Table 25. Non-Chinese treatment performance comparison of accuracy on SIGHAN
2010 traditional Chinese domain A (Literature) corpus.

Configuration P Cp R Cr F
6-tag 93.06 +0.002672 92.31 +0.002802 92.68
CNG 93.66 +0.002562 91.16 +0.002985 92.39
AVS 93.61 +0.002572 92.78 +0.002721 93.19
TCB 93.21 +0.002646 92.33 +0.002798 92.77
TCF 93.33 +0.002623 92.58 +0.002756 92.95
AVS+TCB 93.61 +0.002572 92.85 +0.002709 93.23
AVS+TCF 93.68 +0.002559 92.98 +0.002685 93.33
LRAVS 93.77 +0.002542 93.04 +0.002676 93.40
LRAVS+TCB 93.77 +0.002541 93.06 +0.002673 93.41
LRAVS+TCF 93.65 +0.002564 92.92 +0.002697 93.28
2010Best 9420 0002450 0420 - £0002450 9420
2010 Baseline 78.80 +0.004286 86.30 +0.003606 82.40
Our Baseline 78.83 +0.004295 86.39 +0.003605 82.44
2010 Topline 98.80 +0.001142 98.10 +0.001432 98.50
Our Topline 98.83 +0.001130 98.11 +0.001430 98.47

Table 26. Non-Chinese treatment performance comparison of OOV on SIGHAN 2010
traditional Chinese domain A (Literature) corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 75.89 +0.014654 68.68 +0.015889 72.11
CNG 74.12 +0.015004 69.46 +0.015780 71.71
AVS 75.10 +0.014816 73.34 +0.015148 74.21
TCB 77.19 +0.014376 69.27 +0.015807 73.01
TCF 77.10 +0.014395 69.82 +0.015727 73.28
AVS+TCB 75.54 +0.014727 73.46 +0.015127 74.48
AVS+TCF 75.60 +0.014715 73.92 +0.015042 74.75
LRAVS 75.42 +0.014751 74.93 +0.014848 75.18
LRAVS+TCB 75.66 +0.014703 75.12 +0.014810 75.39
LRAVS+TCF 75.27 +0.014780 74.44 +0.014944 74.85
2010Best 7880 0014003 NA NA NA
2010 Baseline 4.10 +0.006793 N/A N/A N/A
Our Baseline 4.10 +0.006791 8.93 +0.009769 5.62
2010 Topline 99.80 +0.001531 N/A N/A N/A

Our Topline 99.82 +0.001439 99.33 +0.002804 99.57
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Table 27. Non-Chinese treatment performance comparison of accuracy on SIGHAN
2010 traditional Chinese domain B (Computer) corpus.

Configuration P Cp R Cr F
6-tag 95.15 +0.002122 93.20 +0.002487 94.17
CNG 95.60 +0.002027 93.16 +0.002494 94.36
AVS 95.67 +0.002012 93.83 +0.002378 94.74
TCB 95.21 +0.002111 93.25 +0.002480 94.22
TCF 95.28 +0.002095 93.42 +0.002450 94.34
AVS+TCB 95.62 +0.002023 93.72 +0.002398 94.66
AVS+TCF 95.74 +0.001996 93.83 +0.002378 94.77
LRAVS 95.57 +0.002034 93.79 +0.002384 94.67
LRAVS+TCB 95.63 +0.002020 93.85 +0.002373 94.73
LRAVS+TCF 95.55 +0.002038 93.81 +0.002381 94.67
2010Best 9570 0001950 0480 - £0002130 9520
2010 Baseline 70.10 +0.004390 87.30 +0.003193 77.80
Our Baseline 70.15 +0.004522 87.33 +0.003286 77.80
2010 Topline 99.10 +0.000906 98.80 +0.001044 99.00
Our Topline 99.38 +0.000778 98.85 +0.001055 99.11

Table 28. Non-Chinese-Pattern performance comparison of OOV on SIGHAN 2010
traditional Chinese domain B (Computer) corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 58.79 +0.016769 68.17 +0.015871 63.14
CNG 61.77 +0.016556 70.16 +0.015589 65.70
AVS 60.59 +0.016649 72.29 +0.015248 65.93
TCB 59.09 +0.016751 68.81 +0.015784 63.58
TCF 59.34 +0.016735 69.21 +0.015727 63.89
AVS+TCB 60.89 +0.016626 72.24 +0.015257 66.08
AVS+TCF 61.35 +0.01659 72.90 +0.015143 66.63
LRAVS 61.67 +0.016564 72.84 +0.015155 66.79
LRAVS+TCB 61.82 +0.016552 73.07 +0.015113 66.98
LRAVS+TCF 61.55 +0.016574 72.94 +0.015135 66.76
2010 Best 6660 0016069 NA NA NA
2010 Baseline 1.00 +0.003390 N/A N/A N/A
Our Baseline 1.03 +0.003445 0.55 +0.002515 0.72
2010 Topline 99.60 +0.002150 N/A N/A N/A

Our Topline 99.34 +0.002765 99.41 +0.002609 99.37
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Table 29. Non-Chinese treatment performance comparison of accuracy on SIGHAN
2010 traditional Chinese domain C (Medicine) corpus.

Configuration P Cp R Cr F
6-tag 94.70 +0.002170 93.83 +0.002331 94.26
CNG 95.35 +0.002039 93.35 +0.002414 94.34
AVS 95.28 +0.002055 94.37 +0.002232 94.82
TCB 94.76 +0.002158 93.87 +0.002324 9431
TCF 94.88 +0.002135 94.05 +0.002291 94.46
AVS+TCB 95.33 +0.002044 94.49 +0.002209 94.91
AVS+TCF 95.33 +0.002043 94.44 +0.002219 94.88
LRAVS 95.52 +0.002003 94.60 +0.002190 95.06
LRAVS+TCB 95.36 +0.002038 94,51 +0.002206 94.93
LRAVS+TCF 95.42 +0.002025 94.42 +0.002224 94.91
2010Best 9570 40001950 ¢ 9530 0002030 9550
2010 Baseline 81.00 +0.003764 88.60 +0.003049 84.60
Our Baseline 80.98 +0.003801 88.63 +0.003075 84.64
2010 Topline 98.90 +0.001001 98.40 +0.001204 98.60
Our Topline 98.91 +0.001006 98.38 +0.001223 98.64

Table 30. Non-Chinese treatment performance comparison of OOV on SIGHAN 2010
traditional Chinese domain C (Medicine) corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 74.79 +0.015086 67.98 +0.016209 71.22
CNG 77.16 +0.014586 71.22 +0.015730 74.07
AVS 76.13 +0.014810 74.80 +0.015083 75.46
TCB 75.60 +0.014922 68.64 +0.016119 71.95
TCF 75.79 +0.014883 69.29 +0.016026 72.39
AVS+TCB 76.72 +0.014683 75.75 +0.014890 76.23
AVS+TCF 77.22 +0.014572 75.69 +0.014903 76.44
LRAVS 78.65 +0.014237 76.37 +0.014759 77.49
LRAVS+TCB 77.75 +0.014451 75.54 +0.014934 76.63
LRAVS+TCF 78.03 +0.014385 75.65 +0.014911 76.82
2010 Best 7980 0013949 NA NA NA
2010 Baseline 2.70 +0.005631 N/A N/A N/A
Our Baseline 2.71 +0.005639 4.34 +0.007082 3.34
2010 Topline 99.20 +0.003095 N/A N/A N/A

Our Topline 99.16 +0.003171 98.73 +0.003891 98.94
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Table 31. Non-Chinese treatment performance comparison of accuracy on SIGHAN
2010 traditional Chinese domain D (Finance) corpus.

Configuration P Cp R Cr F
6-tag 95.52 +0.001925 95.46 +0.001937 95.49
CNG 96.13 +0.001794 95.04 +0.002020 95.58
AVS 95.99 +0.001825 95.79 +0.001868 95.89
TCB 95.55 +0.001918 95.51 +0.001927 95.53
TCF 95.61 +0.001907 95.57 +0.001915 95.59
AVS+TCB 95.93 +0.001839 95.77 +0.001874 95.85
AVS+TCF 95.99 +0.001825 95.88 +0.001850 95.93
LRAVS 96.02 +0.001820 95.73 +0.001881 95.87
LRAVS+TCB 96.04 +0.001814 95.82 +0.001862 95.93
LRAVS+TCF 95.94 +0.001836 95.71 +0.001885 95.83
2010Best 9620 0001760 < 9640 - 0001720 9630
2010 Baseline 82.60 +0.003492 88.80 +0.002905 85.50
Our Baseline 82.56 +0.003531 88.77 +0.002937 85.55
2010 Topline 98.60 +0.001082 98.10 +0.001258 98.40
Our Topline 98.63 +0.001081 98.10 +0.00127 98.36

Table 32. Non-Chinese treatment performance comparison of OOV on SIGHAN 2010
traditional Chinese domain D (Finance) corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 80.45 +0.013488 76.61 +0.014398 78.48
CNG 82.96 +0.012787 78.16 +0.014053 80.49
AVS 81.33 +0.013253 81.28 +0.013267 81.30
TCB 80.99 +0.013346 77.44 +0.014216 79.17
TCF 80.92 +0.013363 77.26 +0.014255 79.05
AVS+TCB 80.99 +0.013346 81.55 +0.013193 81.27
AVS+TCF 80.99 +0.013346 81.96 +0.013077 81.47
LRAVS 82.62 +0.012889 82.10 +0.013038 82.36
LRAVS+TCB 82.18 +0.013016 82.44 +0.012942 82.31
LRAVS+TCF 81.86 +0.013105 82.04 +0.013054 81.95
2010Best 8120 0013288 NA NA NA
2010 Baseline 0.60 +0.002627 N/A N/A N/A
Our Baseline 0.60 +0.002618 2.28 +0.005078 0.95
2010 Topline 99.70 +0.001860 N/A N/A N/A

Our Topline 99.69 +0.001902 98.54 +0.004076 99.11
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It has been observed that using any of the unsupervised features could create short
patterns for the CRF learner, which might break more English words than using the 6-tag
approach alone. AVS, TCF, and TCB, however, resolve more overlapping ambiguities of
Chinese words than the 6-tag approach and CNG. Interestingly, even for the unsupervised
feature without rank or overlapping information, TCB/TCF successfully recognizes “I'Z'“f}rg /
B/ pY ;iiﬁj / % / z&FE > while the 6-tag approach sees this phrase incorrectly as “[#
fjfag [Eiib py )2 jﬁj% / i'”éﬁjt.” TCB/TCF also saves more factoids, such as “—~ = Ju -
Ju / }?[”(129.9/around) from scattered tokens, such as “—~ = Jv / - / Ju / }‘FI”(129/
point / 9 / around).

The above observations suggest that the quality of a string as a word-like candidate
should be an important factor for the unsupervised feature injected CRF learner. Relatively
speaking, CNG probably brings in too much noise. Feature combinations of LRAVS and TCF
usually improve F and Fooy, respectively. Improvements are significant in terms of Cg, Cp,
Croovs and Cpqgy,, Which confirms the hypothesis mentioned at the end of Section 1.3 that,
combining information from the outer pattern of a substring (i.e., LRAVS) with information
from the inner pattern of a substring (i.e., TCF) into a compound of unsupervised feature
could help improving CWS performance of supervised labeling scheme of CRF. Nevertheless,
since AVS or TCB sometimes gain better results, fine-tuning of feature engineering according

to different corpora and segmentation standards is necessary.

7. Conclusion and Future Work

This work provides a unified view of CRF-based CWS integrated with unsupervised features
via frequent string, and it reasons that, since LRAVS comes with inner structure and TCF
comes with outer structure of overlapping string, utilizing their compound features could be
more useful than applying one of them solely. The thorough experimental results show that the
compound features of LRAVS and TCF usually obtain competitive performance in terms of F
and Fgoy, respectively. Sometimes, AVS and TCB may contribute more, but generally
combining the outer pattern of a substring (i.e., LRAVS or AVS) with the inner pattern of a
substring (i.e., TCF or TCB) into a compound of unsupervised features could help improve
CWS performance of a supervised labeling scheme of CRF. Recommended future
investigation is unknown word extraction and named entity recognition using AVS (Li et al.,
2010) and TCF/TCB(Chang & Lee, 2003; Zhang et al., 2010) as features for more
complicated CRF (Sun & Nan, 2010).
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Appendix

Table 33. Performance comparison of accuracy on SIGHAN 2003 AS corpus.
Configuration P Cp R Cr F
6-tag 97.18 +0.003024 97.23 +0.002998 97.21
CNG 97.05 +0.003091 97.16 +0.003033 97.11
AVS 97.06 +0.003086 97.23 +0.002998 97.14
TCB 97.16 +0.003037 97.18 +0.003024 97.17
TCF 97.15 +0.003042 97.11 +0.003059 97.13
AVS+TCB 97.04 +0.003098 97.24 +0.002994 97.14
AVS+TCF 97.07 +0.003081 97.30 +0.002958 97.19
LRAVS 96.89 +0.003172 97.15 +0.003042 97.02
LRAVS+TCB 97.03 +0.003103 97.20 +0.003011 97.12
LRAVS+TCF 96.94 +0.003147 97.24 +0.002994 97.09
2003 Best 9560  +0.003700 9660 £0003300 9610
2003 Baseline 91.20 +0.005175 91.70 +0.005040 91.50
Our Baseline 91.23 +0.005168 91.74 +0.005029 91.48
2003 Topline 99.30 +0.001523 99.00 +0.001818 99.20
Our Topline 99.30 +0.001526 99.02 +0.001804 99.16

Table 34. Performance comparison of OOV on SIGHAN 2003 AS corpus.

Configuration Roov CRoov Poov Croov Foov
6-tag 77.13 +0.052294 75.09 +0.053848 76.10
CNG 73.64 +0.054857 75.10 +0.053845 74.36
AVS 70.93 +0.056540 77.22 +0.052227 73.94
TCB 76.74 +0.052603 74.44 +0.054316 75.57
TCF 77.91 +0.051658 71.02 +0.056486 74.31
AVS+TCB 70.93 +0.056540 77.54 +0.051960 74.09
AVS+TCF 70.93 +0.056540 77.87 +0.051687 74.24
LRAVS 69.77 +0.057185 76.27 +0.052971 72.87
LRAVS+TCB 69.38 +0.057391 76.50 +0.052797 72.76
LRAVS+TCF 70.16 +0.056975 76.37 +0.052894 73.13
2003 Best 3640 005910 NA NA NA
2003 Baseline 0.00 +0.000000 N/A N/A N/A
Our Baseline 0.00 +0.000000 0.00 +0.000000 0.00
2003 Topline 98.80 +0.013558 N/A N/A N/A

Our Topline 98.84 +0.013348 97.33 +0.020079 98.08
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Table 35. Performance comparison of accuracy on SIGHAN 2003 CityU corpus.

Configuration P Cp R Cr F
6-tag 94.77 +0.002381 94.79 +0.002377 94.78
CNG 95.24 +0.002278 95.48 +0.002222 95.36
AVS 95.13 +0.002302 95.20 +0.002286 95.17
TCB 94.84 +0.002367 94.87 +0.002360 94.85
TCF 94.78 +0.002380 94.77 +0.002382 94.77
AVS+TCB 95.18 +0.002291 95.24 +0.002278 95.21
AVS+TCF 95.08 +0.002313 95.19 +0.002288 95.14
LRAVS 95.00 +0.002332 95.21 +0.002284 95.10
LRAVS+TCB 95.18 +0.002292 95.33 +0.002256 95.26
LRAVS+TCF 95.00 +0.002330 95.27 +0.002271 95.14
2003 Best 9340 +0002700 9470 £0.002400 9400
2003 Baseline 83.00 +0.004018 90.80 +0.003092 86.70
Our Baseline 82.97 +0.004021 90.77 +0.003097 86.69
2003 Topline 99.10 +0.001010 98.60 +0.001257 98.90
Our Topline 99.10 +0.001009 98.62 +0.001249 98.86

Table 36. Performance comparison of OOV on SIGHAN 2003 CityU corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 75.80 +0.017149 66.07 +0.018969 70.60
CNG 77.25 +0.016796 73.25 +0.017735 75.20
AVS 75.16 +0.017311 71.79 +0.018030 73.44
TCB 76.20 +0.017061 66.63 +0.018891 71.10
TCF 76.28 +0.017041 66.38 +0.018927 70.99
AVS+TCB 75.44 +0.017245 72.06 +0.017977 73.71
AVS+TCF 74.88 +0.017376 71.66 +0.018055 73.23
LRAVS 74.12 +0.017548 72.01 +0.017987 73.05
LRAVS+TCB 74.88 +0.017376 72.92 +0.017804 73.89
LRAVS+TCF 74.32 +0.017503 72.23 +0.017943 73.26
2003 Best 6250 £0019396 NA NA NA
2003 Baseline 3.70 +0.007563 N/A N/A N/A
Our Baseline 3.69 +0.007555 5.20 +0.008896 4.32
2003 Topline 99.60 +0.002529 N/A N/A N/A

Our Topline 99.60 +0.002533 98.65 +0.004626 99.12
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Table 37. Performance comparison of accuracy on SIGHAN 2003 PKU corpus.

Configuration P Cp R Cr F
6-tag 92.98 +0.003897 93.67 +0.003713 93.32
CNG 94.35 +0.003521 94.70 +0.003417 94.53
AVS 94.39 +0.003510 94.70 +0.003417 94.54
TCB 93.14 +0.003856 93.69 +0.003709 93.41
TCF 93.43 +0.003780 93.58 +0.003739 93.50
AVS+TCB 94.43 +0.003498 94.84 +0.003376 94.63
AVS+TCF 94.32 +0.003529 94.83 +0.003377 94.58
LRAVS 94.18 +0.003572 94.71 +0.003415 94.44
LRAVS+TCB 94.26 +0.003548 94.81 +0.003383 94.53
LRAVS+TCF 94.04 +0.003611 94.62 +0.003441 94.33
2003 Best 9400  +0.003600 9620 £0002900 9510
2003 Baseline 82.90 +0.005743 90.90 +0.004387 86.70
Our Baseline 82.96 +0.005735 90.87 +0.004392 86.74
2003 Topline 99.60 +0.000963 99.50 +0.001076 99.50
Our Topline 99.63 +0.000930 99.45 +0.001125 99.54

Table 38. Performance comparison of OOV on SIGHAN 2003 PKU corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 60.22 +0.028389 49.69 +0.029 54.45
CNG 67.70 +0.027122 63.24 +0.027966 65.39
AVS 66.36 +0.027405 64.94 +0.027676 65.64
TCB 61.14 +0.028271 51.49 +0.028988 55.90
TCF 63.58 +0.027910 54.74 +0.028870 58.83
AVS+TCB 68.54 +0.026932 66.31 +0.027414 67.41
AVS+TCF 68.29 +0.026990 65.22 +0.027624 66.72
LRAVS 67.12 +0.027249 64.56 +0.027743 65.81
LRAVS+TCB 68.46 +0.026952 64.91 +0.027681 66.64
LRAVS+TCF 66.95 +0.027284 63.02 +0.028 64.93
2003 Best 6165 £0025028 NA NA NA
2003 Baseline 5.00 +0.012641 N/A N/A N/A
Our Baseline 4.96 +0.012596 5.12 +0.01278 5.04
2003 Topline 100.00 +0.000000 N/A N/A N/A

Our Topline 100.00 +0.000000 99.92 +0.001681 99.96
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Table 39. Performance comparison of accuracy on SIGHAN 2003 CTB corpus.

Configuration P Cp R Cr F
6-tag 87.30 +0.003334 86.83 +0.003385 87.06
CNG 89.61 +0.003054 88.66 +0.003175 89.13
AVS 89.38 +0.003085 88.06 +0.003246 88.71
TCB 87.46 +0.003315 86.86 +0.003382 87.16
TCF 87.18 +0.003347 86.45 +0.003426 86.81
AVS+TCB 89.31 +0.003092 88.08 +0.003244 88.69
AVS+TCF 89.39 +0.003082 88.17 +0.003233 88.78
LRAVS 89.30 +0.003094 88.21 +0.003228 88.75
LRAVS+TCB 89.37 +0.003086 88.09 +0.003243 88.72
LRAVS+TCF 89.31 +0.003093 88.07 +0.003244 88.68
2003 Best 8750 0003300 8660 £0003200 8810
2003 Baseline 66.30 +0.004731 80.00 +0.004004 72.50
Our Baseline 66.33 +0.004730 80.01 +0.004003 72.53
2003 Topline 98.80 +0.001090 98.20 +0.001331 98.50
Our Topline 98.84 +0.001072 98.19 +0.001333 98.52

Table 40. Performance comparison of OOV on SIGHAN 2003 CTB corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 69.85 +0.010805 62.24 +0.011415 65.83
CNG 71.79 +0.010596 71.31 +0.010650 71.55
AVS 70.59 +0.010728 69.61 +0.010830 70.09
TCB 70.23 +0.010766 62.51 +0.011398 66.14
TCF 69.49 +0.010841 61.91 +0.011434 65.48
AVS+TCB 70.73 +0.010714 70.05 +0.010785 70.39
AVS+TCF 70.95 +0.010690 69.80 +0.010811 70.37
LRAVS 70.35 +0.010753 69.98 +0.010793 70.16
LRAVS+TCB 70.58 +0.010730 70.49 +0.010739 70.53
LRAVS+TCF 70.24 +0.010765 70.05 +0.010785 70.15
2003 Best 7050 0010738 NA NA NA
2003 Baseline 6.20 +0.005678 N/A N/A N/A
Our Baseline 6.24 +0.005694 8.36 +0.006516 7.14
2003 Topline 99.00 +0.002343 N/A N/A N/A

Our Topline 99.02 +0.002324 97.46 +0.003703 98.23
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Table 41. Performance comparison of accuracy on SIGHAN 2006 AS corpus.

Configuration P Cp R Cr F
6-tag 94.57 +0.001499 95.76 +0.001333 95.16
CNG 95.13 +0.001424 96.16 +0.001271 95.64
AVS 95.25 +0.001407 96.18 +0.001267 95.71
TCB 94.74 +0.001477 95.87 +0.001316 95.30
TCF 94.80 +0.001468 95.85 +0.001319 95.32
AVS+TCB 95.32 +0.001398 96.23 +0.001260 95.77
AVS+TCF 95.33 +0.001395 96.21 +0.001263 95.77
LRAVS 95.24 +0.001408 96.25 +0.001256 95.74
LRAVS+TCB 95.34 +0.001394 96.31 +0.001247 95.82
LRAVS+TCF 95.12 +0.001424 95.97 +0.001300 95.55
2006 Best 9550 0001371 9610 000128 9580
2006 Baseline 87.00 +0.002224 91.50 +0.001844 89.20
Our Baseline 87.03 +0.002222 91.47 +0.001848 89.19
2006 Topline 98.70 +0.000749 98.00 +0.000926 98.30
Our Topline 98.68 +0.000754 97.98 +0.00093 98.33

Table 42. Performance comparison of OOV on SIGHAN 2006 AS corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 65.19 +0.015339 60.36 +0.015751 62.68
CNG 67.68 +0.01506 71.51 +0.014533 69.54
AVS 66.90 +0.015152 73.68 +0.01418 70.13
TCB 65.86 +0.015268 61.53 +0.015666 63.62
TCF 67.47 +0.015085 62.17 +0.015616 64.71
AVS+TCB 67.31 +0.015104 74.18 +0.014092 70.58
AVS+TCF 67.94 +0.015028 74.33 +0.014065 70.99
LRAVS 67.73 +0.015054 72.89 +0.014314 70.21
LRAVS+TCB 68.25 +0.014989 73.34 +0.014238 70.70
LRAVS+TCF 69.62 +0.014808 73.89 +0.014143 71.69
2006 Best 7020 20014727 NA NA NA
2006 Baseline 3.00 +0.005493 N/A N/A N/A
Our Baseline 2.98 +0.005476 5.86 +0.00756 3.95
2006 Topline 99.70 +0.001761 N/A N/A N/A

Our Topline 99.64 +0.001936 97.17 +0.005341 98.39
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Table 43. Performance comparison of accuracy on SIGHAN 2006 CityU corpus.

Configuration P Cp R Cr F
6-tag 96.92 +0.000736 96.88 +0.000741 96.90
CNG 97.26 +0.000696 97.21 +0.000701 97.23
AVS 97.31 +0.000690 97.34 +0.000686 97.32
TCB 96.95 +0.000733 96.89 +0.000740 96.92
TCF 96.96 +0.000732 96.90 +0.000739 96.93
AVS+TCB 97.32 +0.000689 97.32 +0.000689 97.32
AVS+TCF 97.35 +0.000685 97.32 +0.000688 97.33
LRAVS 97.35 +0.000684 97.32 +0.000688 97.34
LRAVS+TCB 97.34 +0.000686 97.33 +0.000687 97.34
LRAVS+TCF 97.23 +0.000700 97.26 +0.000696 97.24
2006 Best 9720  +0000703 9730 0000691 9720
2006 Baseline 88.20 +0.002134 93.00 +0.001687 90.60
Our Baseline 88.22 +0.001374 93.06 +0.001083 90.57
2006 Topline 98.50 +0.000804 98.20 +0.000879 98.40
Our Topline 98.55 +0.00051 98.19 +0.000568 98.37

Table 44. Performance comparison of OOV on SIGHAN 2006 CityU corpus.

Configuration Roov Croov Poov Chroov Foov
6-tag 78.35 +0.008738 69.60 +0.009759 73.72
CNG 79.66 +0.008540 76.97 +0.008932 78.29
AVS 79.27 +0.008600 78.08 +0.008777 78.67
TCB 78.55 +0.008708 69.97 +0.009725 74.01
TCF 78.94 +0.008651 69.94 +0.009728 74.17
AVS+TCB 79.31 +0.008595 77.93 +0.008798 78.61
AVS+TCF 79.70 +0.008533 78.30 +0.008745 78.99
LRAVS 79.84 +0.008512 78.32 +0.008742 79.07
LRAVS+TCB 79.82 +0.008514 78.57 +0.008706 79.19
LRAVS+TCF 79.48 +0.008568 77.93 +0.008798 78.70
2006 Best 7870 £0.003686 NA NA NA
2006 Baseline 0.90 +0.002004 N/A N/A N/A
Our Baseline 0.95 +0.002053 247 +0.003293 1.37
2006 Topline 99.30 +0.001769 N/A N/A N/A

Our Topline 99.31 +0.001752 95.22 +0.004526 97.22
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Table 45. Performance comparison of accuracy on SIGHAN 2006 PKU corpus.

Configuration P Cp R Cr F
6-tag 92.51 +0.001338 93.79 +0.001227 93.14
CNG 93.54 +0.001250 94.38 +0.001170 93.96
AVS 93.43 +0.001259 94.41 +0.001167 93.92
TCB 92.54 +0.001335 93.75 +0.001230 93.14
TCF 92.54 +0.001335 93.72 +0.001233 93.13
AVS+TCB 93.43 +0.001259 94.37 +0.001171 93.90
AVS+TCF 93.42 +0.001260 94.32 +0.001176 93.87
LRAVS 93.59 +0.001245 94.44 +0.001164 94.01
LRAVS+TCB 93.54 +0.001250 94.40 +0.001168 93.97
LRAVS+TCF 93.40 +0.001262 94.30 +0.001178 93.85
2006 Best 9260  +0001330 9400 20001207 9330
2006 Baseline 79.00 +0.002694 86.90 +0.002231 82.80
Our Baseline 79.04 +0.002069 86.87 +0.001717 82.77
2006 Topline 97.60 +0.001012 96.10 +0.00128 96.80
Our Topline 97.59 +0.000779 96.08 +0.000986 96.83

Table 46. Performance comparison of OOV on SIGHAN 2006 PKU corpus.

Configuration Roov Croov Poov Chroov Foov
6-tag 70.51 +0.007834 70.70 +0.00782 70.60
CNG 74.97 +0.007442 78.04 +0.007112 76.47
AVS 74.57 +0.007481 77.78 +0.007142 76.14
TCB 70.73 +0.007817 70.90 +0.007804 70.81
TCF 70.96 +0.007799 70.19 +0.007859 70.57
AVS+TCB 74.51 +0.007487 77.68 +0.007154 76.06
AVS+TCF 74.14 +0.007522 77.13 +0.007215 75.61
LRAVS 75.28 +0.007411 77.93 +0.007125 76.58
LRAVS+TCB 75.13 +0.007427 77.68 +0.007154 76.38
LRAVS+TCF 74.53 +0.007486 77.03 +0.007226 75.76
2006 Best 7070 £0007819 NA O NA NA
2006 Baseline 1.10 +0.001792 N/A N/A N/A
Our Baseline 1.11 +0.001803 342 +0.003124 1.68
2006 Topline 98.90 +0.001792 N/A N/A N/A

Our Topline 98.94 +0.001762 92.56 +0.004507 95.65
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Table 47. Performance comparison of accuracy on SIGHAN 2006 MSR corpus.

Configuration P Cp R Cr F
6-tag 96.44 +0.001169 95.71 +0.001279 96.08
CNG 96.19 +0.001208 95.58 +0.001298 95.88
AVS 96.30 +0.001191 95.84 +0.001260 96.07
TCB 96.40 £0.001177 95.74 +0.001275 96.07
TCF 96.35 +0.001183 95.69 +0.001283 96.02
AVS+TC 96.38 +0.001180 95.87 +0.001256 96.12
AVS+TCF 96.40 +0.001177 95.73 +0.001276 96.06
LRAVS 96.22 +0.001203 95.85 £0.001259 96.04
LRAVS+TCB 96.24 +0.001200 95.88 +0.001255 96.06
LRAVS+TC 96.16 +0.001213 95.85 £0.001259 96.01
2006 Best 9610 0001222 9640 - 0001176 9630
2006 Baseline 90.00 +0.001984 94.90 +0.001455 92.40
Our Baseline 90.03 +0.001891 94.94 +0.001384 92.42
2006 Topline 99.30 +0.000551 99.10 +0.000625 99.20
Our Topline 99.28 +0.000534 99.08 +0.000603 99.18

Table 48. Performance comparison of OOV on SIGHAN 2006 MSR corpus.

Configuration Roov Croov Poov Chroov Foov
6-tag 66.57 +0.016171 55.62 +0.017031 60.60
CNG 61.60 +0.016672 58.23 +0.016906 59.87
AVS 64.60 +0.016393 60.83 +0.016733 62.66
TCB 66.86 +0.016136 55.95 +0.017018 60.92
TCF 66.42 +0.016189 54.67 +0.017065 59.97
AVS+TCB 64.72 +0.016380 61.19 +0.016705 62.91
AVS+TCF 62.78 +0.016571 59.86 +0.016803 61.28
LRAVS 63.92 +0.016462 59.94 +0.016797 61.87
LRAVS+TCB 62.87 +0.016563 60.40 +0.016765 61.61
LRAVS+TCF 62.96 +0.016554 59.56 +0.016824 61.21
2006 Best 6120 £0016704 NA NA NA
2006 Baseline 2.20 +0.005028 N/A N/A N/A
Our Baseline 2.17 +0.004999 11.13 +0.010780 3.64
2006 Topline 99.90 +0.001083 N/A N/A N/A

Our Topline 99.85 +0.001313 99.24 +0.002975 99.55
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Table 49. Performance comparison of accuracy on SIGHAN 2008 AS corpus.

Configuration P Cp R Cr F
6-tag 82.36 +0.002526 83.25 +0.002475 82.80
CNG 83.00 +0.002490 83.77 +0.002444 83.38
AVS 83.09 +0.002484 83.83 +0.002440 83.46
TCB 82.28 +0.002531 83.20 +0.002478 82.74
TCF 82.54 +0.002516 83.37 +0.002468 82.95
AVS+TCB 82.83 +0.002499 83.62 +0.002453 83.23
AVS+TCF 82.97 +0.002492 83.80 +0.002442 83.38
LRAVS 82.98 +0.002491 83.78 +0.002443 83.38
LRAVS+TCB 83.03 +0.002488 83.80 +0.002442 83.42
LRAVS+TCF 82.86 +0.002498 83.72 +0.002447 83.29
2008 Best 9440  +0001527 9501 0001445 9470
2008 Baseline 82.32 +0.002534 89.78 +0.002012 85.69
Our Baseline 80.99 +0.002601 89.29 +0.002050 84.93
2008 Topline 98.80 +0.000723 98.23 +0.000876 98.52
Our Topline 98.53 +0.000796 97.84 +0.000963 98.19

Table 50. Performance comparison of OOV on SIGHAN 2008 AS corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 62.85 +0.011258 55.49 +0.011580 58.94
CNG 63.78 +0.011199 63.07 +0.011245 63.42
AVS 63.38 +0.011225 62.50 +0.011280 62.94
TCB 62.42 +0.011285 55.61 +0.011576 58.82
TCF 63.61 +0.011210 56.22 +0.011560 59.69
AVS+TCB 62.89 +0.011256 60.88 +0.011371 61.87
AVS+TCF 63.60 +0.011211 61.80 +0.011321 62.68
LRAVS 63.30 +0.01123 62.19 +0.011298 62.74
LRAVS+TCB 63.34 +0.011228 62.27 +0.011294 62.80
LRAVS+TCF 62.81 +0.011261 61.71 +0.011326 62.25
2008 Best 7404 20010215 7649 0009881 7524
2008 Baseline 2.08 +0.003325 6.78 +0.005858 3.19
Our Baseline 4.03 +0.004583 8.08 +0.006348 5.38
2008 Topline 99.32 +0.001915 96.42 +0.004329 97.84

Our Topline 99.40 +0.001795 96.41 +0.004337 97.88
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Table 51. Performance comparison of accuracy on SIGHAN 2008 CTB corpus.

Configuration P Cp R Cr F
6-tag 95.56 +0.001682 95.51 +0.001691 95.54
CNG 95.54 +0.001686 95.53 +0.001688 95.54
AVS 95.68 +0.001660 95.71 +0.001655 95.70
TCB 95.54 +0.001687 95.54 +0.001687 95.54
TCF 95.52 +0.001689 95.54 +0.001685 95.53
AVS+TCB 95.58 +0.001680 95.61 +0.001674 95.59
AVS+TCF 95.98 +0.001605 95.96 +0.001609 95.97
LRAVS 95.55 +0.001684 95.56 +0.001682 95.56
LRAVS+TCB 95.53 +0.001687 95.56 +0.001683 95.55
LRAVS+TCF 95.69 +0.001658 95.72 +0.001653 95.71
2008 Best 9596 +0001386 9583 0001408 9589
2008 Baseline 84.27 +0.002563 88.64 +0.002234 86.40
Our Baseline 84.05 +0.002991 88.86 +0.002570 86.39
2008 Topline 98.25 +0.000923 97.10 +0.001181 97.67
Our Topline 98.42 +0.001018 97.55 +0.001264 97.98

Table 52. Performance comparison of OOV on SIGHAN 2008 CTB corpus.

Configuration Roov Croov Poov Croov Foov
6-tag 77.63 +0.014611 70.56 +0.01598 73.92
CNG 76.28 +0.014915 74.58 +0.015266 75.42
AVS 77.69 +0.014597 75.87 +0.015001 76.77
TCB 77.69 +0.014597 70.71 +0.015955 74.04
TCF 77.69 +0.014597 71.03 +0.015904 74.21
AVS+TCB 77.20 +0.014710 75.14 +0.015153 76.16
AVS+TCF 78.86 +0.014316 77.43 +0.014657 78.14
LRAVS 77.11 +0.014731 75.21 +0.015139 76.15
LRAVS+TCB 77.04 +0.014745 75.19 +0.015142 76.11
LRAVS+TCF 78.15 +0.014488 76.50 +0.014865 77.32
2008 Best 7730 20014687 7761 0014615 7745
2008 Baseline 2.83 +0.005814 7.69 +0.009341 4.14
Our Baseline 1.54 +0.004313 3.34 +0.006298 2.10
2008 Topline 99.20 +0.003123 97.07 +0.005913 98.12

Our Topline 99.54 +0.002375 97.56 +0.005409 98.54
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Table 53. Performance comparison of accuracy on SIGHAN 2008 NCC corpus.

Configuration P Cp R Cr F
6-tag 93.55 +0.001259 93.09 +0.001300 93.32
CNG 93.84 +0.001232 93.90 +0.001226 93.87
AVS 93.69 +0.001246 93.72 +0.001243 93.71
TCB 93.60 +0.001254 93.14 +0.001295 93.37
TCF 93.46 +0.001267 93.11 +0.001298 93.28
AVS+TCB 93.79 +0.001237 93.78 +0.001238 93.78
AVS+TCF 93.75 +0.001240 93.81 +0.001235 93.78
LRAVS 93.76 +0.001240 93.83 +0.001233 93.79
LRAVS+TCB 93.78 +0.001238 93.86 +0.001230 93.82
LRAVS+TCF 93.73 +0.001242 93.81 +0.001235 93.77
2008 Best 9407  +0001210 90402 0001214 9405
2008 Baseline 87.16 +0.001714 92.00 +0.001390 89.51
Our Baseline 87.18 +0.001713 91.99 +0.001391 89.52
2008 Topline 98.17 +0.000687 97.35 +0.000823 97.76
Our Topline 98.17 +0.000687 97.35 +0.000823 97.76

Table 54. Performance comparison of OOV on SIGHAN 2008 NCC corpus.

Configuration Roov Croov Poov Cproov Foov
6-tag 62.32 +0.0114 51.51 +0.011758 56.40
CNG 60.43 +0.011504 59.39 +0.011554 59.90
AVS 59.76 +0.011537 57.86 +0.011617 58.79
TCB 63.28 +0.011341 52.30 +0.011751 57.27
TCF 62.86 +0.011367 52.73 +0.011745 57.35
AVS+TCB 60.30 +0.011511 58.43 +0.011595 59.35
AVS+TCF 59.91 +0.01153 58.64 +0.011586 59.27
LRAVS 60.08 +0.011522 59.31 +0.011557 59.69
LRAVS+TCB 60.32 +0.01151 59.49 +0.011549 59.90
LRAVS+TCF 60.23 +0.011514 59.21 +0.011562 59.72
2008 Best 4 6179 0011431 5984 0011533 6080
2008 Baseline 2.73 +0.003834 18.58 +0.00915 4.76
Our Baseline 2.73 +0.003831 18.58 +0.009151 4.75
2008 Topline 99.33 +0.001919 92.03 +0.006372 95.54

Our Topline 99.34 +0.001911 92.04 +0.006368 95.55
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Abstract

This paper proposes an approach to identify word candidates that are not
Traditional Chinese, including Japanese names (written in Japanese Kanji or
Traditional Chinese characters) and word variants, when doing word segmentation
on Traditional Chinese text. When handling personal names, a probability model
concerning formats of names is introduced. We also propose a method to map
Japanese Kanji into the corresponding Traditional Chinese characters. The same
method can also be used to detect words written in character variants. After
integrating generation rules for various types of special words, as well as their
probability models, the F-measure of our word segmentation system rises from
94.16% to 96.06%. Another experiment shows that 83.18% of the 862 Japanese
names in a set of 109 human-annotated documents can be successfully detected.

Keywords: Semantic Chinese Word Segmentation, Japanese Name Identification,
Character Variants.

1. Introduction

Word segmentation is an indispensable technique in Chinese NLP. Nevertheless, the
processing of Japanese names and Chinese word variants has been studied rarely. At the time
when Traditional Chinese text was mostly encoded in BIG5, writers often transcribed a
Japanese person’s name into its equivalent Traditional Chinese characters, such as the name
IS P (Hideaki Takizawa) in Japanese becoming “WES 5% f5” in Traditional Chinese.
After Unicode was widely adopted, we also could see names written in original Japanese
Kanji in Traditional Chinese text. Another issue is how different regions may write a character
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in a different shape. For example, the Traditional Chinese character qaﬁ' (picture) is written as
[#!in Simplified Chinese and [*! in Japanese. How these character variants impact Chinese text
processing has been mentioned rarely in earlier studies; thus, it has become our interest.

Chinese word segmentation has been studied for a long time. Many recent word
segmentation systems have been rule-based or probabilistic. The most common rules are
longest-word-first or least-segmentation-first. The probability models are often built in
Markov's unigram or bigram models, such as in Peng and Chang (1993). Word candidate sets
are often vocabulary in a dictionary or a lexicon collected from a large corpus. Some systems
also propose possible candidates by morphological rules (Gao et al., 2003), such as
NOUN+“{” (plural form of a noun) as a legal word (e.g. “Z+% [[,” students, and “Z+= {["},”
parents). Wu and Jiang (1998) even integrated a syntactic parser in their word segmentation
system.

In addition to word segmentation ambiguity, the out-of-vocabulary problem is another
important issue. Unknown words include rare words (e.g. %ﬁ for sale); technical terms
(e.g. “= E&,” Melamine, a chemical compound); newly invented terms (Chien, 1997) (e.g.
“¥rif@,” Swine flu); and named entities, such as personal and location names. NE
recognition is an important related technique (Sun et al, 2003). In recent times, machine
learning approaches have been the focus of papers on Chinese segmentation, such as using
SVM (Lu, 2007) or CRF (Zhao et al., 2006; Shi & Wang, 2007).

There have been fewer studies focused on handling words that are not Traditional
Chinese words in Traditional Chinese text. The most relevant work is discussion of the impact
of the different Chinese vocabulary used in different areas on word segmentation systems.
These experiments have been designed to train a system with a Traditional Chinese corpus but
test on a Simplified Chinese test set or to increase the robustness of a system using a lexicon
expanded by adding new terms in different areas (Lo, 2008).

The main problem in this paper is defined as follows. When a word that is not Traditional
Chinese appears in a Traditional Chinese document, such as the Japanese name “I# <% pH”
(written in Japanese Kanji) or “¥&5' 2% 5™ (written in its equivalent Traditional Chinese),
word variants (e.g. “HI=1” vs. “BL[*1”), and words written in Simplified Chinese, all of these
words can be detected and become word segmentation candidates. This paper is constructed as
follows. Section 2 introduces the basic architecture of our word segmentation system.
Section 3 explains the Chinese and Japanese name processing modules. Section 4 talks about
the character-variant clusters with a corresponding Traditional Chinese character. Section 5
delivers the experimental results and discussion, and Section 6 concludes this paper.
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2. Word Segmentation Strategy

This paper focuses on approaches to handling words that are not Traditional Chinese during
word segmentation. We first constructed a basic bigram model word segmentation system. We
did not build a complicated system because its purpose is only for observing the effect of
applying different handling approaches for words that are not written in Traditional Chinese
on the performance of word segmentation. Word candidates were identified by searching the
lexicon or applying detection rules for special-type words, such as temporal or numerical
expressions. Note that identical word candidates may be proposed by different rules or the
lexicon. Moreover, if no candidate of any length can be found at a particular position inside
the input sentence, the system automatically adds a one-character candidate at that position.
Afterward, the probabilities of all of the possible segmentations are calculated according to a
bigram model. The highest probable segmentation is proposed as the result.

2.1 Special-Type Word Candidate Generation Rules

As there are many special type words, it is impossible to collect them all in a lexicon. Hence,
we manually designed many detection rules to recognize such words in an input sentence. The
special types handled in our system include the following: address, date, time, monetary,
percentage, fraction, Internet address (IP, URL, e-mail, etc.), number, string written in foreign
language, and Chinese and Japanese personal name. Numerical digits in the detection rules
can be full-sized or Chinese numbers (-~ ,~ ...Fr&V...). Foreign language characters are
detected according to the Unicode table; thus, any character sets, such as Korean or Arabic
characters, easily can be added into our system. Consequent characters written in the same
foreign language are treated as one word, as most languages use the space symbol as the
word-segmentation mark.

Since the focus of this paper is not on the correctness of these special rules, only personal
name detection rules will be explained in Section 3.

2.2 Bigram Probabilistic Model

After enumerating all possible segmentations, the next step is to calculate their probabilities
P(S). There have been many probabilistic models proposed in word segmentation research.
Our system is built on Markov's bigram probabilistic model, whose definition is:
N
P(S =wywy..wy) = P(w)x [T P(w; | wiq) Q)
i=2
where P(w,) is the unigram probability of the word w; and P(w; | w;.1) is the probability that w;
appears after w;.;. In order to avoid the underflow problem, the equation is often calculated in
its logistic form:
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log P(S = wywy..wy ) =log P(wy) + gzlog P(w; |w;4) 2
Data sparseness is an apparent problem, i.e. most word bigrams have no probability. Our
solution is a unigram-back-off strategy. That is, when a bigram <w,.;, w;> never occurs in a
training corpus, its bigram probability P(w; | w;.1) is measured by aP(w;) instead.
When determining the probability of a bigram containing special-type words, the
probability is calculated by Eq. 3. Suppose that w; belongs to a special type T; the equation is
defined as:

P(w; | wi_1)P(Wigg | w;) = P(T | wig) x P(Wiyq | T) % P (w; | T) (3)

where P(T | wy) and P(w; | T) are the special-type bigram probabilities for the type T and a
word w;, and where Pg(w; | T) is the generation probability of w; being in the type 7. The
generation probabilities are set to 1 for all special types other than the personal names, whose
definitions are explained in Section 3.

As the boundaries of some special types, including address, monetary, percentage,
fraction, Internet address, number, and foreign language string, are deterministic and
unambiguous, their special-type bigram probabilities are all set to be 1, which means that we
accept the segmentation directly.

On the other hand, characters for Chinese numbers often appear as a part of a word, such
as “— =7 (“~ " one; “~ <4, all) and Flr " (both characters are numbers but together mean
“if it happens”). Therefore, the number-type bigram probability is trained from a corpus.

Some temporal expressions are unambiguous, such as the date expression “f[1Z = [gi v
H mEAE] T A~ FI” (“June 21 of the 98" year of the R.0.C.”). Their special-type bigram
probabilities are set to 1. For ambiguous temporal expressions, such as “= - & (meaning
“the 30™ year” or “thirty years”), their special-type bigram probabilities are obtained by
training.

Before training a bigram model, words belonging to special types first are identified by
detection rules and replaced by labels representing their types so that special-type bigram
probabilities can be measured at the same time.

Our special-type bigram probability model is very similar to Gao et al (2003).
Nevertheless, they treat all dictionary words as one class and all types of special words as a
second class, while we treat different types as different classes.

2.3 Computation Reduction

When an input sentence is too long or too many possible segmentations can be found
(sometimes hundreds of thousands), the computation time becomes intractable. In order to
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reduce the computation load, we use the beam search algorithm to prune some low probability
segmentations. The main idea of the algorithm is described as follows.

Let N be the number of characters in an input sentence. Declare N priority queues
(denoted as record[:] where i = 1~N) to record the top k£ segmentations with the highest
probability scores covering the first i characters. For each word candidate w beginning with
the (i+1)™ character whose length is b, append the word w with every segmentation stored in
record[i], compute the probability of the new segmentation, and try to insert it into the queue
record[i+b]. If the new segmentation has higher probability than any segmentation stored in
the queue record[i+5b], the segmentation with the lowest probability in record[i+5] is discarded
in order to insert this new segmentation.

At the beginning, all priority queues are empty. Start with the first character in the
sentence. Recursively perform the steps described in the previous paragraph until all of the
word candidates starting with the N™ character have been considered. In the end, the top 1
segmentation stored in record[N] is proposed as the result. The queue size k is set to be 20 in
our system.

3. Chinese and Japanese Name Processing

In this section, we focus on how to find Japanese names written in Japanese Kanji that appear
in a Traditional Chinese article. The method of identifying Japanese names written in
corresponding Traditional Chinese characters is discussed in Section 4. As our approach to
recognize Japanese personal names is similar to the one to find Chinese names, our Chinese
name identification approach is introduced first.

3.1 Chinese Personal Name Identification

A Chinese personal name consists of a surname part and a first name part. A Chinese surname
can be one or two syllables (one or two characters) long. In some cases, a person may have
two surnames (usually both with one syllable) in his or her name for various reasons. The first
name part in a Chinese name is also one or two syllables long. All name formats possibly seen
in an article are listed in Table 1, where “SN” denotes “surname,” “FN” as “first name,” and
“char” is “character”.

All strings matching these formats are treated as Chinese name candidates, except the
format “1-char FN,” in order to prevent proposing every single character as a personal name
candidate. The combination of two surnames is also restricted to two 1-syllable surnames,
because one rarely sees a 2-syllable surname combined with another surname. We need to
build probabilistic models for each character being in every part of a name, as well as a
probabilistic model for the personal name formats.
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Table 1. Chinese personal name formats (surnames are underlined)

Format Cases Examples Format Cases Examples
SN only 1-char SN Prof. #f SN+FN 1-char SN+1-char FN [@@
2-char SN Mr. EETh 1-char SN+2-char FN ‘|- Ef
FNonly |1-charFN | ¢ Two SNs+1-char FN a; gy
2-char FN Bt Two SNs+2-char FN 9= k=R
2-char SN+1-char FN E%iﬁj‘i
2-char SN+2-char FN TF[JEJH Rl

To recognize a Chinese name, first we have to prepare a complete list of Chinese surnames.
We collected surnames from the Wikipedia entries “HI[@SE'@,‘&?U%’“ (List of Chinese
Surnames) and “Hgft"? (2-Syllable Surnames), the websites of the Department of Civil
Affairs at the Ministry of Interior®, f[i1% F1%{%* (GreatChinese), and ~ %#%° (Thousand
Surnames). 2,471 surnames were collected. As for the first name part, we simply treat all of
the Chinese characters as possible first name characters.

The generation probability model of a word being a Chinese name is defined as Eq. 4,
where o is the gender model (male or female), and = is a possible format matching the word w.
The name format is represented as 7 = “xxxX,” where ‘s’ denotes a 1-syllable surname, ‘dd’ a
2-syllable surname, and ‘n’ a character in a first name. For example, the format “two
SNs+2-char FN” is represented as # = ‘ssnn’ and the format “2-char SN+1-char FN” is
represented as 7 = ‘ddn’.

PG(W|SCHname) = maXPG(Wlﬂ)PG(ﬁl*SCHname) 4)
o,

In Eq. 4, the Chinese name generation probability P, (w|z) is the probability of a word w
being a Chinese name whose format is z and gender is o. The Chinese name format
probability Po(7 | Schuame) 1S the probability of the special type Scyuame (Chinese personal
names) appearing in an article with a format z. The methods of building these probabilistic
models are introduced in the following paragraphs.

When computing the Chinese name generation probability P, (w|xz), we borrowed the
idea from Chen et al. (1998), but we assume that the choice of first names is independent of
the surname, and the choice of two characters in the first name part is also independent, in
order to reduce the complexity. We also assume that the surname is unrelated to the person’s
gender. Table 2 lists all of the definitions of the Chinese name generation probabilities for

1 http://zh.wikipedia.org/wiki/f| 1t 3]

2 http://zh.wikipedia.org/wiki/¥ %

® http://www.ris.gov.tw/ch4/0940531-2.doc
http://www.greatchinese.com/surname/surname.htm
http://pjoke.com/showxing.php

5
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every format, where LNy is the set of Chinese surnames and FNcy is the set of characters
used in a Chinese first name. A more sophisticated model may be applied but is outside the
scope of this paper.

Table 2. Definitions of the Chinese name probabilities for every name format

Format 7 | Name Generation Probability P, (w|7z) Format Probability

S Pg(c1|LNcn) Po(n="S"|Scrmame)

dd Pg(c1calLNcn) Pe(n="dd|Scrimame)
sn Po(c1|LNc)*PAc2lFNcn) Po(n="S"|Scrname)
nn PAct|FNcu)xPocalF-Ncn) Po(n="n0"|Scrimame)
ddn Po(c1caLNcu)xPAcslFNce) Po(7="ddn’|Scrname)
snn Po(c1|LNcp)xP (ol ENcg) <P {c3|FNcy) Po(7="snN’|Scrname)
ssn Po(c1|lLNen)*Pe(calLNcu)xP {ca| FNcr) Po(7="SS0"|Scrmame)
ddnn Pg(c1caLNc)xPA{cslFNcu)xPocalFNcr) Pe(7="ddnn’|Scname)
ssnn Po(c1lLNcu)xPo(caALNcu)xPAcalFNecu)x PocalFNer) | Po(7="SSN0’[Scrname)

The generation probability models for surnames and first name characters, Pg(c,|LNcy),
Pg(cicisa|LNcy) and P (c|FNcy), are trained from a large corpus by maximum likelihood:

1-char SN:  Ps(ci|LNcy) = count(c;) / count(names)
2-char SN:  Pg(cicin|LNcy) = count(cici+1) / count(names)
FNchar:  P{c|FNcy) = count(c;) / count(FN chars) of gender o

We adopted a list of one million personal names in Taiwan to build the probabilistic models.
The list contains 476,269 male names and 503,679 female names. There are only 953
surnames and 4,000 more first name characters seen in the name list. For those unseen
surnames and first name characters, we assign them a small probability (10°%°, tuned by
experiments) to avoid the zero probability problem.

The next step is to build the Chinese name format probability Ps(7 | Schname). Since it is
about the probability of a name format appearing in an article, the distribution is quite
different from the ones observed in the list of one million personal names. A person is often
mentioned in an article by his or her title, e.g. “Prof. #f” (“Prof. Lin”) or “Mr. Z&34” (“Mr.
Zhu-Ge). When referring to a person in a novel or a letter, it is quite natural to give his or her
first name instead of his or her full name. Such cases cannot be captured inside the one million
personal names list. Therefore, we need another corpus to train this model.

Personal names in the Academia Sinica Balanced Corpus (Sinica Corpus hereafter) are
marked as proper nouns (POS-tagged as Nb). We extracted all of the proper nouns in the
Sinica Corpus that matched any name format and assumed them to be personal names. These
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names occur in real documents; thus, they can satisfy our need. The precedence of format
matching is defined as follows. Every personal name can only be matched to one format.

1-char word: s> n > not-Chinese-personal-name

2-char word: dd > sn > nn > not-Chinese-personal-name
3-char word: ddn > snn > ssn > not-Chinese-personal-name
4-char word: ddnn > ssnn > not-Chinese-personal-name
5-char word: not-Chinese-personal-name

Nevertheless, for the reason that some common characters are uncommon surnames, it is
possible to identify a proper noun of some other type incorrectly as a personal name, such as
“HI 5k (“Zhong Xing Hao,” a bus company name) where “[1” (“Zhong™) is also a surname.
In order to increase the precision without sacrificing the recall, we used only frequent
surnames and first name characters to do the matching. The sets of frequent characters are the
ones that dominate 90% of the probabilities in the name generation model, including 64
surnames ([t #5...744), 467 male first name characters (¥ ,FIF—J...%%), and 293 female first name
characters (%‘;,iﬁ...?[), together with all of the 2-syllable surnames.

There are two more formats seen in articles: SN+“f&” or SN+“'%”, which call a person
or a family, respectively, by the surname only. We denote them as 7= ‘p’. After implementing
the matching procedure described above, 39,612 of the 92,314 proper nouns in the Sinica
Corpus were extracted as personal names. The Chinese name format probabilities are listed in
Table 3. Although there may still be false-alarm personal names in the set, we expect the scale
of the corpus is large enough that it can still provide relatively accurate information. The
identified personal names in the corpus also can be used to build the bigram models related to
the special type Scumame: Chinese personal name.

Table 3. The Chinese name format probabilities

Format Probability | Count Prob. Format Probability Count Prob.
Po(7="S"Scrmame) | 5431 | 13.71% | Po(7="ddn’|Scrmame) 126 | 0.32%
Po(7="1|Schiname) 815 | 2.06% | Po(7="snN’|Scrpame) | 19,454 | 49.11%
Po(7="D’|Schiname) 487 | 1.23% | Po(7="SSN"|Scrmame) 58 | 0.15%
Po(7=40d"[S crrmame) 46 | 0.12% | Po(7="ddnn’|Scrmame) 24 | 0.06%
Po(7=*S0"|Scrmame) | 2845 | 7.18% | Po(7=*SSNN’|Scimame) 61 | 0.15%
Pe(7=00"|Scpname) | 10,265 | 25.91% Total 39,612

An example is given here to illustrate how the probability of a personal name is determined.
The word §;€rﬁgiﬂ‘fﬁ (“Michael Te Pei Chang”) matches two name formats, z= {*snn’, ‘ssn’},
since both “3=” (“Chang”) and “##” (“Te”) are possible surnames. Genders options are male
and female, i.e. o= {M, F}. The most probable one is a male name with the format ‘snn’.
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Name: 5;%@1?,

7 | o | Probability

snn M Iog (PG(%%'LNCH)XPM(f/%|FNCH)XPM(i?:I |FNCH)XPG(7F‘Snn,|SCHname))
= (-1.26) + (-1.87) + (-2.74) + (-0.31) = -6.18

AN F |Og (PG(§;§|LNCH)><PF(f%ﬂFNCH)xPF(iSFﬁ|FNCH)><P(;(7Z‘=‘SI’IH’|SCH,mmg))
= (-1.26) + (-2.89) + (-3.27) + (-0.31) = -7.73

ssn M |Og (PG(gj%lLNCH)XpG'(fﬁr,r_"',|LNCH)XPM(i?“I |FNCH)><PG(7Z‘=‘SSH’|SCH,,,,me))
= (-1.26) + (-6.02) + (-2.74) + (-2.82) = -12.84

e | £ | 100 (PoGRLN X P BILN i< PO Nes) <Pl ="55 Scianc)
= (-1.26) + (-6.02) + (-3.27) + (-2.82) = -13.37

3.2 Japanese Personal Name Identification

When a Japanese name occurs in an article written in Chinese, there are two ways to write the
name. In earlier days, when Traditional Chinese was usually encoded in BIG5, a Japanese
name normally was written in its corresponding Traditional Chinese characters, such the name
YN S BH,” Hideaki Takizawa, a Japanese performer, would be written as “Y&5 =% FH” in
Traditional Chinese. Nowadays, many documents are encoded in Unicode, so Japanese Kanji
can be directly used in a Traditional Chinese article. Our word segmentation approach wants
to identify both cases.

The format of a Japanese personal name is SN+FN, just like a Chinese name.
Nevertheless, the length of a Japanese surname varies from one to three Kanji characters, as
does the length of the first name part. Sometimes, a name is directly written in Katakana or
Hiragana with various lengths. The number of Kanji or Kana characters in a Japanese name is
strongly correlated to the number of syllables. Due to the lack of related knowledge, we only
deal with the names written in all Kanji and leave the cases of names including Kana as a
future work, although Kana can be detected easily by Unicode ranges.

Table 4. Japanese name formats (surnames are underlined)

Format SN FN SN+FN
K| HR B 153

Example = .
EHU | P il

As the length of Japanese names varies considerably, we only adopt three name formats,
SN-only, FN-only, and SN+FN, without regarding the number of characters inside the first
name part, as listed in Table 4. We know that there is no double surname in Japan.

From the experience of Chinese name processing, we know that a list of Japanese
surnames and a large collection of Japanese personal names are needed in order to build name
generation probability models. Also, we have to find a corpus of Chinese articles containing
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Japanese names in order to build the format probability model as well as the special-type
bigram probability. The probability of a Japanese personal name is defined as follows.

PG(W|SJPname):maXPG(Wlﬂ')PG(”lSJPname) 5)
7

The notations in Eq. 5 are defined as the same as in Eq. 4. One difference is that, because we
do not have a large training corpus for different genders, the factor of gender in the name
generation probability is omitted. Table 5 lists the definitions of each probability, where m and
n are integers between 1 and 3, ‘S’ denotes the surname part, and ‘F’ denotes the first name
part. Surnames and first names are also assumed to be independent, as are the characters inside
a first name part.

Table 5. Definitions of the Japanese name probabilities for every format

Format | Name Generation Probability P(w|x) Format Probability
SN Pg(cy...culLNp) Po(7="S|S spname)
FN Ps(c1|FNp)x...xPs(ca|FN,p) Po(7="F’|S prame)
SN+EN | Po(cr.. cnlLNsp)xPo(Cnial FNsp)% .. XP(CnnlFENp) | Po(7="SF’|S 1pname)

Japanese surnames were collected from a website called “[!4 D54 = -+ e (7,000
Surnames in Japan). This website provides 8,603 Japanese surnames along with their
populations, where data came from the 117 million costumers of NTT, a Japanese Telecom
company. The population data can be used to measure the distributions of the surnames.
Nevertheless, according the Wikipedia entry “[ I<¥ #£ £,,”" there are more than 140 thousand
Japanese surnames, far more than we have collected. No complete list is available so far.
Moreover, we still need another data set to train the probabilities of first name characters.

All of the Japanese Wikipedia entries that deliver biographies of persons were extracted
for learning Japanese personal name distributions. In a Wikipedia page, the title of the entry
will also be mentioned again in the text and marked in bold type. The surname part is often
separated from the first name part by a space, as in the example of the entry “ﬁ;ﬁﬁ]‘?ﬁ%@'”
(“Rumiko Takahashi”), shown in Figure 1. By detecting such kinds of strings, we can gather
many Japanese names in a short time.

Nevertheless, Chinese celebrities may also become entries in the Japanese Wikipedia,
such as “= # "™ (“Chien-Ming Wang™) or “fﬁ[ﬁ?[ﬁ{” (“Zeng Guofan”). We filtered out the
names with a known Chinese surname and a first name part less than three characters. After
processing the entire Japanese Wikipedia dumped on Jan 24, 2009 by the methods described
above, 65,778 different Japanese names were extracted, including 12,907 surnames and 2,320

® http://Aww.myj7000.jp-biz.net
" http://zh.wikipedia.org/wiki/ | 1 ¥ % £,
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Figure 1. The Wikipedia entry page /Ejlﬁﬁ;ﬂgéﬁ

first name Kanji. Table 6 lists the frequencies of these first name Kanji, where the name
generation probabilities Pg(c|FN,p) are listed in the third column and the accumulated
probabilities are in the fourth column.

Table 6. Frequencies of the Japanese first name Kanji

FN Kanji | Freq | Ps(c]FN,p) | Accm Prob. | FN Kanji | Freq | Po(c|FN,p) | Accm Prob.
9' 4,821 3.60% 3.60% BE 46 0.03% 89.99%
- 3,358 2.50% 6.10% ?ﬁj 46 0.03% 90.03%
s 3,237 2.41% 8.52%
=4 2,230 1.66% 10.18% i 1 0.00% 99.99%
i 1,741 1.30% 11.48% J‘L'F' 1 0.00% 100.00%
Totally 2,320 Kaniji; total freq = 134,055

Many surnames collected from the Japanese Wikipedia did not appear in the surname list of
“FIA @Fﬁ'[ﬂ"P T . The two lists were merged and resulted in a list of 15,702 surnames.
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The population data provided by *[ "4 O - & or the frequencies in Wikipedia were
used to estimate the generation probabilities of the surnames, as listed in Table 7. Note that
surnames from “f% s to “ ,'Jl“[ 2L come from “F 1% O)F'lﬂ"‘“ I %" and the surnames after
“H# were collected from Wikipedia.

Table 7. Population of Japanese surnames

SN Freq |Gen. Prob. Ps(cy. calLNp)| SN Freq | Gen. Prob. Ps(cy..culLN,p)

e 1928000 1.65% iy AL | 760 6.49x10°

i1 |1707000 1.46% ik | 111 9.47x107

A | 1416000 1.21% = | 106 9.05x10”

FIplr 1336000 1.14%

73 | 1135000 0.97% b+ 1 8.54x107

¥ | 1080000 0.92% B |1 8.54x107
Totally 15,702 surnames; total = 117,156,792

The Japanese name format probability Pg(7 | Sipmame) Was also built by detecting Japanese
names in the Sinica Corpus, but only on those proper nouns that were not determined to be
Chinese names. Moreover, since the Japanese names in the Sinica Corpus are encoded in
Traditional Chinese characters, the matching procedure also includes corresponding
Kanji-mapping, which will be explained in Section 4.2.

When extracting Japanese names in the Sinica Corpus, only the 437 first name Kanji (=",
- Eﬁ) which cover 90% of the probabilities, are used, along with the whole Japanese
surname set. The preference of the formats is SN+FN > SN > FN. Each name matched one
format at most. After doing so, 4,849 of the 92,314 proper nouns in the Sinica Corpus were
extracted as Japanese names. They were used to build the format probability model (as listed
in Table 8) as well as the special-type bigram probability for the Japanese name type S/puame-
In our experience, however, the format FN-only often suggests too many incorrect candidates
and harms the performance of word segmentation. In the end, we elected not to use it.

Table 8. Japanese name format probabilities

Format Probability | Po(7=*S’|Sspuame) | Po(7="F|Sspuame) | Pe(7="SF’|S puame) | Total
Frequency 718 1,120 3,011 4,849
Probability 14.90% 23.24% 62.48%

An example is given here to illustrate how the probability of a personal name is determined.
The name “J# XL matches the Japanese name format in two ways: “J& <" (“Takizawa”) as
a surname and “3£” (“Hikaru”) as a first name, or “j&” (“Taki”) the surname and “J<A™”
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(“Sawahikari®) the first name. The highest probability suggests “j#iX” as a surname and “”
as a first name.

Name: #3835

Format Probability

log (Po(IF#IN|LNp)x P (X |FNp)x P 7=*SN’IS spname))
SN+FN = (-7.35) + (-5.15) + (-0.076)

=-12.576

log (P (i# |LNp)xPG(IN|FN 1p)x P (K |FNp) %P 7= SN’|S pname))
SN+FN = (-10.70) + (-9.40) + (-5.15) + (-0.076)

=-25.326

4. Character Variant Handling

This section discusses three cases where character variants may be used: (1) a Japanese name
written in its corresponding Chinese characters (e.g. “J#INZ5 PF™ vs. “WE5 7 PF,” Hideaki
Takizawa); (2) equivalent words in variant forms (e.g. “HI[=1” vs. “ZL[1,” inside); (3)
Simplified Chinese terms (e.g. ‘ﬁgﬁﬁﬁ Vs. “fz[&ﬁf@q", the gym) appearing in a Traditional
Chinese article. Although the last two cases are not often seen, especially the third case (which
could not happen until Unicode was invented), we still propose approaches to handle these
cases at the same time for the possibility of building a multilingual environment.

4.1 Mapping of Character Variants

A mapping table between the character variants is required for handling the three cases
introduced in the previous paragraph. For Japanese names, we need a list of Japanese Kanji
and their corresponding Chinese characters. For word variants, a list of the equivalent Chinese
character set is necessary. The mapping between Simplified Chinese terms and the
corresponding Traditional Chinese ones requires mapping between the two character sets,
which is more easily acquired because there are many kinds of software providing such a
mapping function.

We do not know of any well-known Japanese-Chinese Kanji mapping tables. To
construct one, we adopted the character variant list® developed by Prof. Koichi Yasuoka and
Motoko Yasuoka in the Institute for Research in Humanities, Kyoto University. There are
8,196 character variant pairs collected in the list. Following the equivalent relationship, we
grouped characters in the list into many character-variant clusters. Some examples of
character-variant clusters are given here.

8 In fact, “y42k " (“Sawahikari”) is a Japanese surname and rarely used as a first name.
® http://kanji.zinbun.kyoto-u.ac.jp/~yasuoka/ftp/CIKtable/UniVariants.Z
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FLUEE
BEEE

Bl 5z %2 F %

Note that these variants are equivalent only in some cases. Take the first cluster illustrated
above as an example. The character “%£/” is Japanese Kanji and “-” is a Simplified Chinese
character, and they both correspond to the Traditional Chinese character “£™. Nevertheless,
“£17 (ritual vessel) and “5 (elegance) are also legal Traditional Chinese characters that have
different meanings from the one of “%£ (prosperous).

In each character-variant cluster, one Traditional Chinese character (if any) is chosen to
be the corresponding character. If there is more than one Traditional Chinese character in a
cluster, the most frequent one is chosen. The frequencies of characters are provided by the
Table of Frequencies of Characters in Frequent Words™ (ﬁ B ]ﬁﬂﬁg\*ﬂ, e &S
published by the Taiwan Ministry of Education in 1998. Again, con5|der|ng the flrst cluster in
the examples above, the three characters “5,” “£!,” and “&£/” are all Traditional Chinese
characters. “£7 is the most frequent one; hence, it is chosen as the corresponding character of
this cluster. By doing so, not only do the Japanese Kanji “£!” and the Simplified Chinese
character “4 ” have a corresponding Traditional Chinese character, but also the infrequent
variants “g;” and “##" can have a frequent corresponding character.

There are many issues in variant mapping. First, the Traditional Chinese set is larger than
the BIG5 character set. Relatively infrequent Traditional Chinese characters, such as “&#” are
not seen in the BIG5 set. Since we are looking for the most frequent Traditional Chinese
character, this will not become a problem.

Another issue is the time when two variant characters can be regarded as equivalent. As
we have mentioned, the character “£/” is equivalent to “£7 only when it is used as Japanese
Kanji. Its meaning in Traditional Chinese is a ritual vessel in ancient times (c¢f. Revised
Mandarin Chinese Dictionary™, fj%\’@«' el 'Tﬁi) which is completely different from
the current meaning of “£™ (prosperous). ThIS would be an interesting future topic.

4.2 Finding Corresponding Chinese Characters for Japanese Kanji

When extracting Japanese personal names inside the Sinica Corpus (as described in Section
3.2), the mapping between Japanese Kanji and Traditional Chinese characters is necessary.
Characters in the tables of Japanese surnames and first name Kanji need to be transformed into
Traditional Chinese first.

10 http://www.edu.tw/files/site_content/M0001/87news/index.htm
Y http://dict.revised.moe.edu.tw/cgi-bin/newDict/dict.sh?cond=%E0T &pieceLen=50&fld=1&cat=&
ukey=1838907571&0p=&imgFont=1
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Each Kanji in a Japanese surname was changed into its corresponding Traditional
Chinese character found by the method explained in Section 4.1. For example, the surname
“J#IN” (Takizawa) was changed into “J#g5” and “f[1 EF'pffi” (Nakasone) was changed into “f[I
ﬁﬁ?ﬁf ”. The newly created surnames were merged into the original Japanese surname table,
and they shared the same probabilities with the original Japanese surnames. If at least one
Kanji character in a surname did not have a corresponding Traditional Chinese character (e.g.
“JI1” in the surname “?[*El,” Huruhata), no new surname would be created. The first name
Kanji table was expanded in a similar way, along with the assignment of the probabilities.

Merging a newly created term into the name probability table makes our system capable
of identifying various methods of name writing at the same time. Our system can identify the
two equivalent names in the sentence “J& N 225 L LS 27 (which means, “Y# 1N 32% then is &
7). We can see that “3# <" and “#&5% " can be found in the Japanese surname table, just
as “I2” and “JA” are found in the Japanese first name table. Both “3# N3 and “W&5 74 are
proposed as word candidates that are Japanese names and share the same probability.

Following the same idea, if we further expand the correspondent relationship to the
Simplified Chinese character set, it will be possible to understand the sentence “J# <32 1*
iﬁ?ﬁﬁﬂﬂ?‘%@%?ﬁﬂ” (“9¥%INER and 729% 7 both are WESTA”), where “1#IN3X” is in Japanese,
“EINIZ” is in Simplified Chinese, and “JE5 74" is in Traditional Chinese. This part has not
yet been implemented but is quite promising.

4.3 Generating Word Variants

In order to identify word variants written either in character variants or in Simplified Chinese,
we expanded the dictionary vocabulary by changing the characters in a Traditional Chinese
word into their character variants (including Simplified Chinese characters). For example,
given a Traditional Chinese word, ABC, each character is searched in the character-variant
clusters introduced in Section 4.1. Every character variant found in the character-variant
clusters is used to enumerate all possible word variants. Supposing that A’, A”, B’, and C’ are
variants of the characters A, B, and C, the following word variants will be enumerated: A’BC,
AB’C, ABC’, A’B’C, AB’C’, A’BC’, A’B’C’, A”BC, A”B’C, A”BC’, and A”B’C’.

The newly enumerated word shares the same probability as its original form. Instead of
merging the word variants and attaining a large dictionary, we assigned each group of the
word variants a unique ID and indexed the bigram probability table (for word segmentation)
by the group IDs.

Since the mapping between Simplified Chinese characters and Traditional Chinese
characters is not one-to-one, there may be identical word variants enumerated from different
words. For example, the Simplified Chinese word variants of “[ 1121” (white-faced) vs. “| 1%&”
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(white noodles) are both “['if*1,” and the Simplified Chinese word variants “El‘srfﬁ[]” (rule
changing) and “d>&J” (producing in a different model) are the same term “E"Sfﬁju," too. To
determine the final probability of an ambiguous word variant, we experimented on three
strategies where the final probability is the maximum, the minimum, or the sum of all of the
probabilities of the original words. Section 5.4 reveals the results of this experiment.

5. Experiment

5.1 Experimental Data and Evaluation Metrics

The experimental data for word segmentation is the Academia Sinica Balanced Corpus,
Version 3.0 The Sinica corpus is designed for language analysis purposes. Words in a
sentence are separated by spaces and tagged with their POSs. The documents are written in
Modern Mandarin and collected from different domains and topics. There are 316 files
containing 743,718 sentences.

Our evaluation was done by 5-fold cross-validation. The 316 files were divided into 5
sets. Each set was used as the test set iteratively when the other sets were used as the
development set to construct the lexicon and train probability models. The number of
sentences in each set is given in Table 9.

Table 9. Number of sentences in the experimental data

File ID | Test Set ID | No of Files | Sentences | Known Words | Unknown Words
000~065 | ASBCset0 66 148,575 146,477 15675
066~129 | ASBCsetl 64 149,713 146,275 15877
130~183 | ASBCset2 54 148,870 146,634 15518
184~244 | ASBCset3 61 148,012 146,024 16128
245~315 | ASBCset4 71 148,548 146,004 16148

The performance of word segmentation was evaluated by the following metrics, precision,
recall, F-measure, and Bl score:

correct words being segmented

precision =
number of words segmented by the system ©)
correct words being segmented
recall = -
number of wordssegmented in the test set o)
E - medsure — 2x recall x precision

recall + precision ®)

12 http://godel.iis.sinica.edu.tw/CKIP/20corpus.htm
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correct Bl labels
number of total charactersin the test set 9)

Bl -score =

The Bl-score labels are defined as follows. Given a sentence, each character is labeled as B (at
the beginning of a word) or | (inside a word) according to the segmentation in the test set or
the segmentation generated by the system. The ratio of correct Bl labels also reveals the
performance of a word segmentation system.

When evaluating using 5-fold cross-validation, we used micro-averaging to calculate the
scores. That is, the values of the denominators and the numerators of precision, recall, and
Bl-score are the sums over the five experiment sets.

5.2 Word Segmentation Baseline Performance

This section shows the performance of our basic-model word segmentation system. System
Sysla uses only the known-word lexicon with bigram probability model. System Syslb
integrates the special-type word generation rules, including address, date, time, monetary,
percentage, fraction, foreign string, and Internet address, as introduced in Section 2.2. The
Sys2 systems further integrate the numbers, including Arabic and Chinese numbers. In order
to see the impact of directly adopting the boundary of a number candidate, we experimented
on two strategies for Sys2, denoted as Sys2a and Sys2b. As shown in Table 10, Syslb
performs better because of the integration of special-type word generation rules. The
maximum-likelihood probability model for numbers is also a better choice.

* Sys2a: Number generation probability is set to be 1
* Sys2b: Number generation probability is trained by maximum likelihood

Table 10. Performance of the basic word segmentation integrated
with special-type word generation rules

System R P F BI

Sysla 95.66 92.72 94.16 96.96
Syslb 95.87 93.31 94.57 97.20
Sys2a 95.97 93.57 94.76 97.30
Sys2b 96.16 93.68 94.90 97.38

5.3 Experiments on Handling Chinese and Japanese Personal Names

After integrating the Chinese personal name generation rules, the special-type probability for
Chinese names is also employed. The difference between our work and Chen et al. (1998) is
the use of Chinese name format probability and allowing personal names without surnames.
Three systems were designed to observe the impact.
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* Sys3a: Using the Chinese name special-type probability,
but not the format = = ‘nn’ and the format probability
* Sys3b: Using the Chinese name special-type probability
with the format &t = ‘nn’ but not the format probability
* Sys3c: Using the Chinese name special-type probability
with the format &t = ‘nn’ and the format probability
All Sys3 systems are based on Sys2b. The evaluation results are shown in Table 11. We can
see that all of these methods (using the special-type probability for Chinese name, the name
format of FN-only, and the Chinese name format probability) improve the performance. This

confirms the success of name formats in personal name recognition and word segmentation.

Table 11. Performance after integrating Chinese name processing

System R P F BI

Sys3a 96.39 94.97 95.68 97.90
Sys3b 96.42 95.49 95.95 98.05
Sys3c 96.57 95.53 96.04 98.10

Two systems were designed to observe the effectiveness of the Japanese name special-type
probability and the format probability. As the test set is encoded in BIG5, the Japanese name
processing is performed under the BIG5 Traditional Chinese character set. Both Sys4 systems
are based on Sys3c.

* Sysda: Using the Japanese name special-type probability without the format

probability
* Sys4b: Using both the Japanese name special-type probability and the format
probability
Table 12. Performance after integrating Japanese name processing
System R P F BI
Sys3c 96.57 95.53 96.04 98.10
Sysda 96.54 95.54 96.04 98.10
Sysdb 96.56 95.56 96.06 98.10

Table 12 illustrates the performance after integrating Japanese name processing. We found
that using only the Japanese name special-type probability resulted in a decline of the word
segmentation performance, while using both probability models outperformed Sys3c, but not
significantly. The reason may be the small number of Japanese names appearing in the Sinica
Corpus, as we know that only 4,849 words in the 743,718 sentences were considered to be
Japanese names (cf. Section 3.2). The improvement of Japanese name processing did not
affect the performance of word segmentation significantly.
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In order to observe the real performance of Japanese name processing, we designed
another experiment. A collection of 109 news articles was prepared, and the Japanese names
in it were manually annotated. 862 occurrences of 216 distinct Japanese names were found.

Two kinds of observations were performed. The first one was to verify the ratio of
Japanese names being correctly segmented before and after the integration of Japanese name
processing. The results are shown in Table 13, which were obtained by applying Sys3c and
Sys4b on the 109 documents. This confirms that integrating Japanese name processing greatly
improves the success rate.

Table 13. Ratio of Japanese names successfully being segmented

System | Number of Successfully Segmented Japanese Names | Ratio

Sys3c 154 17.87%
Sys4b 717 83.18%
Total 862

The second observation is to measure the precision and recall of Japanese name recognition.
That is, the ratio of correct ones among the Japanese hame candidates proposed by the system
(precision) and the ratio of correctly proposed ones among the Japanese names in the test set
(recall). The results are listed in Table 14, where both recall and precision are about 75%,
which is fair correctness but still needing improvement. This also shows that Japanese name
processing is not an easy problem.

Table 14. Precision and recall of Japanese name recognition
System P R
Sysdb | 74.31% (648/872) | 75.17% (648/862)

Some examples of correct and incorrect word segmentation results before and after integrating
the Japanese name processing are given here.

Successful examples:

Sys3c Sysdb Sys3c Sys4b
T =] i
e | B [ el | BT

Incorrect examples:

Sys3c Sys4b Sys3c Sysdb
] [
o] e P | [06R () P ) [ (B
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5.4 Word Variant Experiments

This section discusses the performance of handling word variants. Unfortunately, we cannot
find a suitable test set that contains annotations of character variants. The documents in the
Sinica Corpus are encoded in BIG5, a subset of Traditional Chinese characters. There are only
a few character variants appearing in the Sinica Corpus.

Two experimental datasets were constructed for the evaluation. The first dataset was a
copy of the Sinica Corpus with every character transformed into its Simplified Chinese form
(the mapping is unambiguous and can be done by a lot of software). This dataset can be used
to verify the ability of Simplified Chinese word handling of a word segmentation system. It
can also be used to decide the probabilistic model for homographic variants from different
words. The second one was a real corpus written in Simplified Chinese.

As mentioned in Section 4.3, the character mapping from Simplified Chinese to
Traditional Chinese is many-to-one. It is possible that a Simplified Chinese word is related to
two or more different Traditional Chinese words. Three systems were designed to determine
the unigram or bigram probability for such homographic word variants: Sysba chose the
maximum probability among the corresponding Traditional Chinese words, Sys5b chose the
minimum, and Sys5c used the sum of the probabilities. Note that Chinese and Japanese name
processing also suffers from this problem if the names are written in Simplified Chinese
characters. To focus on word variant handling, the experiments were performed without
personal name processing. All Sys5 systems were developed based on Sys2b, a system that
has not integrated the name processing module. The evaluation results are listed in Table 15.
We can see that the method of probability determination does not affect the performance as
much, which also shows that the system is capable of dealing with Simplified words in
Traditional Chinese text. We chose Sysba, the one with the maximum values, as our final
system.

* Sysba: Using the maximal probability of the corresponding source words
* Sysbh: Using the minimal probability of the corresponding source words
* Sysbc: Using the sum of the probabilities of the corresponding source words

Table 15. Probability model determination for homographic variants

System R P F Bl

Sysba 96.11 93.53 94.80 97.33
Sys5h 95.95 93.16 94.54 97.21
Sys5c 96.11 93.53 94.80 97.33

The second experiment was done on GHAN 1% Peking University Test Set, a Simplified
Chinese word segmentation benchmark. The test set contained 380 sentences. We did not use
its development set and lexicon to train our system. Instead, we used Sys5a and the lexicon
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constructed from the Sinica Corpus. The experimental results show that the performance is
worse, where precision is 86.56%, recall is 81.47%, and F-measure is 83.94%. This is because
the documents in the Peking University Test Set came from Mainland China, where the
vocabulary is quite different from the one in Taiwan. The lower performance is not surprising.
The main purpose of this experiment is to show that our system can do word segmentation on
documents written in Simplified Chinese with a certain correctness level.

6. Conclusion

In this paper, we propose methods to find word candidates that are Japanese personal names
(written in either Japanese Kanji or their equivalent Traditional Chinese characters) or word
variants when doing word segmentation. Documents are encoded in UTF-8 so that characters
in different languages can appear in the same document. Our word segmentation is based on a
bigram probabilistic model, and it integrates the generation rules and probability models for
different kinds of special types of words.

When handling Chinese and Japanese personal names, we propose the idea of the name
format probability model and discuss how the model can be built. We also propose a method
to find corresponding Traditional Chinese characters for Japanese Kanji so that a Japanese
name can be detected whenever it is written in a different language. The experimental results
show that the name format probability model does improve the performance, and the
mappings between Japanese Kanji and Traditional Chinese characters do help to detect
Japanese names more successfully.

The size of the Japanese surname list in our system, which contains only 15,702
surnames, is far less than the amount of 140 thousand mentioned in Wikipedia. Nevertheless,
once a larger Japanese surname list can be found, it can be easily integrated into our system as
long as we assign a small probability to those unseen surnames for smoothing. Furthermore,
our knowledge in Japanese name processing is still not sufficient. As a future work, a syllable
probabilistic model regarding the pronunciation of a name will be studied. The most important
of all is to find a large collection of Japanese names for training.

Using the character variant clusters, Chinese words written in any character variants can
be successfully detected as word candidates. Although the set of newly enumerated word
variants is large, the computational complexity remains the same if denoting word variants by
their group ID and using hash tables to do searching.
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Abstract

This paper explores the relationship between intelligibility and comprehensibility
in speech synthesizers, and it designs an appropriate comprehension task for
evaluating the speech synthesizers’ comprehensibility. Previous studies have
predicted that a speech synthesizer with higher intelligibility will have higher
performance in comprehension. Also, since the two most popular speech synthesis
methods are HMM-based and unit selection, this study tries to compare whether the
HTS-2008 (HMM-based) or Multisyn (unit selection) speech synthesizer has better
performance in application. Natural speech is applied in the experiment as a control
group to the speech synthesizers. The results in the intelligibility test show that
natural speech is better than HTS-2008, which, in turn, is much better than the
Multisyn system. In the comprehension task, however, all three of the speech
systems display minimal differences in the speech comprehension process. This is
because the two speech synthesizers have reached the threshold of having enough
intelligibility to provide high speech comprehension quality. Therefore, although
there is equal comprehensible speech quality between the HTS-2008 and Multisyn
systems, the HTS-2008 speech synthesizer is recommended due to its higher
intelligibility.
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1. Introduction

Recently, text-to-speech (TTS) system synthesizers have been evaluated from different aspects,
such as intelligibility, naturalness, and preference of the synthetic speech, as noted by Stevens,
Lees, Vonwiller, and Burnham (2005). Since the final purpose of applying synthetic speech is
to make it usable to applications, carrying out experiments measuring the synthesizers’
performance with human listeners is worthwhile.

In previous studies, while mentioning the evaluation of speech synthesizers, most
researchers only focused on intelligibility evaluation due to the experiment being easy and
quick to carry out. Nevertheless, it is necessary to involve perception factors in synthetic
speech evaluation, rather than merely evaluating the intelligibility, in order to better assess
speech synthesizers, as indicated by Pisoni, Nusbaum, and Greene (1985). Sydeserff, Caley,
Isard, Jack, and Monaghan (1992) also evaluated the aspect of the listener’s perception on a
comprehension task to learn how well synthetic speech could be understood by the listeners.
Moreover, Pisoni et al. (1985) demonstrated that intelligibility had a strong impact on
comprehension, and specified that intelligibility was one of the important factors affecting
listening comprehension. Thus, it is worth observing the linkage between intelligibility and
comprehension in speech synthesizers.

Although several studies have evaluated the intelligibility of speech synthesizers
successfully, very few researchers have examined its effect on comprehension. This may be
because the comprehension measuring experiment is difficult to construct, as it involves
cognitive processes that are difficult to capture and take into account. Recent studies have
taken post-perceptual comprehension tests instead to investigate listeners’ comprehension, but
many have failed to distinguish differences between TTS systems. An appropriate strategy for
evaluating comprehension still has not been found. Therefore, this research is intended to
design an adequate comprehension test for speech synthesis evaluation and to discover the
effect of intelligibility on comprehension.

In this study, the word “intelligibility” means the degree of accuracy with which each
word is produced in a sentence and the word “comprehension” means the degree of received
messages being understood. This study assumes that intelligibility has a strong influence on
comprehension, which indicates that speech synthesizers with higher intelligibility can be
expected to obtain higher comprehension. In addition, this paper also compares the latest
version of speech synthesizers used in the Blizzard Challenge (Black & Tokuda, 2005), which
are the unit selection (Clark, Richmond, & King, 2007) based Multisyn synthesizer (Clark, et
al., 2007) and the hidden Markov models (HMMs) (Zen et al., 2007) based HTS-2008
synthesizer (Yamagishi et al., 2008). Since these two speech synthesizers are built by adapting
the most popular methods used in producing TTS systems, it will be interesting to find out
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whether the HMM-based or unit selection approach can generate better synthetic speech in
terms of both intelligibility and comprehension.

2. Literature Review

2.1 HMM-based and Unit Selection Speech Synthesizers

In recent years, HMMs have been used to generate synthesized speech (Yoshimura, Tokuda,
Masuko, Kobayashi, & Kitamura, 1999). The basic procedures of implementing HMM-based
speech synthesizers to produce synthetic speech can be grouped into two parts: a training part
and a synthesis part (Heiga & Tomoki, 2005). There are two main advantages of using HMMs
to generate speech synthesizers. One is that the produced synthesized speech can be smoothed
and made to sound natural. The other is that, since the synthetic speech is created from HMM
models with parameters (Heiga & Tomoki, 2005), the characteristics of the voice can be
modified easily with adequate parameter transformations. The latest version of the HTS
(HMM-based Speech Synthesis System) used in the Blizzard Challenge is the HTS-2008.
HTS-2008 used the speaker adaptive approach, rather than the speaker-dependent method, to
generate HMM-based synthesizers. The training database used to create the average voice
model for HTS-2008 was a 41-hour speech collection. In addition, to reduce the expensive
computing time, the forward-backward algorithm was introduced in HTS-2008 (Yamagishi et
al., 2008).

As for the unit selection speech synthesizers, basically, a natural speech database will be
recorded by a single speaker and the units are extracted directly from the speech inventory and
concatenated together to generate new utterances. A number of different unit sizes can be used
to construct various types of unit selection speech synthesizers, such as phones, half phones,
diphones, and variable-sized units (Clark, Richmond, & King, 2004). In the recent Festival
speech synthesis system, the Multisyn unit selection algorithm was introduced (Clark, et al.,
2007) with the diphone sized units, which could carry better acoustic features and higher-level
linguistic information than the phone sized units used in CHATR (Hunt & Black, 1996) and
clunits (Black & Taylor, 1997). It can produce open-domain speech voices in high speech
quality and does not need to be based on the context domain speech to produce better quality.
In other words, higher quality synthesized speech can be created using the Multisyn unit
selection algorithm even if the synthesized utterance is not one of the sentences in the
collected databases.

Since the Multisyn speech synthesis approach has the advantage of generating natural
synthesized voices by extracting the diphone sized units straight from the speech signal with
less expensive signal processing, an investigation of its distinction from the HTS-2008
HMM-based speech synthesizer would be interesting and useful.
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2.2 Evaluation of Intelligibility

When evaluating the intelligibility of a speech synthesizer, semantically unpredictable
sentences (SUS) are used frequently. SUS sentences have been widely used in dictation tasks
and are recommended in evaluating intelligibility of speech synthesizers (Pols, van Santen,
Abe, Kahn, & Keller, 1998). SUS sentences are sentences that are semantically unpredictable,
but are still constructed grammatically syntactically. SUS sentences are used to prevent the
process of assessing intelligibility from being influenced by linguistic cues. If semantically
predictable sentences are used, listeners will learn the semantic and syntactic cues from the
context, which will influence their performance in the intelligibility task (Benoit, Grice, &
Hazan, 1996). They claimed that using SUS sentences in the intelligibility task could disrupt
the predictable context. This conclusion was also supported by Miller and Isard (1963),
reporting that using SUS sentences could prevent the learning effect.

2.3 Evaluation of Comprehension

The performance of various speech synthesizers can also be evaluated through comprehension
tasks. Several researchers have indicated that comprehension evaluation is a valid way to
assess intelligibility (Hustad, 2008; Yorkston, Strand, & Kennedy, 1996). This is because, in
the intelligibility task, listeners will emphasize recognizing individual words, rather than
focusing on the meaning of sentences. Nevertheless, the deeper information that lies within
intelligibility cannot be examined by merely identifying each word.

There are four types of questions that have been used in speech synthesizer
comprehension evaluation: surface structure questions, high proposition questions, low
proposition questions, and inference questions. These questions were designed based on
different levels of memory used during comprehension (Luce, 1981; Pisoni, Nusbaum, Luce,
& Schwab, 1983; Salasoo, 1982). Surface structure questions required participants to recall
specific words that occurred in the speech content. High proposition questions examined
whether listeners could get a general idea from the speech content, whereas low proposition
questions asked for more detailed information about the speech content than high proposition
questions. Finally, the inference questions measured whether the listeners could draw a
conclusion from the speech. Since surface structure questions did not involve much
comprehension ability, which did not meet the purpose of the present experiment, this type of
question was not included in the present study.
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2.4 Some Influential Factors in Intelligibility and Comprehension

2.4.1 Short-term Memory

Short-term memory is the biggest cognitive factor influencing the comprehension task. This is
because short-term memory is used to store fractions of information temporarily until full
information can be completely comprehended. Therefore, the technique is essential during the
comprehension task, and the load of short-term memory needs to be considered as well. As
demonstrated from the concurrent task experiment by Ralston, Pisoni, and Mullennix (1989),
short-term memory has limited capacity. Goldstein (1995) identified two different levels of
short-term memory, which are the nominal level and supra-nominal level. He further said that
nominal level short-term memory was involved in intelligibility tasks, focusing on qualitative
evaluation, whereas supra-nominal level short-term memory was used in comprehension tasks,
which required the information to be identified, processed, and understood. Therefore, as
specified by previous researchers, it would be important to take short-term memory into
account in this study.

2.4.2 Listeners’ Preferences

Another factor that may influence task performance is the listeners’ preferences. Nusbaum et
al. (1984) judged listeners’ preferences from listeners’ feedback on one natural speech and
two speech synthesizers, MITalk and Votrax. The measurement was to assess adjectives from
the feedback. The researchers found that, although people preferred to listen to natural speech
rather than the two speech synthesizers, they liked the MITalk system more than the Votrax
system. Also, they investigated the intelligibility in the MITalk system and evaluated it as
higher than the Votrax system. As indicated in the paper, this result showed that a relationship
existed between the subjects’ preferences and intelligibility of different speech synthesizers.
Besides, Nusbaum, Francis, and Henly (1995) contended that listeners’ preferences depended
greatly on the quality of speech intelligibility. Moreover, Terken and Lemeer (1988) and Paris,
Thomas, Gilson, and Kincaid (2000) found that, as the intelligibility got better, the degree of
preference would also increase.

Therefore, in this paper, HTS-2008 and Multisyn systems would be taken as the
representatives of HMM-based and unit selection speech synthesizers during the evaluation.
Also, by modifying the evaluation approaches used in the previous studies and considering the
cognitive factors, | try to design an appropriate comprehension test, which has not been found
yet, rather than designing an intelligibility test. In addition, through the newly modified
comprehension test, | hope that a stronger relationship of “higher intelligibility will gain better
comprehension” could be revealed.
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3. Methodology

3.1 Subjects

Twenty-five native English speakers participated in the experiment, with 6 males and 19
females.? Table 1 shows the subjects’ level of education.

Table 1. Participants’ level of education status

Degree of Education Undergraduate Master PhD
Number of Subjects 5 11 9

All of the participants were students studying at University of Edinburgh at the time of
the survey. There were 5 undergraduates, 11 master’s students, and 9 PhD students involved in
this experiment. The subjects’” average age was 25.44 years old, with a standard deviation (SD)
of 3.465 years.

Table 2. Participants’ English accents

English Accent British |American | Scottish Irish Welsh Indian
Number of Subjects 13 6 3 1 1 1

Table 2 presents the survey results of the participants’ English accents. The accent
survey reported 13 people with a British accent, 6 with an American accent, 3 with a Scottish
accent, 1 with an lIrish accent, 1 with a Welsh accent, and 1 with an Indian accent.
Additionally, only three participants indicated that they were speech experts. No one reported
having a hearing disorder.

3.2 Materials

3.2.1 SUS Sentences for Intelligibility Evaluation

Thirty SUS sentences were used as the material in the intelligibility task. These SUS sentences
were adopted from the 2008 Blizzard Challenge (Karaiskos, King, Clark, & Mayo, 2008). The
structure of these sentences is “The (Determiner) + (Adjective) + (Noun) piurar + (Verb) past tense
+ the (Determiner) + (Adjective) + (Noun) singuar- Although this was the only structure used
in the experiment, the English words chosen to construct SUS sentences are all low-frequency
words, in order to prevent the listeners from predicting meanings easily. For example, one of
the sentences used in the experiment is “The amicable chests became the unprepared
cockroach”. As the example shows, the intelligibility task tends to make it difficult for

2 Although the numbers of male and female participants were not balanced, the gender did not display
any significance in statistical analysis. Therefore, the gender difference is not considered in this paper.
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listeners to predict the unheard information. In addition, listening to each sentence more than
once was allowed, but subjects were requested to keep this to as few times as possible.

3.2.2 News Articles for Comprehension Evaluation

Six news articles from BBC News online that were considered to contain few story line cues
were used in the comprehension task. As in the study of Lai, Wood, and Considine (2000), in
order to reduce the news articles’ textual familiarity to the listeners, all of the topics chosen
were research reports, which were likely to be less familiar to most of the listeners. The
answers to the questions were designed with the assumption that there was no global and
general knowledge to the articles. In other words, participants could not learn the answers to
questions without listening. The average article was about 238.8 words (SD = 21.1 words).

Each news article was attached to ten questions. Five of the questions were designed as
multiple-choice questions, while the other five questions were open-ended questions. Only the
questions that required inferential skills would be arranged as multiple-choice questions with
four choices. On the other hand, factual questions with low-level proposition information were
assigned to open-ended questions. Figures 1 and 2 present examples of the questions involved
in the main experiment.

Inferential Question

Question: What would be the best topic for the news?
A. The poor quality of recent education.
B. The cpmpetition between colleges.
C. Colleges face the financial crisis.
D. Education revolution.

Figure 1. An example of inferential question in the main experiment

Factual Question

Question: How long would the growth of stubble usually appears?

Figure 2. An example of factual question in the main experiment

3.2.3 Synthesized Speech and Natural Speech Recording

HTS-2008 and Multisyn speech synthesizers were included in this experiment. Both speech
synthesizers were constructed by collecting the voice from a single male speaker with a
British accent, “Roger”. Also, the male speaker’s natural speech was taken as a control group,




116 Yu-Yun Chang

to compare with the experimental materials (30 SUS sentences and 6 news articles) produced
by the two synthesizers.

The recording was held in a sound lab of University of Edinburgh. The lab was equipped
with a professional recording room and a control room. The voice was recorded through a
Sennheiser MKH 800 microphone, with the volume set at 60 dB. The recorded wav files were
all single channel, with a frequency of 16 kHz. The recording duration was approximately one
hour.

The male speaker was a well-trained professional reader and had cooperated with the
Centre for Speech Technology Research (CSTR) for a long while, participating in speech data
recording. Therefore, steady and good quality natural speech was guaranteed.

3.2.4 Questionnaires

A questionnaire was assigned at the end of the experiment, asking for participants’ basic
information, whether they were speech experts, and the average number of times each
sentence in the intelligibility task was played. Some empty blanks were left for participants to
write down their comments and suggestions about the experiment.

3.3 Procedure

There were two tasks in the experiment. The first part was an intelligibility task (listening to
30 SUS sentences), and the other part was the comprehension task (listening to 6 BBC News
reports and answering questions). The experiment took place at the Perception Lab in the
Informatics Forum building. The lab consisted of individual rooms. Each room was equipped
with a SAMSUNG 2043 screen monitor and a set of Beyerdynamic DT 770 PRO headphones.
Every participant was arranged into one of the single rooms. The experiment was carried out
by applying an online webpage. All of the voices would come from the headphones
throughout the experiment, and the volume had been set to an adequate loudness for the
listeners. No participants complained about the sound volume.

3.3.1 Producing Wav Files

For the intelligibility task and comprehension task, all wav files of SUS sentences and news
passages were produced by natural speech and the two synthesizers, HTS-2008 and Multisyn.
In order to generate higher-quality synthesized speech for news passages, all of the sentences
in each article were synthesized individually before being concatenated together with a silence
interval of about 500 milliseconds in between.

There were some cases needing careful consideration when producing synthesized
speech, where the TTS systems could not identify the pronunciation as predicted in natural
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speech. For example, if the input text was “500MB,” the synthesizers would not be able to
pronounce it as “five hundred megabytes”. Instead, the pronunciation turned out to be “five
zero zero M B”. Since the purpose of this comprehension test was to measure whether the
synthesized passages were comprehensible to listeners, every word in the experiment should
be made understandable to listeners.

3.3.2 Pilot Tests for Comprehension Task

Since the material used in the intelligibility test was the same as in the Blizzard Challenge,
pilot tests for evaluating the intelligibility test were unnecessary. Nevertheless, pilot tests were
needed for the comprehension test in this study. The pilot tests for the comprehension test
were done three times, measuring the length of the articles, the difficulty of the text and
questions, and the familiarity of the text. Two native English speakers were invited to do the
pilot test and help evaluate the design of the comprehension task.

3.3.3 Main Experiment

To make the wav files produced from HTS-2008, Multisyn, and natural speech equally
distributed through the experiment, the wav files were equally arranged into 6 different groups
via Latin Squares. Each group included 30 SUS sentences in the intelligibility test and 6 news
articles in the comprehension test. Then, each listener would be assigned to one of the six
groups. Also, in order to prevent the participants from having pressure taking the exams, an
announcement was made beforehand indicating that they were testing the systems, not being
tested.

The intelligibility task was taken before the comprehension task. It was arranged this way
due to more effort being required in the comprehension task than in the intelligibility test,
where participants needed to answer questions rather than simply type the words they heard.
Therefore, it would be better not to depress the listeners’ patience and willingness in the first
task. The listeners were informed in advance that the sentences in the intelligibility task might
not be meaningful to them and were requested to try to listen as few times as possible. For the
comprehension task, listeners were only allowed to listen to each news article once before
answering questions without taking notes. Also, two extra subjective questions followed each
news article, asking about the participants’ confidence in completing the questions and their
feelings about the speech quality, scaled from 1 (very low) to 5 (extremely high). Finally, a
questionnaire was given after completing the two tasks.

The intelligibility task of this experiment took around 15 to 20 minutes, while the
comprehension test was about 25 to 30 minutes. Delogu et al. (1998) pointed out that many
researchers had found that participants would fail to maintain their attention after 20 to 35
minutes of doing the task. Due to this finding, participants were asked to take a 5-minute
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break between the two tasks.

4. Results®

4.1 Intelligibility Task

Most of the participants specified that they only listened to each sentence once, and typed
what they heard. For assessing SUS sentences, the measurement was based on calculating
word error rates (WER) occurring in every sentence. Typographical errors and homophones
were allowed.

Table 3. Significant differences in intelligibility of the three speech systems: results of
Pairwise Comparisons. # indicates a significant difference between a pair of

systems.*
Natural HTS-2008 Multisyn
Natural m u
HTS-2008 L] n
Multisyn u n

In Pairwise Comparisons, as presented in Table 3, there are significant differences found
between natural speech and HTS-2008 (p = 0.005), natural speech and Multisyn (p < 0.001),
and HTS-2008 and Multisyn systems (p < 0.001). To further verify the main effects in
Pairwise Comparisons, the results in the Tests of Within-Subjects Contrasts show that there
are significant effects when natural speech is compared to HTS-2008, F(1, 249) = 10.135° p =
0.002; and when HTS-2008 is compared to the Multisyn system, F(1, 249) = 26.685, p < 0.001.
Therefore, it can be concluded that natural speech has significantly lower WER (M = 4.2%,
SD = 10%) than HTS-2008 (M = 6.7%, SD = 11.4%) and HTS-2008 is even better than the

Since a detailed table of the scored collected from intelligibility and comprehension tests might be too
much to confuse the results description in this section, | simply provide tables with further analysed
statistical results here.

There are a total of 4 figures in this paper describing the statistical significant differences between
speech synthesizers based on experimental results. Combined with the results presented in the figures,
the statistical mean value (M) and standard deviation value (SD) are also given to further investigate
their performance.

In this section, you will find that a lot of statistical values are provided. In the presented form, F(a, b)
=c, F is the symbol of degree of freedom (df); a is the df value in the whole tested data set; b is the df
value of the deviation between the data set; and c is the output value of df. When the distance between
a and b values gets larger, the greater the ¢ value represents a stronger significant difference existed
within the data set, usually followed with a p value as a reference.
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Multisyn system (M = 14.3%, SD = 21.6%).

4.2 Comprehension Task

4.2.1 The Results from News Articles

A 3-point scale (0, 1, 2) was applied in the experiment to score answers in the open-ended
questions. If the responses to the comprehension questions were judged to be incorrect, 0
points were earned; if part of the answers were correct or the answers were too general and
nonspecific, yet not wrong, 1 point would be given; and 2 points were given to the responses
with fully correct and specific answers. A total of 10 points for 5 open-ended questions per
news article was possible. The examples of assessing the responses from open-ended
questions are provided in Table 4.

Table 4. Examples of assessing the responses from open-ended questions

Open-ended Question Correct Answer Listener Response Score
What are the two new news . . . .
channels that have been launched English and Arabic English, Arabic 2
by Russia? English and Polish 1
Arabic 1
Don't know 0

The 3-point scoring system was adopted from Hustad (2008). The reason for not taking a
2-point binomial scoring scale was because, in real life comprehension, it is not always an all
correct or wrong situation, as described by Hustad & Beukelman (2002). Nevertheless, since
the multiple-choice questions only had one correct answer, the binomial scoring system was
introduced to assess the responses. If the participants chose the correct choice, then 2 points
would be earned; if they chose the wrong answer, 0 points would be awarded. There would be
a sum of 10 points for 5 multiple-choice questions per news article. Therefore, the total score
in each article was 20 points.

There is no significance found in the three speech systems and none in the interaction
between systems and the question types. Nevertheless, there is a significant effect occurring in
the question types, F(1, 24) = 29.004, p < 0.001. Therefore, the performance in open-ended
questions was considerably worse (mean of error rate = 39.1%) than multiple-choice questions
(mean of error rate = 28%). Furthermore, there is no significance found in the interactions
between the systems and multiple-choice questions. Nevertheless, there is a main effect
observed in the interaction between systems and open-ended questions, F(1.569, 37.649) =
7.348, p = 0.004. Due to this fact, it can be interpreted that the results from open-ended
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questions shows the differences of the three systems.

Table 5. Significant differences in open-ended questions of the three systems: results
of Pairwise Comparisons. & indicates a significant difference between a pair

of systems
Natural HTS-2008 Multisyn
Natural
HTS-2008 L]
Multisyn u

As presented in Table 5, in the open-ended questions, a significant effect is revealed only
when the comparison is between HTS-2008 and the Multisyn system, F(1, 24) = 25.939, p <
0.001. Also, HTS-2008 performs much better (mean of error rate = 29.2%) than the Multisyn
system (mean of error rate = 49.8%) in answering the open-ended questions correctly.

4.2.2 A 5-point Scale for Subjective Judgments

Two individual subjective questions were given at the end of each news articles: the
confidence in making right responses to the questions (Confidence) and the feeling about the
displayed speech quality (Quality). Both the Confidence and Quality tests used a 5-point scale
(from 1 to 5) in assessing the subjective questions. Higher points represented listeners with
higher satisfaction, as shown below in Table 6.

Table 6. The 5-point scale measurement for the Confidence and Quality
subjective tests

1= Very low.

2 =Low.

3 = Average
4 = High.

5 = Extremely high.

Accordingly, there are main effects found in the systems, F(1.45, 34.806) = 25.365, p <
0.001, and in the interaction between systems and the subjective tests, F(2, 48) = 58.808, p <
0.001. Nevertheless, there is no significant main effect observed in the subjective tests.
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Table 7. Significant differences in the overall subjective test performance of the three
systems: results of Pairwise Comparisons. # indicates a significant
difference between a pair of systems

Natural HTS-2008 Multisyn
Natural m n
HTS-2008 =
Multisyn L]

In Table 7, highly significant effects occurred when HTS-2008 was compared to natural
speech, F(1, 24) = 24.758, p < 0.001; and when the Multisyn system was compared to natural
speech, F(1, 24) = 37.536, p < 0.001. While Quality compares to Confidence, two main effects
are discovered in the interactions when HTS-2008 is compared to natural speech, F(1, 24) =
89.161, p < 0.001, and when Multisyn is compared with natural speech, F(1, 24) = 73.059, p <
0.001. Therefore, it can be concluded that HTS-2008 is evaluated lower (M = 52.4%) than
natural speech (M = 71.6%) in the subjective tests and lower points are given to Multisyn (M
= 52.2%) than to natural speech. Therefore, it is known that natural speech has better results
from the subjective tests than the HTS-2008 and Multisyn systems.

The Confidence test does not show any significant effect on the systems. This result
indicates that listeners have equal confidence in natural speech, HTS-2008, and the Multisyn
system in answering the questions of each news article. As for the results from the Quality test,
there is a significance discovered in the systems, F(1.462, 35.085) = 61.249, p < 0.001.

Table 8. Significant differences in Quality test of the three systems: results of
Pairwise Comparisons. # indicates a significant difference between a pair of

systems
Natural HTS-2008 Multisyn
Natural L] L]
HTS-2008 L]
Multisyn u

In the Quality test, natural speech has an extremely high score in speech quality
identification (M = 82.8%), compared to the HTS-2008 (M = 48.8%) and Multisyn (M =
49.6%) systems. The results in Table 8 show no significance when HTS-2008 is compared to
the Multisyn system. As a result, in the subjective judgment of speech quality, natural speech
is scored significantly higher than HTS-2008 and Multisyn. On the other hand, the HTS-2008
and Multisyn systems are rated with nearly the same synthetic speech quality by listeners.
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The results also demonstrate that, although all of the news articles were generated by
concatenating the individual sentences together, natural speech still has better speech prosody
than the other two speech synthesizers. This is because the recorder of natural speech knows
the context and will be able to articulate the sentences with adequate prosody contours while
recording. Nevertheless, the news articles produced by HTS-2008 and Multisyn systems were
simply synthesized into individual sentences, without considering the context prosody factor.
As stated by Sanderman and Collier (1997), listeners preferred the speech systems with higher
prosody quality. Therefore, the listeners graded natural speech with the highest score,
compared to HTS-2008 and Multisyn.

5. Discussion
5.1 The Discussion in the Experiment Results

5.1.1 The Relationships between Intelligibility and Comprehension

In the intelligibility task, the results prove there are significant differences between the three
systems. In the intelligibility performance, natural speech is better than HTS-2008, while
HTS-2008 has greater performance than the Multisyn system. According to the initial
assumption in this paper, assuming systems with higher achievement in the intelligibility task
would also preserve better accomplishment in the comprehension task, we can estimate that
the three systems might have the same rankings in the comprehension task as presented in the
intelligibility task.

Nevertheless, in the overall comprehension task performance, no significant effects are
noticed within the three systems, which signifies that natural speech, HTS-2008, and Multisyn
all have a similar understandability quality for listeners. The outcomes in the comprehension
task are against the results in the intelligibility task and violate the assumptions of this paper.
Although it seems that the comprehension task in this study has also failed to distinguish
various speech systems, this is mainly because the three systems have reached the threshold of
producing comprehensible speech quality. This can be demonstrated from the results in the
Confidence test.

In the Confidence test, there was no significant difference observed in the three systems,
which meant that listeners have equivalent confidence in completing the comprehension task
produced by the systems. This implies that the three systems have given identical
comprehension quality to the listeners. In addition, the techniques required for evaluating
intelligibility and comprehension are different.

In the comprehension task, the main intention is to understand and comprehend the
global meanings offered in each news article, whereas the intelligibility task is not evaluated
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by focusing on the meanings of the words but on paying attention to every single word that
can be heard. During the process of comprehension, even if some of the words are not clear to
the listeners, the comprehension process will not be interrupted. Listeners can still acquire
general meanings from the context of the articles. Benoit et al. (1996) found that, with
sufficient linguistic cues, it would be easy for listeners to derive learning effects and process
the effects while comprehending. Thus, with sufficient cues provided from the three systems,
no significant differences could be found within the three systems in the comprehension task.
In other words, although natural speech, HTS-2008, and Multisyn are significantly different
from each other in intelligibility, they all obtain enough intelligibility quality for listeners to
learn the linguistic cues and comprehend the texts. In addition, the WER of 14.3% in the
Multisyn system can be taken as an intelligibility threshold reference for achieving high
comprehensibility in speech synthesizers.

5.1.2 The Influence of Different Question Types used in the Comprehension Task

In the comprehension task, different question types used in the experiment will bring a
significant effect to the systems’ measurement. In this experiment, only the open-ended
questions have a significant effect on the systems. This may be affected by the design purpose
of each type of question.

For the multiple-choice questions, they are assigned to be inferential questions, which
need to be processed and comprehended before answering. Thus, this procedure is very much
the same as in the real comprehension process and shows that natural speech, HTS-2008, and
Multisyn have the same comprehensibility. Nevertheless, the open-ended questions are
designed to be factual questions, which makes the process of answering the questions similar
to the way of completing the intelligibility task. Both the open-ended questions and
intelligibility task involve listening to the speech first and focusing on the key words they can
capture or understand.

The only difference between them is that the load of memory will be larger in
open-ended questions than in the intelligibility task. As seen in the results of open-ended
questions, the consequences diverge a little from the results in the intelligibility task. In the
open-ended questions, the performance in natural speech is identical to HTS-2008, but is
better than the Multisyn system. The intelligibility task, however, shows that natural speech is
better than HTS-2008 and Multisyn. In addition, even the overall subjective tests and quality
test show that natural speech has better achievement than HTS-2008. This may be due to there
not being enough participants included in the experiment (only 25 participants in this study).

Therefore, it is assumed that, if the number of participants increases, the significant
effect between natural speech and HTS-2008 in open-ended questions might occur. Apart
from the intelligibility and comprehension task, the overall subjective tests and quality test are
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both consistent with the results specifying that the performances in HTS-2008 and the
Multisyn system are the same. In general, the entire experiment in the present study has found
that natural speech has greater impact and performance than HTS-2008 and Multisyn.

5.2 Listeners’ Feedback and some Suggestions for Future Studies

5.2.1 Listeners’ Feedback

Most of the participants found the intelligibility task interesting. Since the materials were all
semantically unpredictable sentences, there could be many unexpectedly funny sentences. Still,
some of the participants specified that there were a few words they had seldom heard or seen
in their life, which might lead to some misspelling or making up the spelling. This problem
was solved in this study by allowing typographical errors and homophones while calculating
the WER in the intelligibility task. They also indicated that, in sentences with poor speech
quality, it would be difficult for them to recognize the words as real words.

Most of the participants reported that the second part of the experiment (comprehension
task) was harder than the first part (intelligibility task). They stated that the display duration of
news articles was a bit long for them to remember all of the information. Besides, the listeners
stated that, if the article were presented with low speech quality, it would be harder for them
to concentrate and follow up. In addition, they tended to focus more on the topics they were
interested in and answered these questions correctly more often. Some participants suggested
that there should be an option of “do not know the answer” added to the multiple-choice
questions to prevent them from guessing the answers.

Although there were comments coming from the participants, they still responded that
the whole experiment was interesting, and they had a lot of fun during the process.

5.2.2 Suggestions and Modifications for Future Works

According to the feedback received from the participants, some things can be modified in the
comprehension design to make the task better. First, since most of the participants replied that
the durations of news articles were a little bit too long, a pilot test for measuring the
participants’ feelings of duration needs to be applied before carrying out the main experiment.
In addition, with long news articles as experimental materials, there may be too much
redundant information embedded, which may interfere with the comprehension testing.
Furthermore, since each news article had different topics, there is no guarantee that the degree
of text complexity and familiarity would remain the same between articles. The word “text
complexity” used here means the degree of comprehension effort that needs to be devoted to
listening to the article.
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Due to the limitation of time, there were not enough listeners participating in each pilot
test. In order to remove the individual problems and increase the objectivity of the results of
the test, it will be better to have at least 10 people included in the pilot test.

6. Conclusion

From the results in the intelligibility task, we find that the performance in natural speech is
better than HTS-2008, and HTS-2008 is proven better than the Multisyn system. Nevertheless,
the results in the comprehension task show that the natural speech, HTS-2008, and Multisyn
systems display equal quality for listeners to comprehend. The explanation has been given in
Section 5.1.1, discussing the issue that all three systems obtain enough intelligibility quality to
be used in comprehending the news passages. Although the outcomes in the intelligibility task
show that there are significant differences in the three systems, their intelligibility has reached
the comprehension threshold to produce understandable high quality speech. In spite of the
objective results in the comprehension task, in the overall subjective tests and the Quality test,
both of them show that listeners consider natural speech to be the best system of all, compared
to the two speech synthesizers (HTS-2008 and Multisyn). Besides, the listeners feel that there
is no difference between HTS-2008 and the Multisyn system.

For the design of the comprehension task, there is still one thing that needs to be
mentioned. That is the comprehension task designed in this experiment could not directly
evaluate the comprehension process, as stated by Pisoni et al. (1985). Since the questions are
derived after listening, this kind of measurement is a post-perceptual comprehension.
Therefore, the comprehension strategies involved in this study are all evaluating the products
of comprehension, rather than the process itself.

In general, from the results of this experiment, the HTS-2008 speech synthesizer is
preferable and more usable than the Multisyn system. Although the two systems have the
same performance in comprehension, HTS-2008 is significantly better than the Multisyn
system in intelligibility.
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