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Performance Evaluation of

Speaker-Identification Systems for Singing Voice Data
Wei-Ho Tsai*and Hsin-Chieh Lee*

Abstract

Automatic speaker-identification (SID) has long been an important research topic.
It is aimed at identifying who among a set of enrolled persons spoke a given
utterance. This study extends the conventional SID problem to examining if an SID
system trained using speech data can identify the singing voices of the enrolled
persons. Our experiment found that a standard SID system fails to identify most
singing data, due to the significant differences between singing and speaking for a
majority of people. In order for an SID system to handle both speech and singing
data, we examine the feasibility of using model-adaptation strategy to enhance the
generalization of a standard SID. Our experiments show that a majority of the
singing clips can be correctly identified after adapting speech-derived voice models
with some singing data.

Keywords: Model Adaptation, Singing, Speaker Identification.
1. Introduction

As an independent capability in biometric applications or as part of speech-recognition
systems, automatic speaker-identification (SID) (Rosenberg, 1976; Reynolds & Rose, 1995;
Reynolds, 1995; Campbell, 1997; Reynolds et al., 2000; Bimbot et al., 2004; Nakagawa et al.,
2004, 2006; Murty & Yegnanarayana, 2006; Matusi & Tanabe, 2006; Beigi, 2011) has been an
attractive research topic for more than three decades. It is aimed at identifying who among a
set of enrolled persons spoke a given utterance. Currently, existing SID systems operate in two
phases, training and testing, where the former models each person's voice characteristics using
his/her spoken data and the latter determines unknown speech utterances based on some

comparisons between models and utterances. As the purpose of SID is distinguishing one
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person's voice from another's, it is worth investigating if an SID system can not only identify
speech voices but also singing voices.

There are a number of real applications where an SID system may need to deal with
singing voices. For example, if we record the sounds from TV, it is very likely that the
recording contains performers speaking then singing or singing then speaking. In such a case,
an SID system capable of handling both speech and singing voices would be very useful to
index the recording. Another example is when people gather to sing at a Karaoke. It would be
helpful to record everyone’s performance onto CDs or DVDs to capture memories of the
pleasant time. For the audio in CDs or DVDs to be searchable, audio data would preferably be
written in separate tracks, each labeled with the respective person. In this case, an SID system
capable of identifying both speech and singing voices will be helpful to automate the labeling
process.

To the best of our knowledge, there is no prior literature devoted to the problem of using
an SID system to identify singing voices. Most related work (Rosenau, 1999; Gerhard, 2004,
2003) has investigated the differences between singing and speech. Some studies have
developed methods for singing voice synthesis (Bonada & Serra, 2007; Kenmochi & Ohshita,
2007; Saino et al., 2006; Saitou et al., 2005), and some have discussed how to convert speech
into singing (Saitou et al., 2007) according to the specified melody. In this paper, we begin
our investigation by evaluating the performance of an SID system trained using speech voices
when the testing samples are changed from speech to singing voices. Then, a well-studied
model-adaptation strategy is applied to improve the system’s capability in handling singing
voices. Our final experiments show that a majority of the singing clips can be correctly
identified after adapting speech-derived voice models with some singing data.

The rest of this paper is organized as follows. Section 2 reviews a prevalent SID system.
Section 3 describes an improved SID system using some singing data to adapt speech-derived
voice models. Then, Section 4 discusses our experiment results. In Section 5, we present our
concluding remarks.

2. A Popular Speaker-Identification (SID) System

Figure 1 shows the most prevalent SID system currently, stemming from (Reynolds & Rose,
1995). The system operates in two phases: training and testing. During training, a group of N
persons is represented by N Gaussian mixture models (GMMs), A, Ay, ..., Ay. It is found that
GMMs provide good approximations of arbitrarily shaped densities of a spectrum over a long
span of time (Murty & Yegnanarayana, 2006); hence, they can reflect the vocal tract
configurations of individual persons. The parameters of GMM A;, composed of means,
covariances, and mixture weights, are estimated using the speech utterances of the i-th person.

The estimation consists of k-means initialization and Expectation-Maximization (EM)
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(Dempster et al., 1977).

Prior to Gaussian mixture modeling, audio waveforms are converted, frame-by-frame,
into Mel-scale frequency cepstral coefficients (MFCCs) (Davis & Mermelstein, 1980). The
merit of MFCCs lies in the auditory modeling, which has been shown to be superior to other
speech-production-based features in numerous studies. Given a test voice sample, the system

computes its MFCCs Y = {yy, ¥2,..., y1} and the likelihood probability Pr(Y|A;) for each model
kii
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where K is the number of mixture Gaussian components; Wi(k),ui(k), and Ci(k) are the k-th
mixture weight, mean, and covariance of model A;, respectively; and prime (') denotes the
vector transpose. According to the maximum likelihood (ML) decision rule, the system
decides in favor of person |” when the condition in Eq. (3) is satisfied:

1" =argmax Pr(Y [%). (3)
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Figure 1. The most prevalent SID system.

3. An SID System Based on Model Adaptation for Singing Voices

Our experiments, discussed in detail in Section 4, find that the above-described SID system
performs rather poorly in identifying singing voices of enrolled persons, since a person’s
singing voice can be significantly different from his/her speech voice. To see if the system can
be improved, we apply a well-studied model-adaptation strategy to adapt each person’s GMM
using some of his/her singing voice data. The adaptation is based on the Maximum A Posterior
(MAP) estimation of GMM parameters (Reynolds et al., 2000). We assume that the amount of
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available singing data for adaptation is very limited; hence, only the mean vectors of GMMs
are adapted. For the i-th person’s GMM, the mean vector of the k-th mixture is updated using
()
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where x,, | < 7 <L, are the MFCCs of the available adaptation (singing) data, fJ,i(k) is the
resulting mean vector after the adaptation, %V (-) is a multivariate Gaussian density function,
and y is a weighting factor of the a priori knowledge to the adaptation data. The block
diagram of the system based on MAP adaptation is shown in Figure 2.

Speech Utterances MFCC N Gaussian A
of the i-th Person Computation Mixture Modeling i
A Few X
Singing Data of —» MFCC. - Map Adaptation —» }.
. Computation i
the i~th Person
ﬁTraining
Unknown il ! {1 Testing
Voice Sample Likelihood
> .
L Y Computation
Ay
MFCC L) Likelihood ML |, Most
Computation Computation Decision Likely
. Person
XN v argmax Pr(Y|71i)
Likelihood =N
Computation

Figure 2. An SID system based on MAP adaptation of a
speaker GMM to a singer GMM.



Performance Evaluation of 5

Speaker-ldentification Systems for Singing Voice Data
4. Experiments

4.1 Voice Data

We created a database of test recordings ourselves, since no public corpus of voice data
currently meets the specific criteria we set up for this study. The database contains vocal
recordings by twenty male participants between the ages of 20 and 39. We asked each person
to perform 30 passages of Mandarin pop songs using a karaoke machine in a quiet room. All
of the passages were recorded at 22.05 kHz, 16 bits, in mono PCM wave. The karaoke
accompaniments were output to a headset and were not captured in the recordings. The
duration of each passage ranges from 17 to 26 seconds. We denoted the resulting 600
recordings by DB-Singing. Next, we asked each person to read the lyrics of the 30 song
passages at a normal speed. All of the read utterances were recorded using the same conditions
as those in DB-Singing. The resulting 600 utterances were denoted as DB-Speech.

For ease of discussion in the following sections, we use a term “parallel” to represent the
association between a speech utterance and singing recording that are based on the same texts.
For example, when the texts are in turn spoken and sung by a person, the speech utterance is
referred to as the “parallel” speech utterance of the resulting singing recording, and vice-versa.
In addition, for use in different purposes, we divided DB-Singing into two subsets,
DB-Singing-1 and DB-Singing-2, where the former contains the first 15 recordings per person
and the latter contains the last 15 recordings per person. Similarly, DB-Speech was divided
into subsets DB-Speech-1 and DB-Speech-2, where the former contains the first 15 speech
utterances per person and the latter contains the last 15 speech utterances per person.

4.2 Experiment Results

We used the 15 speech utterances per person in DB-Speech-1 to train each person-specific
GMM, and tested the singing recordings in DB-Singing-2. To obtain a statistically-significant
experimental result, we repeated the experiment using the 15 speech utterances in
DB-Speech-2 to train each person-specific GMM and tested the singing recordings in
DB-Singing-1. The number of Gaussian components used in each GMM was tuned to
optimum according to the amount of training data. The SID performance was assessed with

the accuracy:

#correctly-identified recordings %100% .

SID Accuracy (in %) = - -
# testing recordings

In addition, to make sure if the system could work well for the conventional SID task, we
also evaluated the SID performance using DB-Speech-1 to train each person-specific GMM

and tested the speech utterances in DB-Speech 2. Also, in order for the result to be statistically
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significant, the experiments were repeated using DB-Speech-2 to train each person-specific
GMM before testing the speech utterances in DB-Speech-1. Table 1 shows the SID results.
We can see from Table 1 (a) and (b) that the system trained using a set of speech data can
perfectly identify the speakers of another set of speech data. Nevertheless, the system fails to
identify most persons' voices in DB-Singing-1 and DB-Singing-2. Such poor results indicate

the significant differences between most people’s speaking and singing voices.
Table 1. Accuracies of the SID systems trained using speech data
(a) System trained using DB-Speeech-1

Testing Data SID Accuracy (%)
DB-Speech-2 100.0
DB-Singing-2 17.7

(b) System trained using DB-Speeech-2

Testing Data SID Accuracy (%)
DB-Speech-1 100.0
DB-Singing-1 16.3

Table 2 shows the confusion matrix of the SID results in Table 1. The columns of the
matrix correspond to the ground-truth of the singing recording, while the rows indicate the
hypotheses. It can be seen from Table 2 that there are a large number of persons whose voice
recordings were completely mis-identified. There were only a few people, e.g., #4 and #9,
whose singing recordings mostly could be identified well. Further analysis found that persons
#4 and #9 are not good at singing, and often cannot follow the tune. They cannot modify their
voices properly to make the singing melodious either. Perhaps due to a lack of singing practice,
persons #4 and #9 do not change their normal speech voices too much during singing; hence,

the system trained using their speaking voices can identify their singing voices well.

To gain insight into the SID errors with respect to different persons, we analyzed the
spectrograms of the singing recordings and their parallel speech utterances produced by
persons #9 and #10. The waveforms were divided into segments of 512 samples with 50%
overlap for the computation of short-term Fourier transform. We can see from Figure 3 (a) and
(b) that the formant structure of #9's singing recording is relatively similar to that of his
speech utterance, compared with the case of #10, shown in Figure 3 (c) and (d). There is
almost no vibrato in #9's singing voice. This is consistent with the observation that #9’s voice
does not differ too much from speech to singing; thus, it can be handled with speech-derived
GMM.
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Table 2. Confusion matrix of the SID results in Table 1.
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Figure 3. (a) spectrogram of a speech utterance produced by person #9,
(b) spectrogram of a singing recording produced by person #9,
(c) spectrogram of a speech utterance produced by person #10, and
(d) spectrogram of a singing recording produced by person #10, where
all the singing recordings and speech utterances are based on the
same lyrics: “/ni/ /Iman/ /iau/ /kuai/ /le/ /iau/ /tian/ /chang/ /di/ /jiou/”.
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Next, the SID performance of the “MAP-adaptation-based system” described in Sec. 3
was evaluated. We used the 15 speech utterances per person in DB-Speech-1 to train the
person-specific GMMs. Each GMM then was adapted using J randomly-selected singing
recordings per person in DB-Singing-1, where J =5, 10, and 15. Based on the adapted GMMs,
the system identified the persons of the singing recordings in DB-Singing-2. In addition, to
obtain statistically-significant experiment results, we repeated the experiment by using
DB-Speech-2 as the training data, DB-Singing-2 as the adaptation data, and DB-Singing-1 as
the testing data. The identification accuracy then was computed as the percentage of the
correctly-identified recordings. Figure 4 shows the SID accuracies obtained with the
MAP-adaptation-based system. It can be seen from Figure 4 that, as expected, the SID

accuracies increase with the increase in the amount of singing data used.

Accuracy (in %)

100.0 100.0 —
90,0 90.0
80.0 80.0
70.0 | < 700
60.0 | E 600
500 g 500
40.0 S 400
30.0 2 300-
200 200 -,
10.0 | 10.0 |
O T T T T T T T T T T T T T T (8 s s A A
0 5 10 15 0 5 10

Singing Recordings Used Per Person

Singing Recordings Used Per Person

(a)Testing DB-Singing-1 (b) Testing DB-Singing-2
Figure 4. SID accuracies obtained with the MAP-adaptation-based System.

As the MAP-adaptation-based system uses more voice data than the system using speech
data only, it is worth comparing the SID performance of the MAP-adaptation-based system
with that of the system trained using both speech data and singing data. We thus generated an
SID system using 15 utterances plus J singing recordings per person in Gaussian mixture
modeling. Figure 5 shows our experiment results. We can see from Figure 5 that the system
trained using both speech data and singing data cannot achieve comparable performance to the
MAP-adaptation-based system, especially when the amount of singing data is small. This may
be because a GMM trained using a mix of speech and singing data tends to model the common

voice characteristics of speech and singing, but overlooks their individual differences.

15
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—@ — MAP-adaptation-based System —@ — MAP-adaptation-based System
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(b) Testing DB-Singing-2

Figure 5. Comparison of the SID performance of the MAP-adaptation-based system
with that of the system trained using both speech data and singing data.

In addition, it is worth examining if the MAP-adaptation-based system is still capable of
identifying speech data, since its models have been adapted to handle singing data. Figure 6
shows the SID accuracies of testing speech utterances using the MAP-adaptation-based system.
For the purpose of comparison, we also evaluated the SID accuracies obtained with the system
trained using both speech and singing data. It can be seen from Figure 6 that both of the
systems work well in identifying speech utterances. This indicates that the GMMs in the
MAP-adaptation-based system do not lose the essence of covering the speaking voice
characteristics after they are adapted to cover the singing voice characteristics. Figure 7
presents the accuracies of identifying all of the speech utterances and singing recordings in our
database. We can see from Figure 7 that the MAP-adaptation-based system performs better

overall than the system trained using both speech and singing data.
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—@ — MAP-adaptation-based System
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Figure 6. Accuracies of identifying speech utterances
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Figure 7. Accuracies of identifying both speech utterances and singing recordings.
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5. Conclusion

In this study, the problem of speaker identification has been extended from identifying a
person’s speech utterances to identifying a person’s singing recordings. Our experiment found
that a standard SID system trained using speech utterances fails to identify most singing data,
due to the significant differences between singing and speaking for a majority of people. In
order for an SID system to handle both speech and singing data, we examine the feasibility of
applying a well-known model-adaptation strategy to enhance the generalization of a standard
SID. The basic strategy is to use a small sample of the singing voice to adapt each
speech-derived GMM based on MAP estimation. The experiments show that, after the model
adaptation, the system can identify a majority of the singing clips, while retaining the

capability of identifying speech utterances.

Although this study shows that a speech-derived SID system can be improved
significantly through the use of a model-adaptation strategy, the system pays the cost of
acquiring the singing voice data from each person. In realistic applications, acquiring singing
voice data in the training phase may not be feasible. As a result, further investigation on robust
audio features invariant to speech and singing would be needed. Our future work will focus on

this topic and extend our voice database to a larger scale.
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Resolving Abstract Definite Anaphora in Chinese Texts
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Abstract

Anaphora is a rhetorical device commonly used in written texts. It denotes the use
of terms referring to previously-mentioned entities, concepts, or events. In this
paper, the definite anaphora in Chinese texts is addressed and empirical approaches
to tackle abstract anaphors are presented. The resolution is built on the association
between target anaphors and the corresponding referents in their multiple-type
features extracted from different levels of discourse units. Experimental results
show that features extracted from clauses are more useful than those extracted from
sentences in referent identification. Besides, the presented salience-based model
outperforms the SVM-based model no matter whether the best set of extracted
features is employed or not.

Keywords: Anaphora Resolution, Chinese Text, Definite Anaphora, Feature
Extraction

1. Introduction

1.1 Motivation

Anaphora is an instance of an expression referring to the preceding utterances. Effective
anaphora resolution enhances understanding of a text and facilitates many applications of
natural language processing. The resolution involves anaphor recognition and referent
recognition. In Chinese texts, anaphors can be missing or be present as pronouns,
demonstratives and definite descriptions. Common pronouns are like “{4” (“he, him”), “##”
(“she, her”), “d (“it™), “Z$ 1M (“we, us™), “f"” (“they, them”); demonstratives are lF;*
(“this™), "#[” (“that”) and definite description are like the pattern “i§+[quantifier ]+noun
phrase.” Without concerning zero anaphora, about 54% of the explicit anaphors are pronouns,
40% are definite descriptions, and 6% are demonstratives in a corpus containing 20 news
articles.

Essentially, the challenges involved with Chinese anaphora resolution are attributed to
the complexities of Chinese sentence structures. It is known that although a Chinese sentence

* College of Computer Science, National Chiao Tung University, Hsinchu, Taiwan, R.O.C.
E-mail: tliang@cs.nctu.edu.tw; sunrise0406.iit97g@g2.nctu.edu.tw
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features the subject-verb-object order, the sentence may be formed by a series of verbs or by
pronoun or subject dropping, thus making sentence parsing difficult. Moreover, there is no
blank space between adjacent words in Chinese sentences, making word or noun phrase
identification difficult. Unlike most previous research projects focusing on non-abstract
anaphora resolution, this paper addresses the definite anaphora in Chinese written texts and
presents empirical parser-free approaches to resolve abstract anaphors, like ”iﬁfgﬁﬂ % (“this
plan”). The resolution is based on the linking between anaphors and their referents in multiple
aspects of contextual, semantic and surface features. Among them, semantic features are
extracted with the help of three outer resources, namely, Tongyici Cilin® (TYCC for short),
CKIP Lexicon? and Google search results®. Additionally, the features extracted from different
discourse units are investigated and the best feature set is verified at referent identification. In
the experiments, both SVM-based and salience models are implemented for model comparison.
Experimental results show that the features extracted from clauses are more useful than those
extracted from sentences for anaphora resolution. Besides, the presented salience-based model
outperforms the SVM-based model regardless of whether the best set of extracted features is
employed or not.

1.2 Abstract Definite Anaphora

In Chinese texts, a definite anaphor contains a demonstrative (tagged as “Nep” by CKIP
Chinese word segmentation system* (CKIP tagger for short)) followed with an optional
quantifier (tagged as “Nf”) and a noun phrase. Lexicons with Nep-tag are like IF;P = &
i, (e, Bl MWl EL pE, PR, SR fLTE”. Such anaphora is similar to the definite
description anaphora in English texts in which the anaphors are composed of the definite
article “the” followed by a noun phrase. In fact, there is no definite article in Chinese, so we
may treat the definite noun “the+noun phrase” and demonstrative noun “this or that+noun
phrase” to be the same in Chinese texts. In this paper, we focus on the “iﬁ+[quantifier]+
abstract-type noun phrase” anaphor since it is frequently expressed in Chinese texts. The
abstract noun phrases are defined and categorized according to CKIP Lexicon. Table 1 shows
some target anaphor instances we identified from our corpus.

Abstract definite anaphora can be expressed in two ways. One is direct anaphora in
which both the referent and the anaphor contain the same head noun. For example, both
anaphor lﬁfgﬁjii (this plan”) and its referent "5 % {fi g, %™ (“student parking plan”)

! TongyiciCilin extended version: http://ir.hit.edu.cn/demo/ltp/Sharing_Plan.htm

2 CKIP (Chinese Knowledge Information Processing Group) Lexicon:
http://www.aclclp.org.tw/use_ckip_c.php

3 Google: http://www.google.com.tw

4 CKIP Chinese word segmentation system: http://ckipsvr.iis.sinica.edu.tw/
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contain the head noun “*#;%™. The other is indirect anaphora in which the anaphor “iﬁ,g_l“b
% and its referent “TH L (“after-school assistance™) do not contain the same head noun
and their resolution has to be done by considering their linking in contextual, syntactic and
semantic structures. More challenges associated with indirect anaphora resolution come from
the boundary identification for those referents crossing multiple clauses or sentences. For
example, lFP i % refers to “SoAE UngﬁlﬁfUEITFV SHES S b ,&fﬂ]@;[‘:}’i RO
ol [ FUPRE-7"a > A5 - 7 (“The school will require all overweight students
to remain after school to participate in two hours of physical training until the end of the
term”). Besides, it is observed that Chinese texts are usually not written with accurate usage of
punctuation marks; thus identifying such types of referents in Chinese texts is harder than in
English texts.

Table 1. Some abstract instances and their CKIP Lexicon categories

Category

Example

ﬁ % (Characteristics)

FEQE thought, = £% behavior

< P (Enlightenment)

Fﬁjﬁ% problem, k= decision

I (Principles)

1= way, ﬁ”ﬂ@ system

@I (Social_activities)

=4 competition, »ﬁ—& meeting

%~ (Corporation)

Wbﬁ society, 2% school

7 (Nomenclature)

ik Job, €9 name

SPpd (Situations)

[fjibd situation, “F 5 phenomenome

ik %’7 Fﬁ% (% (Social_relation)

,Fg]ﬂ relation, I‘Fh 7 frienship

FHSHE 7 (Monetary_relation)

i funding, %™ income

f#°]1 (Authority)

P f# regime, = f# sovereignty

- (Hiness)

VTFJ disease, ‘Jﬁ@ lesion

]EHJ’ ff] (Temporal_relation)

HifF (Events)

HAFS] period, [/ stage
i~ fi% action, 5 process

Fh £ (nominal verb)

F%fg‘, investigation, r%’j[?ﬁ meeting

2. Related Work

In general, abstract anaphora can be resolved using pattern rules, statistical or hybrid
approaches. For example, Byron (2002) presented PHORA to resolve pronouns referring to
abstract entities in a dialogue corpus. The resolution is based on the semantic constraints
imposed on verbs, predicate noun phrases and predicative adjectives in sentences. Later
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Navarretta (2004) extended these semantic constraints with dialogue structures to resolve
inter-sentential pronominal anaphors in Danish texts. Beside the rule-based approaches, Strube
and Muller (2003) presented a decision tree resolution to identify both NP-type and non-NP
antecedents with the employment of 23 features including NP and coreference features. The
supervised learning method is also found in (Yang et al., 2006) for pronoun resolution by
taking into account the coreferential information of a candidate. In addition, some researches
have tried to resolve indirect nominal anaphora via web search (Bunescu, 2003), WordNet
(Poesio et al., 2002), or statistical models like multi-layer perceptrons (Poesio et al., 2004).

In contrast to the prevalent discussion on English anaphora, effective approaches to
tackle Chinese abstract anaphora have not been widely discussed. Either parsing-tree based or
machine based approaches have been primarily presented to resolve noun-phrase type
references (Yeh & Chen, 2004; Zhao & Ng, 2007; Wu & Liang, 2008, 2009, 2011; Kong &
Zhou, 2010). Nevertheless, it is observed that the average length of the referents includes
more than one clause in a corpus like the news reports we extracted from Academia Sinica
Balanced Corpus® (ASBC for short). Hence, this paper is motivated to present some feasible
methods to facilitate such type referent identification.

3. Corpus Preparation

3.1 Corpus Tagging

The corpus we used for developing the resolution approach is extracted from ASBC, a corpus
used for modern Chinese text processing research. For each extracted text, we manually
tagged the target anaphors and filter out those IF% without a following noun phrase. For

example, we would not use“iﬁj{:” (“this is"), “iF;PHJ 'F’J‘ti:" (“this might be”),...etc. We did not
tag those lF;* if that functioned as discourse-new or cataphor.

The corpus contained 885 texts and out of which there were 24062 sentences and 82783
clauses identified by any of punctuation marks (“- ? ! ;™and ("> ? ! ; » ™) respectively.
Each clause was tagged with a sentence number s; and a clause serial number c;. Each clause
was also manually tagged with < ana;> or < ref;> if an anaphor i or a referent for anaphor i was
found in that clause. There were total 1538 definite abstract anaphor instances occurring in the
corpus. Followings are three tagged examples in which referents were shown in italic form
and anaphors were shown with underlines.

Example a : %[ 14 S <sy, ¢o> > WAG L g U gl G % <sy, co><refy> o sl

ii’y'ﬁl;]m% '<S,, C3><aNa> ... °

Example b : =< JR%EE ARG VEI<sy, c;><ana; ><ref;> ... o

® Academia Sinica Balanced Corpus: http://www.sinica.edu.tw/SinicaCorpus/
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Example ¢ : /¢ 5%775;77//5/%*7?5/%@’;75‘5}& W;?ﬁ,&ﬁgf/?f/* Fo<sy, c><ref;> » 2 Yr
= f/ﬂfﬁf/ﬁgf“:?’;%sl, co><refy> o 1 ZFE R ff<s, ca><ref;> g;;g S ;;ffi;-;f%‘j%
SPIH<s2, o> <anag>, SR 5 Rl O -

Table 1 lists the 14 categories defined by CKIP Lexicon and some instances identified in
our corpus. There are some observations from our tagged corpus. First, there might be
multiple referents for a tagged abstract anaphor. In our corpus, 25% of the anaphor instances
referred to more than one referent. 59% of the tagged referents contained more than one clause.
52% of the referents occurred in three clauses away from their anaphors and more referents
occurred in the preceding sentences than the ones in the same sentences. Besides, 90% of the
addressed anaphors and their referents were far away in three sentences. In this paper, the
tagged referents were should be in consecutive clauses if they are referred to the same
anaphor.

3.2 The Target Referent

Table 2 lists the statistical data of tagged anaphors and their referents. It is found that almost
one-third of the tagged anaphors are either characteristics-type or enlightenment-type. The
referents for situation-type anaphors contain more clauses than the ones for other types.

Table 2. Anaphors counts and referents lengths

Categories Anaphors ﬁﬁ]ﬁgg r:egf ;325
Characteristics 350 2.23
Enlightenment 205 2.79
Principles 231 244
Social_activities 106 121
Corporation 48 1.46
Nomenclature 12 1.09
Situations 130 3.34
Social_relation 9 2.7
Monetary_relation 28 2.71
Authority 5 14
IlIness 11 1.73
Temporal_relation 65 2.25
Events 155 2.79
Nominal verb ([+nom]) 148 2.07
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4. The Proposed Resolution

Figure 1 is the presented resolution which involves POS tagging, anaphor recognition, feature
extraction, and referent identification with the employment of three outer resources and
processing tools, like a CKIP tagger and a well-designed NP-chunker. The three resources are
CKIP Lexicon, TYCC and web search result which is a set of words extracted from Google’s
snippets. All of these resources will be used for semantic computation for identifying both
anaphors and referent candidates.

texts

: CKIP CKIP
POStagging  |¢ tagger Lexicon
Anaphor NP
recognition  [¢¥] chunker <y
¢ TYCC
Feature Semantic
extraction “»  computation [
Web search
_ Re_fe_renft identification J result
identification  [€¥ model
v

Figure 1. System architecture

4.1 Anaphor Recognition

The anaphor recognition is implemented by a finite-state-machine based NP-chunker (Yu,
2000). Following are some identified anaphors:

(1)i§/this(Nep) i (Nf) [k international(Nc) <= gii/finance(Na) f[i-=/center(Nc)
(2)i§/this(Nep) Fi(NF) 5 ="/way(Na) 3=+ /processing(A) [(DE) iﬁ]‘a[b/consuming(Na)
F:p”ﬁ#,/product(Na) % phltrade(Na)
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(S)iﬁlthis(Nep) “FI(Nf) [l /elementary school(Nc) F5fjfj/teacher(Na) = /report(Na)

ffl/publication(A) %% ﬁ/meeting(Na)

(4)i§/this(Nep) [H(Nf) ‘& f/compromising(VA)

Afterwards, the last word of an anaphor will be extracted as the head noun and will be
checked as to whether it is listed or not as an abstract object in CKIP Lexicon. The
experimental results on 1538 anaphor instances show that the presented anaphor recognizer
can yield 89.99% accuracy. The failures are summarized into three types as follows:

a. Verbal nominalization: our chunker extracts the anaphor “. " ” only, rather than “Z.~ £
#'7” out of “ % i /participate(VC) lF;P (Nep) -~ (Nf) % — /volunteer(Na) i?ﬁ 7"
[train(VC)[+nom]*

“BIFFFEES T A7 in the clause “iF%/this(Nep) SFI(NF)EH/from(P) R international (Nc)
F1 7 #5 fautomobile(Na) = #d /engineering(Na) 5 %’7 /academic society(Nc) [[1 &' *J [
/ROC(NCc) 57 ﬁ/sub— academic society (Nc)Z= #/hold(VC) EI’U(DE)%,%E"/super(A) td
leconomic(VJ)ifi/oil(Na) i /car(Na) L *#/competition(Na)”

b. Complex sentence structure: for example, the correct anaphor is iég{& FE I EE”, not

c. Inverted sentence: the correct anaphor should be “Hi” rather than “F i’ﬁlizlﬁ[i?e’“bﬁ-[” in a
sentence like “iﬁ(Nep) Hi/thing(Na) Wﬁ[ﬁ%/research institute(Nc) i1(Na) ~*/too(D)
e PEAE (VH)/with no idea about”.

4.2 Feature Extraction

It is found that 90% of the referents in our training corpus are within the distances of three
sentences away from their corresponding anaphors. So the clauses within this distance are
considered as candidate referents. Candidates also include the clauses like “HIF,[J}E[’[E‘?JJEE"
(Middle-east this area). Here referent "1l (Middle-east) is in the same clause of its anaphor
“iﬁf[ﬁ*f’ﬂﬁ

Table 3 lists the four types of the 10 features used in referent recognition. Among them,
the thresholds for the distance and similarity features are measured by chi-square test so that
each feature value is either one or zero. Dice_Coefficient is used to compute the semantic
similarity between the words in candidate clause C and the words in anaphor A by measuring
how many common nouns, proper nouns, location names, temporal lexicons and verbs are in
common.
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Table 3. The extracted features

Feature description

Feature type .
yp C: candidate clause, A: anaphor clause
] C and A are in the same sentence
Location -
C and A are in the same clause
) C and A are within the threshold distance in the terms of sentences
Distance

C and A are within the threshold distance in the terms of clauses

C contains all words of A

Lexicon C contains some words of A

C contains verbs occurring in A

C and A are similar enough by computing Dice_Coefficient

Semantic C and A contain the same sentential topic word

C contains the words frequently occurring in text

2enA

[c+1A

ICNA = Related(c;,a;)

1 ifqG =a;
or CKIP(c;) =CKIP(a;)

Related(c; ,aj) = or TONYI(G) = TONYI(aj)
or ¢; inweb(A)

0, otherwise

Dice_Coefficient =

C : set of words in candidate clause
A : set of words in anaphor

CKIP(x) : CKIP label for word x
TYCC (x) : TYCC label for word x
Web (C) : search result words of C

It is noticed that the computation is based on word expansion using the mentioned TYCC,
CKIP Lexicon and the words extracted from web search results. TYCC contains 77270 words,
each of them being represented with one code and tagged with five labels, representing five
levels of word categorization. We use the chi-square test to select an appropriate category
level of words for word expansion. CKIP Lexicon contains 14935 words as abstract-type
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words and the words of the same type are treated as related words. For those words neither in
TYCC nor in CKIP Lexicon, they will be expanded using search results. The expansion is
built with the employment of anaphors and their sentential-topic words as queries to the search
engine, Google. From the retrieved 100 snippets with respect to each query, we used
chi-square test to find those words frequently co-occurring with the queries.

The topic word feature is employed by assuming that an anaphor and its referent may
address the same topic in neighboring sentences. The sentential topic words are identified
using the centering-theory based method (Pan, 2008) with which 76.59% F-score was yielded
on an experiment containing 88 sentences. The employment of the feature of frequent words is
based on the assumption that main concepts in an article may be mentioned repeatedly. In this
paper, the main concept words are selected by evaluating the occurrence frequencies of those
nouns and verbs in an article. The number of frequent words is also decided by chi-square test.

4.3 Referent ldentification

We randomly selected 708 articles containing 1226 target anaphors as our training corpus and
use the remaining 171 articles (containing 241 target anaphors) as the testing corpus. The
candidate referents are those clauses in the distance of three sentences ahead of the anaphors.
The referent identifier is implemented with a statistical model and a salience model for model
comparison. All referents are searched backward from the target anaphors. For identification
comparison, we implemented both SVM-based (LIBSVM® ) and salience-based approaches
on different discourse units, namely, single-clause, bi-clauses, and single sentence. Both
models are incorporated with feature extraction which yields an optimal set of features and
feature weights by running PyGene’, a genetic algorithm tool in Python. The performance is
measured in terms of accuracy which is the ratio of the number of referents tagged correctly at
their sentential boundaries by the presented model to the number of referents tagged manually.

Table 4 lists the results of different identification models. It is observed that the
salience-based model outperforms the statistical model in terms of higher accuracy. This is
because the salience-based model is aimed at selecting the candidate that is the most relevant
to the corresponding anaphor while the statistical model picks the relevant one only. On the
other hand, clause-level approaches turn out to yield higher accuracy than sentence-level
approaches. This is because there might be more irrelevant information acquired from larger
discourse-units, like bi-clauses or sentences, thus affecting the selection of the right
candidates.

® The LIBSVM: http://www.csie.ntu.edu.tw/~cjlin/.
" PyGene: http://www.freenet.org.nz/python/pygene
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Table 4. Results of different identification models

Model SVM-based Salience-based
Feature extracted Single Bi-clause Single Single Single
clause sentence clause sentence
Same sentence 1 1 1 0.1 0.1
Same clause 0 0 0 0 0
Sentence 0 0 0 0.1 0.1
distance
Clause distance 0 0 0 0 0
Full lexicon 1 0 0 01 01
agreement
Partial lexicon 1 1 1 02 02
agreement
Same verb 0 0 0 0.1 0.1
Clause similarity 1 1 1 0.1 0.1
Same topic word 0 0 0 0 0
Frequent words 1 0 1 0.2 0.2
accuracy 68.46 65.14 53.65 70.54 60.34

Some failures in identification are attributed to the errors in noun phrase chunking. For
example, in the text “T =} fLJeA Jusd gz ]p— S5p97T 3% :ﬂlﬁ ﬁ ,,, [f' .7 (“Genius
is ninety-nine-point hardship plus one-point talent” such saying should be memorized in
mind”) » the anaphor lﬁﬁ‘lﬁf (“such saying™) refers the idiom “= 7} kL Jesj puds ]
53N 7. Such failure may be resolved by taking into account the punctuation marks as one
useful feature at referent identification. One the other hand, the present resolution is unable to
identify the semantic association between J\(ﬁ:ﬁ][ﬁ&' (“Qing Empire”) and “35 |[4Eﬁ [ (this
era) in resolving the anaphor in the text like “?i*i%ﬁ]'[aﬁli?[’[ﬁﬁﬂj (Ep.” (“In this era of
Qing Empire...”). How to improve the presented semantic computation should be concerned
as the future work.

5. Conclusion and Future Work

In this paper, we describe definite anaphora in Chinese texts and present empirical methods to
resolve the target abstract anaphors which are not widely addressed in previous research
projects. In addition, we consider the factors of discourse levels from which the feature
extraction is implemented. Without the help of a parser, our experimental results show that
clause-level feature extraction is better than the sentence-level extraction in generating useful
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identification features. Besides, the salience-based approach yields higher accuracy than the
SVM-based model whether the best set of extracted features is selected or not.

In the future, we will take into account the Chinese discourse structure and discourse
markers in order to improve the boundary identification especially for those referents
containing multiple clauses or sentences. Besides, improvement of the semantic computation
model should be made so as to enhance the semantic linking between anaphors and their
corresponding referents.
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Abstract

We report applications of language technology to analyzing historical documents in
the Database for the Study of Modern Chinese Thoughts and Literature (DSMCTL).
We studied two historical issues with the reported techniques: the
conceptualization of “huaren” (Z' *, Chinese people) and the attempt to
institute constitutional monarchy in the late Qing dynasty. We also discuss research
challenges for supporting sophisticated issues using our experience with DSMCTL,
the Database of Government Officials of the Republic of China, and the Dream of
the Red Chamber. Advanced techniques and tools for lexical, syntactic, semantic,
and pragmatic processing of language information, along with more thorough data
collection, are needed to strengthen the collaboration between historians and
computer scientists.

Keywords: Temporal Analysis, Keyword Trends, Collocation, Chinese Historical
Documents, Digital Humanities, Natural Language Processing, Chinese Text
Analysis.

1. Introduction

Natural language processing (NLP) is a well-known research area in computer science and has
been successfully applied to handle and analyze modern textual material in the past decades.

* Department of Computer Science, National Chengchi University, Taiwan
E-mail: chaolin@nccu.edu.tw

* National Chengchi University, Taiwan
E-mail: gtqf1908@gmail.com

# Institute of Chinese Studies, Chinese University of Hong Kong, Hong Kong
E-mail: gtqf1908@gmail.com

¥ Department of Chinese Literature, National Chengchi University, Taiwan

8 Department of History, National Chengchi University, Taiwan



28 Chao-Lin Liu et al.

Whether we can extend the applications of current NLP techniques to historical Chinese text
and in the humanistic context (e.g., Xiang & Unsworth, 2006; Hsiang, 2011a; Hsiang, 2011b;
Yu, 2012) is a challenge. Word senses and grammar have changed over time, and people have
assigned different meanings to the same symbols, phrases, and word patterns.

We explored the applications of NLP techniques to support the study of historical issues,
based on the textual material from three data sources. These include the Database for the
Study of Modern Chinese Thoughts and Literature (DSMCTL),* the Database of Government
Officials of the Republic of China (DGOROC),? and the Dream of the Red Chamber (DRC).?
DSMCTL is a very large database that contains more than 120 million Chinese characters
about Chinese history between 1830 and 1930. DGOROC includes government
announcements starting from 1912 to the present. DRC is a famous Chinese novel that was
composed in the Qing dynasty. These data sources offer great chances for researchers to study
Chinese history and literature, and, due to the huge amount of content, computing technology
is expected to provide meaningful help.

In this paper, we report how we employed NLP techniques to support historical studies.
Chinese text did not contain punctuation until modern days, so we had to face not only the
well-known Chinese segmentation problem but also the problem of missing sentence
boundaries. In recent attempts, we applied the PAT Tree method (Chien, 1999) to extract
frequent Chinese strings from the corpora, and we discovered that the distribution over the
frequencies of these strings conforms to Zipf’s law (Zipf, 1949).

We investigated the issue of how the Qing government attempted to convert from an
imperial monarchy to a constitutional monarchy between 1905 and 1911, using the emperor’s
memorials (% }’F’, zou4 zhe2) * about the preparation of constitutional monarchy.® To this end,
we selected the keywords from the frequent strings with human inspection, and we applied

YT S R %ﬂ@a%{éﬁ%@% (zhongl guo?2 jin4 xian4 dai4 sil xiang3 ji2 wen2 xue2 shi3
zhuanl ye4 shu4 ju4 ku4): http://dsmctl.nccu.edu.tw/d_about_e.html, a joint research project between
the National Chengchi University (Taiwan) and the Chinese University of Hong Kong (Hong Kong),
led by Guantao Jin and Qingfeng Liu

ZHIij SR EER ’T‘E‘I (zhongl hua2 min2 guo2 zheng4 fu3 guanl zhi2 zil liao4 ku4):
http://gpost.ssic.nccu.edu.tw/. The development of this database was led by Jyi-Shane Liu of the
National Chengchi University.

S5 #6145 (hongl lou2 meng4): http://en.wikipedia.org/wiki/Dream_of the_Red_Chamber, a very
famous Chinese novel that was composed in the eighteenth century

4 Most Chinese words are followed by their Hanyu pinyin and tone the first time they appear in this
paper.

W = ﬁﬁj SRR Rl (gingl mo4 chou2 bei4 li4 xian4 dang3 an4 shi3 liao4)
http://baike.baidu.com/view/3299810.htm
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techniques of information retrieval to support the study.

We also studied the attitude of the Qing government towards the Chinese workers who
worked in other countries between 1875 and 1911. We analyzed the co-occurrences, i.e.,
collocations, of the keywords over the years of interest, using the documents recorded in the
diplomatic documents of the late Qing dynasty.°

Detailed observations and discussions of this historical research are reported in two other
papers (Jin et al., 2011; Jin et al., 2012) that will be presented in the Third Conference of
Digital Archives and Digital Humanities.

While we have applied NLP techniques to support historical studies, we have also
experienced some challenging problems at the lexical, syntactic, semantic, and pragmatic
levels. For instance, what are the most appropriate computational functions that support a
certain research need? Are the current databases good enough? We elaborate on these
challenges based on our experience with the three data sources, i.e., DSMCTL, DGOROC,
and DRC.

No one may expect that NLP techniques will replace the major role of historians in
historical studies, but the techniques should be able to work with historians to make their
studies more efficient and more effective. Empirical experience reported in this paper and the
literature have demonstrated the potential of NLP techniques. With the help of computing
technology, historians can delegate some search work and basic analysis to computers and
spend more time on higher-level philosophical issues than before.

2. Zipf’s Law Applicability

The Database for the Study of Modern Chinese Thoughts and Literature contains six genres of
text material that were published between 1830 and 1930. Except for the first category, most
of them were collected from the late Qing dynasty: modern periodicals, personal publications
of the literati, diplomatic documents, newspapers, official documents, and translated works by
western commissioners. Currently, the database contains more than 120 million simplified
Chinese characters.”

6 wEx g % B (qingl ji4 waid jiaol shi3 liao4): http://zh.wikisource.org/zh-hant/iE % 9t 4 pLik| 88

" DSMCTL was first built in a project led by Guantao Jin and Qingfeng Liu while they were with the
Chinese University of Hong Kong. Due to budget constraints, the historical documents were sent to
China, where the simplified Chinese was used, to be scanned and entered into computers. Hence, the
earliest version of DSMCTL was in simplified Chinese. A traditional Chinese version of DSMCTL is
still under development.
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Table 1. Statistics for five collections

Collection Number of Different Total Number |Number of Different| Number of
Pseudowords of Characters Characters Documents
Constitution 3288 713131 4097 399
Diplomacy 29315 2875032 5225 5758
Min_Bow 7784 1450623 6230 325
Nations 2649 679410 4916 160
New_People 33378 5259590 6647 1524

For modern Chinese information processing with NLP techniques, researchers rely on
good machine readable lexicons and good methods to segment Chinese strings into Chinese
words. Both of these infrastructural facilities are missing for the processing of non-modern
Chinese text. Hence, we bootstrapped our work by computing frequent Chinese strings with
the PAT Tree technique in the documents, and we asked historians to select relevant words
from the frequent strings.

Table 1 shows the statistics about five collections in the DSMCTL database: Constitution
(74 Ef2), Diplomacy (757 91 % fLoRl), Min_Bow (:J%5),° Nations (¥&[s![ji' L), and
New_People (Frod##).1° They contain about 11 million characters, about one tenth of the
whole DSMCTL database. We refer to strings that occurred more than 10 times™ in a
collection as pseudowords. Many of these pseudowords have specific meanings, but not all of

them do.

We ranked the pseudowords based on their frequencies, i.e., the most and the second
most frequent pseudowords were ranked first and second, respectively. Then, we computed
the logarithmic values of the ranks and frequencies, resulting in the curves in Figure 1. The
curves in Figure 1 indicate that the pseudowords in the Chinese historical documents, like
documents written in modern English and Chinese languages (Ha et al., 2003; Xiao, 2008),
conform to Zipf’s law quite well (Zipf, 1949).

8 3% (min2 baod): http://zh.wikipedia.org/wiki/ = ¥

° ¥ [ﬁﬁ'ﬁ%ﬁ'?&\ (hai3 guo2 tu2 zhid): http://zh.wikipedia.org/wiki/{& [Eﬁ'qﬁ'%&

0 weJ¥ 8 (sinl min2 cong2 bao4): http://zh.wikipedia.org/wiki/#=J 3, 3

' The selection of 10 as the threshold was by the historians. The choice was heuristic but arbitrary.
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Figure 1. Pseudowords in the Chinese historical collections abide by Zipf’s law

Let r and f denote the rank and frequency of a word in a collection of text,
respectively, Zipf’s law predicts that the product of » and f is a constant, c, as shown in
Equation (1).

f=2 @

Hence, we will observe curves that are almost straight lines after we take the logarithm
(usually abbreviated as “log™) on both sides of Equation (1) to become Equation (2). In Figure
1, the log values of pseudoword frequencies are on the vertical axis, and the log values of the
pseudoword ranks are on the horizontal axis.

log(f) = log(c) —log (1) )

Let N denote the total number of characters in a collection. We divided the word
frequencies by the sizes of individual collections. In Figure 2, the vertical axis shows the log
values of the pseudoword frequencies divided by N, namely, log (ﬁ) . The curves for the

distributions of the pseudowords almost overlap, suggesting that Zipf’s law applied to the five
collections quite uniformly, after we considered the influences of the sizes of collections.

The decision to divide term frequency, f, by the corpus size, N, was arbitrary, but it was
very interesting to find that curves in Figure 2 almost overlap as a result. Evidently, sizes of
corpora affected the shapes and positions of the Zipfian curves. Xiao (2009) attempted to
study the influences of corpus size over the Zipfian curves. In one of the reported studies,
Xiao sampled five small datasets of almost the same size from the General Contemporary
Chinese Corpus, which contained approximately one billion Chinese characters. Zipfian
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Figure 2. Reducing the influences of sizes of individual collections

curves drawn for these datasets overlapped almost perfectly.

3. Chronicle Trends of Multiple Keywords

We examined the pseudowords and selected those that are potentially relevant to historical
issues as keywords. We computed the annual and total frequencies of each of these keywords
and computed the total number of keywords in each year.

The “Total” curve serves as the basis for the analysis of importance of keywords. Let
t1005, 1906, t1907, t1o0s: 1009, tie10, @Nd ti917 denote the total number of keywords appearing in
1905, 1906, 1907, 1908, 1909, 1910, and 1911, respectively. We could compute the total
number of keywords in Constitution, T, using the following equation.

T = t1905 + t1906 + L1007 T tio0s + L1009 T L1910 T L1011 3)

Using the years on the horizontal axis and the annual percentage, % on the vertical axis, we
analyzed the keywords in Constitution (cf. Table 1) to obtain the “Total” curve in Figure 3.

Analogously, let K denote the total number of a particular keyword, e.g., “’gl[’ﬁju,” (guanl
zhi4, bureaucracy ) that appeared in Constitution and k, denote the number of instances the
keyword appeared in a year n. We can draw a curve of annual percentage for a keyword.
Figure 3 shows the curves of annual percentages of all words (Total) and six keywords over
the years between 1905 and 1911 in Constitution (cf. Table 1).
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Figure 3. Some keywords appeared more frequently in particularly years

When the keywords appeared more frequently in a year, a historical event typically
coincided with the increase in frequency (Jin et al., 2011). We considered the keyword to be
special in the year n, if k—K”z/li;. In Jin et al. (2011), we chose A = 1.1 arbitrarily, but the
selection of A can be adjusted as needed in a computer-assisted document analysis

environment.

For instance, in 1906, % for “’gh{ﬁjﬂ" was about 0.45, and tl"% was less than 0.25. In
1907, % for “+ 2712 was about 0.40, and tl"% was less than 0.33. Both “’Eg’ﬁjﬂ” and “F
2" qualified as special. In 1906 and 1907, the Qing government began to consider
constitutional monarchy seriously, so government officials intensively discussed the issues of
“bureaucracy” (“’gh,’ﬁjﬂ”) and “constitutionality” (“s+ %) for running the new form of
government. Hence, keywords like El,ﬁju and “7F k" appeared in the emperor’s memorials

more often than in other years.

In 1908, kl}(ﬂ for “¥Ex¢"% was about 0.45, and tl"% was less than 0.15. In fact, in
1908, the keywords about election (“¥%%<” and “;EI’I?E”) were used more frequently in the
emperor’s memorials.

After years of discussion on the fundamental issues of a constitutional monarchy, the

Qing government appeared to be prepared for the new form of government and was taking
steps for its realization. In 1909 and 1910, words relating to self-governance (“%‘J“TU” and “F1

12 5 21 1i4 xiand, constitutionality
18 ¥k xuan3 ju3, election; ﬁ’ﬁj@: zhangl cheng2, rules
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3?[”)14 became relatively more important.

The temporal relationship between these six keywords’ emerging importance further
suggested the progression toward the establishment of a constitutional monarchy before the
overthrow of the emperor in late 1911. Namely, the focus of discussion shifted from planning
and preparation to realization and action.

Our approach is more appropriate for historical studies than the Google Trends®
approach, although the difference is subtle and may appear minuscule. The analysis of
occurrences of an individual keyword, like in Google Trends, is useful for studying the
changing importance of a keyword over a period of time. Evaluating the chronicle change of
importance of a keyword is certainly important, but we further compare the chronicle changes
of multiple keywords, which allows us to visualize the trends more directly.

4. Temporal Analysis of Important Collocations

A collocation is formed by two keywords that appeared “close” to each other in a statement. A
collocation carries more specific semantic information than an individual keyword. The
occurrence of the keyword “Chinese labor” (“ir‘j ,” hua2 gongl) could have referred to
anything about Chinese labor, e.g., limiting (“BELﬁTu,” xian4 zhi4) or protecting (“f#1,” bao3
hu4) the Chinese labor, while a collocation “protect the Chinese labor” (“f{1” and “if‘j ”)

provides more specific meaning than the individual keywords.

Nevertheless, given that there were neither word boundaries nor sentence boundaries in
pre-modern Chinese documents. We chose to define “close” based only on the “distance”
between two keywords.

A keyword was considered to be collocated with another if the keywords were less than
30 characters apart. Our computer programs were flexible in setting the window size for
“closeness”. We defined the collocation window as the span of characters around a keyword
that are considered “close”. We ran experiments where the sizes of the collocation windows
were set to 10, 20, and 30 characters. A collocation window of 30 characters will consider 30
characters on the left and on the right side of a keyword. The historians observed the
computed collocations and preferred the size of 30.

We analyzed the statistics of collocations in the documents about the concept of
“Chinese People” (“Z *,” hua2 ren2) in Diplomacy (cf. Table 1). We identified the keywords
with the procedure that we applied to find individual keywords in Constitution that we
explained in the previous section. Historians then chose the keywords of interest and we ran

14 = chou2 beid, preparation; 1371 2i4 zhid, self-governance
5 http://www.google.com/trends/
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Figure 4. Importance of keyword collocations varied over the years

the computer programs to do the temporal analysis of the important collocations. This
procedure is similar to the procedure that we used to obtain Figure 3; the only difference was
whether the target of analysis was keywords or collocations.

Curves in Figure 4 show that the annual percentages of four collocations varied over the
years between 1875 and 1909. Significantly large annual percentages again coincided with
historical events of the given years. In 1894, the United States of America (USA) (“Z [=I”
(mei3 guo2) in the chart) and the Qing government signed a treaty to limit Chinese laborers
(“Jf‘j ") entering the USA.™ In 1905, Chinese societies started to boycott American’s
products, mostly because the USA would extend the treaty signed in 1894.Y Initially, the
Qing dynasty was trying to protect only the Chinese laborers. Later, the protection was
extended to Chinese merchants then extended to Chinese people (Jin et al., 2012).

5. Ranking Individual Documents: An Application of Information Retrieval

As the statistics in Table 1 show, there can be thousands of documents containing millions of
characters in a particular collection. Finding the most relevant documents or essays to read
was not easy in the past. With our ability to identify the important keywords and collocations,
we could rank the documents based on how documents included the important keywords and

O TR (R EE T R )
http://dict.zwbk.org/zh-tw/Word_Show/64744.aspx
v http://zh.wikipedia.org/wiki/ﬁﬁju%; CHER . (B B T RS ﬁ,’
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Table 2. Three highly ranked emperor’s memorials written in 1906 (in Constitution in
Table 1) and their weights (i.e., relative importance), authors, and titles

1906

Weights | Authors | Document Title

420 BYERE | D ﬁ B'%%F‘?F",{E[@m%% 2 B"El,’ﬁjﬂ.‘\l T SRS AT

312 | gy | SRR IR

122 | S| ATV o S RS S A P

collocations. Table 2 shows a part of the table where we ranked the documents in Constitution
(cf. Table 1). The weights in Table 2 were calculated based on the number of keywords that
were used in a document. Larger weights imply that more keywords were used in the
document, so the document might be more relevant to the research topic for which the
researcher selected the keywords. The ranking function and other techniques for information
retrieval and extraction could provide useful information for historians to study specific issues
(Jin et al., 2011; Jin et al., 2012).

6. Discussion

In this section, we discuss some technical problems related to using computing techniques to
support historical studies in Chinese.

6.1 Lexical Ambiguity, Pragmatics, and Term Identity

We have illustrated three possible applications of textual analysis for historical studies in
previous sections. The applications were based on the frequencies of keywords in the
collections. In NLP, we can refer to the frequencies of keywords as term frequencies. In
addition, we relied on the “time stamps” of the documents, where the “time stamps” are the
recorded times of the documents. Based on our dependence on the terms frequencies and time
stamps, we obtained and presented the figures that we discussed in Sections 3 and 4.

In these examples, we presume that the frequencies reflect the importance of the concepts
that are represented by the terms and collocations, and the results of our work are quite
convincing. Nevertheless, we have to watch for the problems of lexical ambiguity and
pragmatics that are hidden under the term frequencies.

For instance, frequently cited events of the past may induce confusion about the
significance of term frequencies. Tu et al. (2011) discovered that, although “3=*2Zx” (zhangl
gongl yi4) was a Chinese name that appeared frequently in collections in the Taiwan History
Digital Library (THDL), “3= 2" referred to a person who actually lived in the Tang dynasty
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(618AD-1907AD),* which is well before the time period of the documents in THDL. The
documents in THDL referred to“3= ** £+ because of a story that was well-known in the Qing
dynasty (1644AD-1912AD). That the term frequency of “3=*Z4” is high in THDL does not
imply that “3= "2 himself was an important person in Taiwan in the Qing dynasty.

Lexical ambiguity may make the term frequencies less reliable. Yu (2012) accentuates
this issue with ““J= " (min2 zhu3). In modern Chinese, ““J = ” is the word for “democracy”.
Nevertheless, it could represent the emperor (==, min2 zhil zhu3), the American
president, and the Republic (in = [, min2 zhu3 guo2) in non-modern Chinese text.

The first author of this paper examined the DGOROC, and found that “I@@Hl" was a
very common name in the database. Hence, finding the actual identities of names is an
important issue, in addition to computing the term frequencies. Distinguishing persons of the
same name in modern databases requires extraordinary sources of private information.

Although differentiating persons with the same names is not easy, identifying names in
Chinese text is not an easy task for the research of Named Entity Recognition (often referred
to as NER (Wu et al., 2006)) in the first place. For instance, it may not be easy to extract
names from Chinese text like “f| l—}\fé SRR FEQ FrEE lﬁ?ﬁ'?“,ﬂ%"w (zhong1l yangl
gaol ceng2 zheng4 yund niang4 anl pai2 ling4 ji4 hua4 jiel ren4 zhongl zu3 bu4 zhang3) if
we do not know 3 & G #[” (ling4 ji4 huad) is a name.”

6.2 Word Segmentation and Sentence Division

In Section 6.1, we discuss the interpretation of a given term. In Chinese, however, we also
have to define the concept of “term”. If we cannot define terms precisely, then we have no
grounds for defining collocations. It is known that Chinese words are not separated by spaces
like in alphabetic languages, and the task of separating Chinese words in Chinese text is
generally called word segmentation (e.g., Ma & Chen, 2005; Jiang et al., 2006; Tseng et al.,
2005). It is less known, however, that pre-modern Chinese text does not have punctuation, and
readers also have to figure out the divisions of sentences (Huang, 2008).

Clearly, if we could not divide sentences and segment words correctly, we would not be
able to acquire correct term frequencies. This may happen when we process text like “=r i= ¥
EEHRA D [T 'Fﬁl‘ﬁ‘ji w42 E (wu3 xing2 zhe3 jinl zhu3 yi4 mu4 zhu3 ren2 shui3

zhu3 zhi4 huo3 zhu3 1i3 tu3 zhu3 xin4). We would have to add punctuation to divide this

'8 http://en.wikipedia.org/wiki/Tang_Dynasty

19 Source: http://iwww.cbfcn.com/news_detail.aspx?strnew=1154

2 n fact, “"QJE'?'%E"” (ling4 1u4 xian4), “—? PTE"“’ (ling4 zheng4 ce4), “Q#u?}" (ling4 wan2 cheng?2), and
“ &J H & (lingd fangl jhenl) are also Chinese names (although they are quite unusual) :
http://zh.wikipedia.org/wiki/ ;fg,ﬁ
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string: “=1 S H > B2 FK A2 [T 2 FH 2w 4 2 (27, After this step, we know that
?ﬁl% is not a term in the original string, although “Fﬁ' [ can be a meaningful term in
modern Chinese.? Given the divided string, we still have to face the word segmentation
problem. In this example, each character in “& = &.” represents a specific meaning. We

cannot interpret “= . in “& = 3. as we would interpret “= #.” (-ism) in “TJ B2 A7 (did
guo2 zhu3 yi4; imperialism) or “&¥4 = & (zil ben3 zhu3 yi4; capitalism) in modern
Chinese. Similarly, we have to know that “£ = ” is not a term in the original string, although

“& = ” (a wealthy person) is a meaningful term in modern Chinese.

An actual problem took place when we used the DSMCTL to investigate whether energy
conservation was a concern in the Qing dynasty (Chou et al., 2012). Without a Chinese
segmenter for pre-modern Chinese, we found many occurrences of “F“Wf” (neng2 yuan2) in
the database, but, most of the time, “'thi’ﬁl” was just a sub-string of “T F YRR +” (bud
neng2 yuan2 yuan2 er2 lai2) when people talked about something that could not come

indefinitely.?

6.3 Trends: Informative or Deceptive

In Sections 3 and 4, we briefly introduced applications of temporal trends of keywords (Figure
3) and trends of collocations (Figure 4) that were more thoroughly discussed in Jin et al. (2011)
and Jin et al. (2012), respectively. Researchers in other fields also have found impressive
applications of trends of keywords (e.g., Caneior & Mylonakis, 2009). Despite these
successful applications, caution is in need to interpret the observed trends.

Figure 5 shows temporal trends for the names of three main characters in a famous novel
Dream of the Red Chamber (DRC). The horizontal axis shows the chapters of the DRC. The
vertical axis shows the frequency of the keywords (persons’ names in this chart). The highs of
the curves shows the times of being mentioned of a person in a particular chapter, so are
indicative of the relatively importance of the persons. We discuss three main persons in DRC,
“EF " (Bao3 Yud), “Er= " (Daid Yud), and “Fi#¥” (Bao3 Tsail), in the following.

2 FFM happens to be the name of a Chinese company: http://www.zhihuo.asia/.
2 The Chinese segmentation service at Academia Sinica (http://ckipsvr.iis.sinica.edu.tw/) would return
j iR *RRL” ), and “ for “T F“?Wi‘?ﬂﬁﬁé” The onIine version of the Stanford parser
(http://nlp.stanford.edu:8080/parser/index.jsp) would return “7+,” “f * and “YRRI) 7.



Some Chances and Challenges in 39

Applying Language Technologies to Historical Studies in Chinese

Word Frequency
120 -
F
100 3 ;
r * s
e go P
q P gEn g i
u 60 é . :: . ::- .": ’ B
i o it oni
e o LR P A IR .
40 e B e s
n BRI oo . > ca e o -
HEEENE Mg oo, KO, l
y ALY v i HES RS
0 IIIIIIT‘I‘I’I‘I’FII'IIIIII‘I'IIIIIIIIIIIIIIIIIII
I O - O - O +H O O +H O -+ O
NN NN O O~
Chapter

Figure 5. Frequencies of three main names in Dream of the Red Chamber
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Figure 6. Lengths of chapters in Dream of the Red Chamber

Do the ups and downs of a particular curve show the changes of importance of a person?
Intuitively, the answer may be yes. If the name of a person was mentioned more frequently,
that particular person should be more involved in a chapter. This interpretation, however, is
not flawless — a person being mentioned more times might be the result of a longer chapter.
Being mentioned more times in a longer chapter might not be solid proof of the importance of
the mentioned person.

Figure 6 shows the numbers of characters in each chapter in DRC. Evidently, some
chapters are longer and some are shorter.
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Figure 7. Proportions of three major names in individual chapters in
Dream of the Red Chamber

Let f; and I, , respectively, denote the frequency of a keyword and the length of a
chapter tin DRC. We divide f; by [, for t=1, ..., 120, for the three names in Figure 5.
Figure 7 shows the resulting curves for the three persons.

We can observe some important changes in the curves. Take the curve for Bao-Yu (“#7
—7) for example. Bao-Yu was mentioned 84, 116, and 98 times in Chapters 8, 19, and 28,
respectively. These three instances formed the first three peaks above 80 in the curve for
Bao-Yu in Figure 5. The frequencies may have suggested that Bao-Yu were more important in
Chapter 19 than in Chapters 8 and 28. After we divided these frequencies by the chapter
lengths, we observed that the proportions of Bao-Yu being mentioned in these chapters were
almost the same in Figure 7. Hence, the trends illustrated in Figures 6 and 7 provide hints for

different conclusions.

Consider another example. Assume that we want to know who among the three persons
liked to “smile and say” most in DRC. Curves in Figure 8 show the frequencies of “¥7 = “3¢,”
“fre SR, and “EEYSSGE” in DRC, where “STiE” (xiao4 dao4) is a way to say “smile and
say”. The curves suggest that, before Chapter 40, Bao-Yu was the person who liked to “smile

and say” most.

Nevertheless, one may contend that the absolute frequency may not be a perfect indicator
for how likely a person was to “smile and say”. If a person was mentioned less frequently,
then s/he would not be able to “smile and say” as frequently as another who was mentioned
more frequently.
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Figure 9. Bigram proportions show that Bao-Chai laughed most in early chapters

Let s, and m,, respectively, denote the frequency a person “smiled and said” and a
person was mentioned in a chapter t. For the three persons in our current discussion, m; was
their individual term frequency f; that we showed in Figure 5. We divided s, by m, for
each person and came up with Figure 9.

Quite interestingly, the curve for Bao-Yu does not dominate the others anymore. Instead,
Bao-Tsai (“#7%¢") smiled and said something once every two appearances in Chapter 19, as
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did Dai-Yu (“fr= ") in Chapter 73. In fact, never did Bao-Yu smile and say as often as 50%
of the time he appeared in any chapter. The highest proportion of Bao-Yu’s “smile and say”
took place in Chapter 88, where the proportion still fell short of 40%.

One researcher may be interested in the times a person smiled and said something, and
another might be interested in the proportion a person smiled and said something when the
person was mentioned in DRC. Take Bao-Yu for example. In the former case (Figure 8), the
term frequency of Bao-Yu is the focus. In contrast, in the latter case (Figure 9), the conditional
probability Pr(Bao-Yu-Xiao-Dao |Bao-Yu) is of interest, and we have to compute the
probability based on the observed frequencies. Different trends and analyses should be used
for different purposes, and this is up to the researchers’ discretion. When designing tools for
assisting historical studies, appropriate functionalities should be considered and explained to
their users as clear as possible.

6.4 Transliteration and Translation

In addition to the ability to process normal pre-modern Chinese text, one may need to handle
transliterated and translated words. Chinese people encountered western culture more directly
and more frequently starting from late 1500s. Transliteration and translation are important
ways for people to use Chinese words to convey and understand western concepts and entities.

To study the interactions between the Chinese and western cultures in pre-modern times,
getting to know the Chinese transliterations and translations is an important step. For instance,
“president” was transliterated into “{fIZE122” (bo2 i3 si2), “(F ZEIF1TH” (bo2 1i3 si2 dun4), “{f1
Flga = (bo2 1i3 si2 tianl de2), and “{f 1]~ " (bo2 1i3 si2 tianl de2). Some Chinese
characters were selected based on the pronunciations of “president”, and some were selected
to show respect to the position of “president.” “Pacific Ocean” was translated into “*&”
(da4 hai3), “*FlyE” (dad dongl yangl), and “~M¥34” (tai4 yangl hai3), and transliterated
into “E[lﬁ‘[iﬁ“(ﬁﬁ” (beid sil yil hu2) and “E=F1ZFfia” (i3 sil feil yi4 hai3). The translations
show people’s knowledge about the size and position of the Pacific Ocean. “Politics” was
transliterated into “#7#[2790” (bo2 li4 di4 jial) and “i&lxj'ﬁ” (po2 li4 ted); both were
transliterations.

Historians may spend their lifetimes identifying the translated and transliterated terms in
historical documents. If one could provide researchers the Chinese terms for the western
concepts and entities, the researchers would be able to investigate and understand how
Chinese faced the West hundreds years ago.

Therefore, we imagine that it would be useful if computing technologies could help
historical researchers identify transliterated and translated terms in historical documents. It
may be not easy to use human experts to annotate a database that has 120 million characters,
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such as DSMCTL.

6.5 Advanced NLP Techniques: Trend Analysis

An anonymous reviewer of the manuscript of this paper pointed out that applications of
advanced NLP techniques will strengthen the values of the collected statistics. For instance,
one may classify the keywords into types and conduct temporal analysis on keywords of the
same type. This may give us a trend analysis similar to the analysis of emotion trend reported
in Yang et al. (2007). It is also possible to treat the network of keywords as a social network.
The nodes can be verbs, nouns, and names, and links show strengths of associativity.
Networks like this may shed light on historical events that were difficult to see by simply
studying the historical documents.

6.6 Time Stamps, Missing Data, and Fundamental Changes in DGOROC

The DGOROC database® provides information about the appointments of government
officials of the Republic of China in Taiwan. This database was constructed and verified with
human labor. Information was copied from hard copies of official documents, entered into text
files, and was verified for quality assurance. It contains more than 850 thousand records dated
from 1912, and is useful for studying modern history and relevant applications about Taiwan
and China (e.g., Liu & Lai, 2011).

Since the data came from a real and changing government, there can be barriers that were
difficult to overcome simply by computing technology. For instance, the current government
in Taiwan was not in a really stable condition until she moved to Taiwan in 1949. Hence, the
database is relatively more complete for records after circa 1949.

It should not be surprising that a government tries and evolves to serve the nation in the
fast changing world. For instance, there was no “Ministry of Education” before 1928, although
there must have been some government agents to handle national education policies before
1928. Hence, a researcher will have to know the names of the agents that were responsible for
education to study the national education policies circa 1928. In this case, a simple keyword
search service may not help very much.

Although the data collected after 1949 was more complete in DGOROC, the government
may change the rules for whether or not to announce some types of assignments. For instance,
there are departments in the Ministry of Education, and the department heads may change
their appointments from a department to another, but this type of switch is not publicly

2 The first author gained experience with DGOROC while serving as the project leader for maintaining
DGOROC between February and August 2011. The comments about DGOROC in this section are of
the first author.
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announced in recent years.

The appointments of lower ranks of government officials may not be announced at real
time. The announcement of such appointments may be delayed so that a larger group of
appointments would be announced at the same time. If the time stamps of events for a certain
study matter, then this kind of delay may be troublesome.

Despite these remaining challenges in DGOROC, we consider this database unique and
important. By incorporating information available from other database maintenance agents of
the central government and from national libraries, the database will offer researchers a great
information source for studying modern history of Taiwan.

7. Concluding Remarks

We delineate our experience in using three sources of historical documents in Chinese: the
database of Chinese historical documents that contain more than 120 million simplified
Chinese characters, the Database of Government Officials of the Republic of China, and the
Dream of the Red Chamber. Techniques for natural language processing were employed to
analyze the contents of the documents to facilitate the studies of historical events. The
exploration showed that NLP techniques are instrumental for the studies of non-modern
Chinese historical documents. Our experience also suggested that advanced NLP techniques
and more complete data collection are necessary for supporting research work in more precise
ways.
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Abstract

Users might use general terms to query the information in need, when the exact
keyword is unknown. We treat these inexact query terms as general queries. In this
paper, we consturct a test data set to evaluate the performance of online search

engine on searching Wikipedia with general queries and exact queries.

We also proposed a new query expansion method that performs better on general
queries. The Wikipedia query expansion method is regarding the Wikipedia as a
thesaurus to find candidates of query expansion. The expanded queries are then
combined with the pseudo relevance feedback. The performance of this method is
better than online search engine on the general queries.

Keywords: Information Retrieval, General query, Test Collection, Wikipedia,
Query Expansion.
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A i IJ%TT(CIRBOIO)’ Vs IH TP E AT PSRRI
T %u/l?Fd A = R QH\’?,W BT F,@ SN (T g8 2001)
#2.NTCIR 72 G55/ ¥ ]
<TOPOIC> | </TOPOIC> | The tag for each topic
<NUM> </NUM> Topic identifier

<SLANG> | </SLANG> | Source language code: CH, EN, JA, KR

<TLANG> | </TLANG> | Target language code: CH, EN, JA, KR

The concise representation of information request, which is

<TITLE> </TITLE>
composed of noun or noun phrase.

A short description of the topic. The brief description of

<DESC> </DESC> information need, which is composed of one or two sentences.

A much longer description of topic. The <NARR> has to be
detailed, like the further interpretation to the request and proper
nouns, the list of relevant or irrelevant items, the specific
requirements or limitations of relevant documents, and so on.

<NARR> </NARR>

<CONC> </CONC> The keywords relevant to whole topic.
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2.2 h 85 (Query Expansion)
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1994)(Harman, 1992)(Salton & Buckley, 1990)(Saracevic, 1970)(Sparck Jones & Rijsbergen,
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Okapi BM25 Rl PR 220 s B f 0l i o fjR 12 2V ERTAT
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Filtering Wikipedia
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Jp YRS (Tag) & B &[5 4 T
4. 2

Tags Description
<TOPIC> </TOPIC> The tag for each topic
<NUM> </NUM> Topic identifier
<SLANG> </SLANG> Source language code: CH
<TLANG> </TLANG> Source language code: CH
<C-Query> | </ C-Query> | The concise representation of the general query
<DESC> </DESC> Description of this topic with one sentence
“NARR> </NARR> {;egr:?gtilezchEEtigzd(f fgg]i ;opic, which contains two more
<BACK> </BACK> The background knowledge of the topic
<REL> </REL> How to judge the relevance
<EXACT> | rpxacr | e cosrenaton o nfumaion s, i

3.3 ﬁ'ﬁﬁ

#|#& (Relevance Judgment set)

£ fgﬁ)ﬁ%ﬁlr_ﬁﬂ%ﬁ% A LABAVR R ~ s “Fifli"] Pooling Method @if%frﬁrﬁg?u

% &

=5 py

(http://www .altavista.com/)

Pool Ll E[l

Wikipedia

Google
(http://zh.wikipedia.org/)

(http://www.google.com/) - Altavista

Wikigazer
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4. IR

4.1 ;‘.’J‘éﬁiflfﬁ[g‘ sSPEH (Wikipedia Query Expansion)
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5.4 HER1 © 7 (AL RIS [ B T
5.4.1 #EHH
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The Association for Computational Linguistics and

Chinese Language Processing
(new members are welcomed)

Aims :
1. To conduct research in computational linguistics.
2. To promote the utilization and development of computational linguistics.
3. To encourage research in and development of the field of Chinese computational linguistics
both domestically and internationally.
4. To maintain contact with international groups who have similar goals and to cultivate academic
exchange.
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1. Holding the Republic of China Computational Linguistics Conference (ROCLING) annually.
2. Facilitating and promoting academic research, seminars, training, discussions, comparative
evaluations and other activities related to computational linguistics.
3. Collecting information and materials on recent developments in the field of computational
linguistics, domestically and internationally.
4. Publishing pertinent journals, proceedings and newsletters.
5. Setting of the Chinese-language technical terminology and symbols related to computational
linguistics.
6. Maintaining contact with international computational linguistics academic organizations.
7. Dealing with various other matters related to the development of computational linguistics.
To Register :

Please send application to:

The Association for Computational Linguistics and Chinese Language Processing
Institute of Information Science, Academia Sinica
128, Sec. 2, Academy Rd., Nankang, Taipei 11529, Taiwan, R.O.C.

payment : Credit cards(please fill in the order form), cheque, or money orders.

Annual Fees :

regular/overseas member : NT$ 1,000 (US$50.-)
group membership : NT$20,000 (US$1,000.-)
life member : ten times the annual fee for regular/ group/ overseas members

Contact :
Address : The Association for Computational Linguistics and Chinese Language Processing

Tel.

Institute of Information Science, Academia Sinica
128, Sec. 2, Academy Rd., Nankang, Taipei 11529, Taiwan, R.O.C.

- 886-2-2788-3799 ext. 1502 Fax - 886-2-2788-1638

E-mail: aclclp@hp.iis.sinica.edu.tw  Web Site: http://www.aclclp.org.tw
Please address all correspondence to Miss Qi Huang, or Miss Abby Ho
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Chinese Language Processing
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Please feel free to make copies of this application for others to use.
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