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A Simple and Effective Closed Test for Chinese Word

Segmentation Based on Sequence Labeling

A IR ~ IRETEY
Qian-Xiang Lin*, Chia-Hui Chang*, and Chen-Ling Chen*

b

HWW&HWFUE‘W%FIXE% > i[ﬁﬁ[ﬁ[ﬁlw 'Jlfﬁ Bl U [Be 5 4
i B = AR EA%EL”E’E{ TR e 1Y 'ﬁT:ﬂF“f R o [E0 ] Ak
(e > YIS = FL it AR T [T % @{Erjpﬁfﬁ TRE - R A e U B A
H“ (F-measure 54 80%) - il J’?/TE’J“?H:_[EI“ 71“#5 ﬁﬁ&f;_q & O PR
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EvEpEpv R MR APV R o A En&ﬂnﬂ" FIZS {0 7" e ] e i ol
B - R R G AT (Maximum Matchmg) HRLH T
gl Y e | 1 IH‘E"%‘[ VESRE Eﬂﬁfﬂj}[ﬁf T HEA B R AL
F'J (HMM) = [ {4 [k dak (CRF) - /IJTE’F;C'F[L”&’F}E? MG FE=

RACE=S5 o {5 = ] (SRR 20 WE A PR sl o
F'“l‘ (Mask) bﬁ@![’“ ( Specialized ) ;=4 » nlrT TR OAS - A RN B
= R *ﬂjf E'S"F, R’ j\ﬁlﬂﬁﬂﬁﬁ;ﬂirﬁ (F-measure: 0.812—>0.948) ; |fi|
M Mask I }H*’ngﬁ“ CHF 2 0.953; K 1PE F.I ﬁﬁﬂ} T |E§?“tr’ﬁj§<[
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Abstract

In many Chinese text processing tasks, Chinese word segmentation is a vital and
required step. Various methods have been proposed to address this problem using
machine learning algorithm in previous studies. In order to achieve high
performance, many studies used external resources and combined with various
machine learning algorithms to help segmentation. The goal of this paper is to
construct a simple and effective Chinese word segmentation tool without external
resources, that is, a closed test for Chinese word segmentation. We use training
data to construct a vocabulary to combine maximum matching word segmentation
results with sequence labeling methods including hidden Markov model (HMM)
and conditional random fields (CRF). The major idea is to provide machine
learning algorithm with ambiguity information via forward and backward
maximum matching as well as unknown word information via vocabulary masking.
The experimental results show that maximum matching and vocabulary masking
can significantly improve the performance of HMM segmentation (F-measure:
0.812 — 0.948 — 0.953). Meanwhile, combining maximum matching with CRF
achieves a performance with 0.953 and is improved to 0.963 via vocabulary
masking.

Keywords: Chinese Word Segmentation, Maximal Matching, Hidden Markov
Model, Conditional Random Field, Vocabulary Masking

1. EI’»F_F%
14 1 O G 0 SRR [ % HWM%W]
FERHFSGEIE > B0« T R35 - (IR lﬂiﬁ‘?k *ﬁ‘%éﬁ?”“ﬁ i RS A

PSR T ] o b R AT LRSS R R R (=
RIS TN B ) SERLR - SRR Y T s TR R e
TEpERT fijhﬂ iF;H,[E{HW T S B ey TS e S /F R
SOBFRUR] 175~ =0 5 3 o 5] B (25 - P o ) ol -
A o BRI 8 H%&a{ETUF” %E » ANFER AT B R %h - kL rﬂi;ﬂ E (amblgulty)
f R S kL AR (unknown word ) (I o BESAERHIEIARLII- [Tl Sl > #7
[Fjp K/ %f/, ?,’['HI P Wpa%{ﬁ;ﬁg\l ) [HL#FLI ﬁj,lﬁ)?y'ﬂr*jj—ﬁ J@Fﬁ o EAT|fEA T Hp
} 53 EL %
B % & E[&& (overlapping ambiguity )
—?Jx, Y.z [YRfIY I ’?[’?-%E"?‘}EIUEJ"F[I, v Fix~z o xy Fyz f?@g&ti['“[ﬁfjg:a[ ' Hlixyz
Es FL\' I RIS i thtﬁt?ﬁé%{?.‘?jﬁﬁ}xy/z Foxlyz ST T [FIORER  Hixyz
IR DO R BRI, - FH: TPy = W AR A RS gl
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USRS e T > DR f 0 D Rl S g
H ”?1’ “7 it 3 2 PIRIpvERGER - T R R  TPE TR
HIL /8L ET

G Iﬁf{]ﬂi% ( covering ambiguity )

'JX y PAL SRRSOl Fpxcy oy RO  xy fREED
P PRIEYL Fapl o SIS xy fixly - PELExy RLEx =y SR O] IR
jf’?q SRy s PMiPxy FEEE TR ’IZAF“'%Z—;F}.—J f[ o [ TRy S AR RS
fib o BEIEIESEE T e The o B NI T RE L AR R
&P TP YRR TRELB Y R

P9t T Y f’l&ﬂil' Fl1 o 8RR CIJFA' R R A TR S A ek
A (VAR R ?EJFFT e RIS phoks ~ JEEe e F”u lrlf [QE%TJ“QT i@
S i B A T ’;ggmuwﬁﬁﬁﬂwﬁm%ﬂknPwﬁwﬁfﬁ"
L &fﬁ[’ﬂ\wﬁff\?i “’E%ﬁﬁ:i AU - il ”'3[% ;I'ﬂff I R Il
A IR > R B R o

T e 1] A i EA&&%‘"E‘EEF“ (machine learning-based ) iﬁjﬁiiﬂéﬁﬁﬁifllﬂ’
By UF} IR IO s g 53 1 Maximum Entropy (MaxEnt) (Xue, 2003) [Fil & q/ﬁ?&k
Support Vector Machine (SVM) (Asahara,et al., 2003; Goh, et al, 2005) -
Transformation-Based Learning Algorithm (TBL) (Lu, 2005)%57 Z‘SE@ET o B Sk
= RV’ iﬁllﬂ Hidden Markov Model (HMM) (Asahara, et al., 2005; Lu, 2005; Xue &
%m@mxmm&mm2mmm@wﬁ§@;#rfwi’%?U@“%?*?%@ﬁ
VR e o TR E] S s o

PR R B AR SR - B BT
P =1 FL it AABLE e s RV B F FH (Asahara, et al.,2003; Lu, 2005; Xue & Shen 2003;
Zhang, et al., 2003) » {EI "] ﬁlﬂa ek R TR Y AR A 1Y grﬁ]gurﬁj 5 -
i“fi\‘iruqrt?,‘[lﬁﬂﬁffﬁﬁ'?‘ﬁ“ (F-measure 54 80%) > [X] Lﬁﬁi’fﬁru'ﬁh & 5 ] lﬂj;}%&wgﬂbﬂ??
VR TSR s o

I&[FﬂFIJT}[“EIFIJf\_ EEEFI[E[“ S =1 FL iﬁ'ﬁ’jg [ IO R > 2 2R F'ﬁ
Z{™, (Specialization ) Fl AT e A R L AR pUsERES 25 ?ﬁpu‘eﬂii R
PR <RI 2R » kS T S O ST - Y
ﬂﬁﬁgﬁ@[""ﬁfﬁj,ﬁ COTHIRERSE R TENRAIRTYE o DR ISR puhE s AR
E"ff',TI‘%@%?“RF*TQFJFUﬁfﬁ T -

BT BRI A SRR - 5 U 0 P g L S
= ”ﬁE‘T - TRFEEAE ) (Maximum Matching Algorithm ) > 3 ypgE 9t pueyF iR
f’% PRV F AT BRI R SRV IS H o DT PERHETONE FRRY
SO ZS PRI P IR A = PR = B AR (Lexicalized HMM ) U, » ikl | AGE
B IR B B 1 o IR RO A R -
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2. ﬁlw
HW B ﬂré[u“' £ ﬁ'}‘[@ﬁ[ o (H T YT IR R RN FS 55 R

I*kﬁfjﬂﬂﬁ‘* g A THIRE 75 DI R

AR R liﬁ B > ML.Li &~ (Li, etal., 2003) %+ 2003 ?FEJ’le‘J‘*HI » Hd -
#e? %ﬂ:ﬂ‘,“ (unsupervised ) g”ﬁﬁﬂjﬁ A 17" Naive Bayes 555y » okl Er
AL & RIS - SRR R E] 94.13% [UIERESR o bl T ARG '{ﬂl’%ﬁﬂ
Pl B BRSSP IIIAEE » 2 E'F'J’Fi[ﬂﬂ ’ F&'Eﬁr’ﬂkﬂ_F f{'ﬂ@é‘s«g'ﬂﬁ%ﬁ[ En ISR
BYF o I Flliiﬁ 53t (syntactic) Sfrﬁl 7i#7 (semantic) I'J R i f’éé%'\']&'l‘iﬁ}’?* ( pragmatic
information )E“T’TH LéFeﬁleééH\ ;f%l]&lﬂ'iﬂﬁk [21999 F J. H. Zheng ¥ * (Zheng & Wu,
1999) fr= #HI=" (rule-based method) Flilﬁiiiﬂé&i%'“”ﬁﬂl@ﬂ s MR 85 % IM‘:FE
¢ [112002 F X. Luo ¥~ (Luo, et al., 2002) i » fLRLIF " z;m JE”E“Z#EF,E, 5 E
"EiﬁfﬂHlEfé?% " RIFIf ; (word sense dlsamblguatlon) ]EIJFIE R S G F",?jrjﬂi ﬁjﬁ )
=7 *ﬁfﬂ“iﬁ[“ | TEIDF REEIFFETPY 20 EPrEsS Py TF %2 IDF 2220 Ity 20
Eﬁiﬁq ﬁfj['ﬁ%ﬁ R > %] 96.58 % guﬂ:Fe}

P AFIRERLEC1 1 BF05S [WET BR[| PRI IR 3~ 1097
= F'ﬂi{ﬁ T = BRI R A i['?nﬂfﬁji%ﬁﬁ@i (Chen & Bai, 1997; Chen & Ma, 2002;
Ma & Chen, 2003) - #&hHIF 1997 EILJ’]PI?[“' (Chen & Bai, 1997) » ﬁ@?ﬁﬁ%ﬁﬂ?ﬁ#[?{ 2
ﬂ""’?’EJEfF T Ve I A REE R I““{KEFQFIJ’EZ[“FI [EEUH’,F’?E ot = J o pad i
e S }{—ﬁf\jﬂ[laﬂﬁﬁfwi‘ﬂé ©2002 # [Pt (Chen & Ma, 2002) - JI[LRLEDS] ~ 2 op b
R G pr ok e g b EJFVJV*EJ PIT > SR B (e Vi HIFHI T PVt AR AR
sd il ‘)ﬁfﬁﬁiﬁﬂiﬁ gy K IR o R FIEIRES 1,160 [l H1EH - AH £ E] 89 % [y
}Eﬁqvﬁpe} PI9HHS 2003 F JfﬁJIZI“ (Ma & Chen, 2003) f[1 > F:VPPIZI }{:“JFFrE FERE A A1
T J*ﬁ A= context free grammar L['Wé » 45 bottom-up merging algorithm ¢
EJ‘r’H{*ﬁ‘}[ 7] w’taﬂﬂﬁ % (Sp HIFREY F R - Eﬁ?‘ EE] 75 % J}’—?W*’ﬁf} o Hl [yt
et i[lﬁﬂf FREPYUIAE > U1 Zhang <7 " (Zhang, et al., 2002) %2002 = A - JI{ - 3
[T1F 14455 (part-of-speech tagging ) AU{=k » #4EL T F<if25. ; (roles taggmg) » E
JRIORL R SR 553 1 02 e LS P 2 5 G ) )
PR S - SR SEEH I - £ 9 ¢S SRR 2 ]
g W i

AT e U S B V’?‘*a‘”*??“ FY 3 e R v S o (TR 0T
Maximum Entropy( ME)(Xue 2003) i_ < e fElsY L 5 i‘ﬁﬁlﬂfg'ﬁj ( character classification )
DR I I b~ [J’ﬁ]f‘%{‘ YIRS Pﬁq|&ﬁ~ P FFJ'J"S‘M“J‘J T
RS ’5 (A% [ C. L. Goh =~ [I[[ff1™] 4/}5? |2 £ Support Vector Machine( SVM)
(Goh, etal., 2005) ?Eﬁﬁk [1% ﬁfﬂ ”Ff fE I:Sf/m& A |E§5—[ PR R — R Rk
FIH R AR pUIRR AT A AU R ?*J[@FJ SVMEJ’Fﬁ BRI cmF @rﬂiﬂ*ﬁ o
pigt~e IEI Hl@ IS (Perceptron ) (Li, et al., 2005) fy™ ik it 8w o st(mg’ljlrdul?“t
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Perceptron £ SR SVM AIl] + TSR SVM - £ [0 H e
T+ [ T RS TR (WG R S5 2 e
N

P91 BIFLRLY | 1! (sequence labeling ) R Sl 10 75w - 31 1 [
R pr AABE[EL S - iﬁﬂf}%ﬁfﬁl 5] HMM % E'J/Elfﬂ?ﬁfﬁ:j“?j\ F.!,'J (#4 81% ) (Asahara, et al., 2003;
Xue & Shen, 2003) > ngiﬁﬁxj%ﬁﬁmﬁﬂﬁ’ﬁ%ﬁ B j\;}g@tjﬂgm%{ﬁﬁ%g\[ FJ,[.;&;\L__ RUMER
™53 H[J[EI H]SVM (Asahara, et al., 2003)"] ¥ TBL (Lu, 2005) Flﬁ*f} EIEIU?FEE‘ITHE =
IS 2 pusrdad i o I  fE[F RS IR Conditional Random Fields (CRF) [[[fL 2003
&% ?il EBffl Py PV (information extraction ) ™ %5 (segmentation) 3k o Y[l
Massechusset Amherst 25 A. McCallum, F. Peng, F. Fang =~ * 7+ Rocling 2004 FIU%,%?P ) 38T
PINT24 I SRS B A S WA B P JTE S B
T AT 1B (Vocubulary) > 11 B[ ERDEITAS)Y closed
test 3£ 0.956; [i] H. H. Tseng &~ * 7 Sighan Backoff 2005 ]EIfJFfr%TP =1 13“’5&3'{!@3"?[
WS AR PR €1 0 FRCR HIGEO IR » T 2,558,840 R BT o ST
E‘ﬁﬂﬂ’?lﬁg closed set [i' %] 0.97 -

5 RO AR I 1A - 2 RN AL RO 1= 8RS Y [ (Segmented
Texts) - g — (&I (Vocabulary Construction) > F|#[|*]= 7 (& % (Maximum
Matching) L I ™ [ B PH55E (Learning Module ) (1) 57 B (24
WERRR - AU 2 ¥ 3 (Unsegmented Texts) - [FlBAM =G BALE > & 2
FEF R FIFMEOR - R O] (Model) -~ ARG 2 (B R
N (Segmented Texts) = =5 Pl F7ES FHBGE - — H KRR L ' AR > — FEBIREF
s i e S HU T BRI

Segmented I
Texts
. \ . . B
WordList Maximum | Training Learnin

Constructionj Matching 9

S

WordList w
nsegmented Maximum | Testing Testin Segmented

Texts Matching 9 Data

WL FHAETIR
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3.1 BIES;) T g/ iR
l E'Jﬁ%%ﬁ%’???“?%ﬁﬁi?*fﬂﬁw %‘%ﬂﬁ'ﬁfﬂ@ﬁxﬂf o AR R R Y %ﬁf}ﬂ%@%ﬁ%ﬁﬁ
SIS FI! G ﬁﬁ?& FIRNSAR iﬂ“ﬁf\_%@ﬁi’?}ﬂ’ﬁ i?ifglf R (Character classification
problem) & i Wfﬁq i ED SRV > S T BRI BT 2 S M T AR
EHLI'I;TI s H[dx a]FJIF]I u;ﬂjt +FLFH‘ o — i ]aj +PLF" F' INEY E m“jy/‘ﬂajguf J;‘JF
(beginning) ~ SPHFFYUFI[E]  (intermediate) ~ P H FHAYGHES" (end) UBE[@H* 7
ARy U] (single-character ) EPYRENER] > [NIFYFEEL TBIES 55 @F}FJ%_TJ

%ﬁ% HRY S T S T AT A G h“}?' R /L S B S e R S
[N Iﬂf'\ﬁFUF'EJiIF (B) ~ FpVflif] (1) ~ Gpvadi= (E) ~ IJ W Hl- 5 pvg (S) -
Frl' | BIES N;%Fﬁ;,lgﬁyﬂuf RE iR L S (WS p T Fegt;l[iju RS 'ﬁ’r‘:jﬁuﬁﬂ 5=
- E'}HF B fHH'EJ”"?E & nfﬁ“‘y?ifﬁi’?‘f Pl =Rk ny - P s ¢ '7“\
RLEITIpV = iF;;l'[E{HW 3"'?['[ » FH] ﬁﬁlﬁ %}{—]#}LI'JW—J mFJ’Ta:]WEEJ BIES #2153 »
I 1> iRl T BESBESBE | '[Jﬁlglﬁﬁiul“"" ChL - Eifel
ST} ETRE T PR ORI S R gy T K/i/;l%‘/ﬁ”/ﬁ* J F”
Gran il e

1 FR T A E TR

B FlIER
I B 15

E L3l
S Bl

T BIES 73 [& REFI > fhobs— [ pr SR @Ay T F' | b P&F" [y RS BIES
BETT R W~ EIRIHIE %ﬁu{ zii” ﬁlﬁl{@*’fﬂ'ﬁ#ﬁﬁu{ lﬁ'IFﬁﬁwﬁl'ﬁ‘i e
HMM A58 20 Rl 20 - Hl’ﬁ”r[ﬂwﬂl A ’9[Hwaﬁllfjwi lé?‘ﬁ’ﬁﬁﬂj i
TUI'%E NI ¢ IF% F P RIPVETEGR N o NI Cfp RS [ i R ey

PRI ot HMM SR AR R I'%s-lfﬁﬁ”e*?” T 2 R PR T gl P

%ﬂi BEEE [ HRAH S APy (R R A lJ?’ﬁiX@LI’* e B et HITH 25 o
zg“lfj&lf‘ﬁ DRl R R ] R PSR BIES 55 48 9 e iR

PIgt > BIES 5% 53 JERESRF I Fp 1) s I poeyd > ek by ) ‘ﬁiﬁm\ﬂa’jf['
PRI HIRLAR o PR R AU féﬂ’ﬁﬁ'ﬁ*f’ﬁ;‘ = == ?ﬁf’r@r:t'tr
I et SIRUREEES LS E o [oy AL S A1 B o A LIS R o :Frimuf
RE o R R0 IR RS B e SR AU FFM*@"@*"JIW“FT G TR
o
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3.2 R B
= BALE (Maximum Matching Algorithm, MM ) L{st fijBt s 5% ?‘H"T/ =] EILJ%I'#if
SR i+ SR T O SN > RO LSHI REL R )
(BRGNS R > R ﬁfﬁ{mgﬂ%ﬁ[é{mﬁlij#”ﬂ BN ’FJ
RSB < AR IR P EORED S o S G B R G 0%0 )
I

T R A TS [y o [T 00 BR R T [RIPVASY > BT FERL T i
A3k ) (Forward Maximum Matchlng FMM) » AT =T PR ST {7 B F"I U
FUFOT I SRRSO SRR 05 o o
ﬁq FE £ Pl R R E] R pUAR T RL r’z'[ﬂwﬂijl 423k | (Backward Maximum
Matching, BMM) - 1= fugel i~ il W%JﬂF[?ﬂEFI %AF[}A* [AH Pl 1AV RH
S R O SR ORRRR B 2 5 o OB Rl <

PP I e g%ﬁUﬁ%ﬁmﬁ U%ﬂﬁiaéﬂﬁ' g

2Wwﬁgﬁﬂdiruﬁﬁmﬁj i WEFHJF? 1A T R A 1]
R ST - e Jﬁ S+ TR R T
R [l A AL R

2“—6‘ , RS

il N IEl o ~ R R
ElIFSHIE 4 EISVE L EISVE L
Mﬁ¢mﬁ SV e 15
DA VT G S e D SR o U T R O T T
itl! )2 #%ﬁ%ﬂﬁ 188 - e Ay - o wﬂlngmwﬂﬁjﬂ%
Ay fi - HITM 7o O TERREEVRITY 5 A IRl R R (TR

s ST WWrmwﬁlﬁﬁ@@mwﬁ[ﬁ#ﬂmﬁg%ﬁwrm/u/ il
VS IVE T

3.3 (A= B A AT

W =0 KL P AR B T B~ {6 S Py RS ) 0 & fA TR e TR RE HAY) (state
sequence ) FITi" % VN5 (observation sequence ) < [ ?i'_ﬁf’j? R
[ (RISl e B O BT BRI R R L e 0 R
AAERL [l B A GRS S Pl m\?iﬁ'%@ﬁ*‘ﬁ”% EHiERL~ lﬁ‘ N}V‘F:FUR fi'
%_ JEI’%J;‘[« [J}E{J&F'&%} 75 r‘ﬁ ; b}{kﬁﬁ It FI J;ﬁ?”%} E[[j&{kﬂt‘ﬁjyrl%} H BITTA }{kﬁtg‘gﬁ’"
Aty A Pl Pl /f%ﬁiﬂg[?ﬁﬂifﬂﬁ?ﬁk} il B l—af% £ IR FToRs: 1 IRl
HRE S ORI 0 4] S AT I PREIVE £ S=(518 00} 0 N iﬁﬁgﬁ[mﬁ}q&ﬁgpq
(B> K e gﬁ?”‘ﬁﬁug 5 K=tkoka, oo, kny > M AR 0 | N RSRRVEE
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1o PIRRRS Y B e AT = (B SR50 ML AL B fefpiict -
B = (n)ﬁ%&}[kﬁﬁ J;‘JF,E SESE[IE > n=P(qn = s) 0 1SN R T =1 SRR s iV
By o = ﬁﬁﬁﬁiﬁnl ISIPAEO
B A=[a;] CASGEEFEESFH > a=P(qe =si| q=si) » 1<IjSN > A TGRS s ZPE
s OB > Skl a0 AlZa=1 e
B B=[b(K)] |*?<§1]F[[ﬁﬂ5ﬂ[ﬁﬁﬁﬁl » bi(K)=P(o, = Vi | q=s7) » 1IN A1 I<k<M » A3 TR
B si [ BRTRED vi PSR o S (k)=
Ay Y BERET0 =005 0p = (0 F [ t ARV RS > 2 kL
0 € K) B =0 B p AASLEI AV E TRl o~ el SEP Rt R -] ek i PR i ]=
Q=0 0y (G Fm [ tFSEEAUINE - Skl ae S ) UlERLES P@Q' 0"
LB 0
I Eupii;’mfﬁ;r%* BY t+1 OB LTSRS AT ¢ ‘mﬁﬂjrg.ﬁmz* B g
ff L) 'JF“EﬁFé?HJ‘Fi: il ATPGe = S [ O G- Gt} = P{qt+1 =S¢ [} o = BB A Y
B T [ fei] e PIF=PQ O )F”“ﬂ&fﬁ =Y

n
HQIQ)]]N%MIW@MQ %di%ql [Bq, (@) 0]

IV g PP Qo PIRL A AR = (Viterbi ) SfENAFHRTHZ] -

e = FL j\mfﬂgfmﬁﬁﬂﬁ'ﬁsgﬁj@% (Rabiner, 1989) hLifi* J:J[zgfﬁg,‘,:k\pfg%’?ﬁm
1% (unsupervised approach ) i7"l » “HERL A AT PRIV R (PO EE D 8L
CREASE ) o AR FILELRD P ] Baum-Welch JET R IR BT - [ 47 %
f?li@‘c?ﬁulgﬁ RIS TRE NS ﬂl{a}, A HER A DR R T B IR ) SRR
FEp (e |i5?ﬁ”5§‘,“ (superv1sed approach) #"3fft (Manning & Schutze, 1999) - 7"5{j3fl
ERITAE= Ra I E‘z*ﬁ'ﬂ[’r fﬁ,j % (maximum likelihood estimation ) F FT L] 52 Byl H=fL
B A DR pLA R AL (Visible Markov Model, VMM) F¥ Ful EARE]
(Language Model) = {FI5 ifﬁ Jip ﬂfé[“[ vb/ e S AT A Vm&lf’ﬁﬁ“—r
AT fyﬂaﬂiﬁ[E'JE—ﬁﬁﬂpHﬂi‘{\i’”% ri¢ AL A TR R AL
Hi oo

3.3.1 EF¥HpuFEL (FB+HMM)
CEEN ARSI a PN L N SE R SE [ S N (R B
R AR - i w%wﬁﬁiwmﬁﬁﬁwgﬂﬁ%m%} k- R HIRHT
ff?ﬂl',szlgj%}\f_ gliﬁ[]‘ifﬂﬁr@kﬁgﬁ [J]@F%j\ SR 2] ﬁ@[@”‘:‘fﬁu‘f*:b%&} —w

PILEL o 50 P RSATIS: (458 5 17 o 2 ’&%%}ﬁﬁﬂ# [R5
LI ﬁ'ﬂi*“ R p R e (FMM) =25 (=G 8 (BMM) g ] (I
Ay BIES A5158) » S RUpy T35 ) 38 nb U@l |9 3 fieh T 37 -FMM-BMM |
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S (R SO - &3 )~ RS FBAHMM 75 R
PRI > SR R FUREOBIRIFTRTSIES TP g - R
R Y BB TR (RS TPRB-B » K-LE - % E-B -
S-E - E-B-B - JF-E-E, o FEIY I AL B 1 E S BRI R A
R[] S R 1+ [ ﬁ%@ﬁlﬁﬁ?ﬁgpw 16 PFH T PSR
T fEEEAE o
# 3. FB+HMM #9457

R IR
Ffifr PR 8RR

BRI NS | SR ARE
PB-B | g | #BS
HMM LB E | filB 3
PRy | 0P| B EE
|IIA“'S-E E 77-B-B o
“@BB | B | vEE |,
V-EE | E

3.3.2 ﬁ%lﬁ%ﬁ%?‘? “"F'J j\ﬁlff'

R R R ABLEIUR S (specialization ) 553 » JRURLIT ). D. Kim 27~ 45 1999 &

= 2000 = 55?’?] %‘,ﬁﬁ% (Kim, et al., 1999; Lee, et al., 2000) FrfE I py > I h 2001 =+
£ 2004 F > A. Molina » F. Pla Z7fyfk 55 Elﬂ}{%’ﬂﬁi&ﬁﬁ‘}ﬁlﬁﬂﬁéajiulﬂ?f 27 [ﬁj
EIU{TEJ‘@‘LF » YIFETEARR . (part-of-speech tagging ) (Pla & Molina, 2001; 2004) ~ 1= /& 55 1
( shallow parsing ) (Molina & Pla, 2002) ~ ?ﬁj%iﬁ]ﬂi (word sense disambiguation ) (Molina,

etal., 2002) =~ Fﬁj H o

Ty AOEPERL T T (S IR L BB PVR | RSEAE VR o S
SPRFEAVIEAI U AT TR 2yt T SRk o 2 RV MERLA [
E1FH=" (specialization function) > }{5]’ FUR IR R & LTINS R 'ﬁ gl {=p

MR ST
f (<Oi >0 >) = <0i »0;-0; > @

<o;, qi> [ AMR - 3 A 5T ) B SPERTEE - B YRR S P
SEAEE > PR SR RO IR A B (iR R = A
RUR] P £ r'ﬁj BRSSP AARE] , (Specialized HMM ) e [fij3[HA T}{ij’ B E | B &
SR TR ROS RS - [RL PSSR b RIS B R Y Ry 3
(= PSRRI D 80 T RRAL I RER S U ] ) (Lexicalized HMM) > FSAH kL
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Jﬁﬁ‘ﬁjgﬂ[’“‘iﬁ}%ﬁfk fé/ﬁj 5] > P EL SR A [~ (lexicalization) @ [—=VET ¢
0,,0,.0,) if 0, eW
f(<0i’qi>): < .
(0,,9,) ifo, gW
Ehw F@ﬁ%ﬂﬁj ('specialized words ) » E\'?J %‘{}Wﬁvﬁﬂﬁjﬁ@g{iﬂﬂ ﬁ‘%’ﬁ? ?’f li?f[—i‘j%! 7=

IR S i 8 3 2 il v Y
Z 4 HFFE S (£ E-B, EB-B) B FLFHHGE

3)

BIRSE | FURPUNE P
#-B-B B B
#-1-E E E
4 -E-B B B-%* -E-B
ffi-S-E E E
#.B-B B B-&-B-B
Vii-E-E E E
A R fli o mH)r BEF&}H’F?E ﬁf@ﬁ RIFTSERACALY > S5 e Wpul g
FVBIH] R A [ IRV E@iﬁﬂfﬁﬁﬁg REE IR SR i

FE PR o BRTRE > Yk 4 Flfﬁ  EEEYE T BB, - TE-B-B, G
FF > NIRSETL oY o B T4 BB T T ELB-B RO
fippliEgsy T B-4 -E-B, & "B-E-B-B - “Ji N ¢ - (R ] R
"% -E-B, WRFSIfE TB-4-E-B, 0 I nguguim—f "#-B-B | AU ¥FHIE [ B-
E-B-B o P PR R HI PR BRI
I“‘*ﬁ%ﬂl’“ipﬁ%“ﬁjﬁ E= (R - R Y R ARV = [ 2 for e =
w& BRI S w lfﬁﬁgﬂrw@ ST A B e AT P
il “JW‘“F =gl JD CRUEIE T B = R SR - AR T
E;"I‘f@%*?”“ﬁﬁ*ﬂéﬁéﬁﬁﬂﬂiiJ EN et “fﬁ“ » 55 PLRL U P T R7E T [l o=l
(criteria) fE3V o P T [FIEUYEN T PIBIPYTS -
B SWF: (the Words with High Frequency)
AV AR VPR B OB R AR SR -
m  SEF: (the Words with Tagging Error Frequency)
E PRI (PR SR pUE > iR

77@@“ | SWF FSRL SEF ¥ [l e 2V S5 > ﬁ%;;lﬁau {11 fi( threshold ) -
I ﬁii%tﬁpﬁwﬁ%@v@ SR 'Hl#/ e G R S PO AT -
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4 % [ 7V ki

Fl i 5 76522 i undirected graphical) ] + 7 W% f e~ IHI)Y-0. 7]
ISP R I R R 53 1) o AHSERT HMM I') % 5545081 generatlve model ) }ﬁL
B D A TR S “jﬂﬁ'ﬁf’k *AVIEPE > CRE fEASHEAS] fiﬁtﬁﬂiﬁ'ﬂﬁ
PORE ISR 55 i T FESEIZ S S A5LE] (discriminative model ) FLE'H #IS@E‘-}
ﬁiﬁ“ﬁ%ﬁ'ﬁ;*ﬂj };LH M gﬁﬁ HfY Jﬂg‘;‘ﬁj B ) R RL s 70 J#“fﬁ ) 5@3?%’%7?{@
pEL ﬁﬁ O RLHEE 1 4% 7 € BRI BT -

B (P BRSO 2 ) Fr I RES R FORRE - A AR R
B X0, Xo, oo DPR AR BSIIEORY 1, Yo, o) > BP0 5 TPV E R RLSS 21
VPRI 011478 7 Clikelihood ) TT, PCY,[X)H & = -

X=X.... X Xs
P 2. G R L]
A XL SR D n VBRI PIESETI Y=y, ya, oo ya IR FFRS ST RS A
Y

1 n
P(Yioeews Yo | X) = =TT (Vi X W E (i Vit X) “
Zy -1

W (X)) AL v (Y, X) 73 B LB /IJX'igfllﬁ'*El'éf{v@ﬁb SRR R -
Z PLRLENRI1) X = iR T 2y PCYX)=1 o G - R 2 2
W=ttt (log-linear) foifs il -

v (Vi X) =exp| X 19 (Y;, X, )
[1 a j (5)

v (¥ Yicgs X) =6Xp[zﬁk fk(Yiryi—l’X:i)j

EWG@#D“MEMIDNWF?‘béw@w%ﬁ@@ﬁyﬁnmﬁwﬁﬁm@
(feature function) > |‘I vz W Ay 77 ['}J[Jt j}lgﬂg[ J@f:] FEEGR | LRLE Fﬂ_ ﬁg?ﬁﬁjj\ #‘[L 4
”’@ﬁﬁwmﬁﬁ*ﬁﬁ%ﬁﬁwm?ﬁ%$’WﬁﬁTWW%%W’TWWﬁ@W
e ORBET R IR E DI P TR -

GRS #m&,apﬂ I 25 PR AT CRE+T S5 5 IR RI0T [=(3 5 55 CRE++Vf
TERR ) o TR AR ek & g * fx :T’—Tfﬁ f%?ﬁ‘@( CRFjL”EJ{’WF'ﬁ%E—'f{J?J Unigram %8
Bieram P70 IR0 P ISETRD RIS SIS 8 2
BAFYH = %5 P12 BHR 7] Unigram (UG FBBLY » ISP RTHEH 6030 4 e~



172 oAz A

[l il R F“bff A’ BIES [“'*F'i‘ﬂ:c‘ ) = TN TRV usf‘f fﬂf“ﬁl’,’ﬁ'}ﬂggﬂiﬂﬂ
FEEH = W unigram > [RGB F“*TE[H JEE R ARy blgram’ P e
{(6030+4+4)*3-+(8+8)* 1 }#4=72,584 “Hj (ki > 1 157~ 45 FE W FTBERY unigram
ST TEIRL R T R RSV bigramo $8 9t ey 4 1)) RS T Hgﬁu’ ’F’\ b9t Bigram
FOTRRE TR =2 P = ] (R F“i]‘@ﬂ?ﬁﬂffs’f””?‘/(4+4)*l6 128 7 B ‘P“ g%
72,716 {f; ﬂﬁk f;\vmg\r 7 mAT IR — prlgram ARy o R HE] 72,280 [[ﬂfﬁﬁzf

# 5, CRF++ﬂJ,¢§?7§5/§r]/

7 A TR
EUQFI e e, & SR %ﬁ’?‘}ﬁi'

BRI IS | BRI (AE
P BB
f B | w#Bs |,
HI1E E N :
CRE . W EE | 2
Fasee | M SE | B s pp | o
& BB B
< EE | 7
W EE | E

4. Hrig

75 PR T R PR SRR BT 3.0 85 > Hps 2 PIRRRIORR] < PRI T STS
Eiﬁ TERAVE 145, 608 EI U i (k- G A ENE o i“ ﬁi%l#ﬁjc'ﬂﬁ‘wﬂﬁuﬁﬂ
T o 5PV VRO g S PR Gy o 2 4 B Mﬂﬁﬁ fAspHEs— EJF“
B S 5T - V[0 80% (7 SREFTRT » o o7 SRR =% i X4 oy
Y 20% JIJF*-[’?‘%I9|F3»2/5’5F'J$EUEJ, ?T,?H ﬁ‘fﬂﬁ”*lﬁﬁﬁ“ PITRL I ¥t (PreCISlon)
%’,[ﬂ'}‘* (Recall ) I') ¥ F-measure = = ﬁ*[ﬁr,ﬁbfﬁsﬁ ﬂﬂgllirb s YIS

i JakiSr
Twﬁﬁﬂﬁ e

| Precision =

N ) L[, 1
B Recall=T A L E — F'ﬂﬁf
EET e
* 101 *
- F measure 2* Precision®* Recall

Precision + Recall
IS Mpo AR IR ) = WE“FW%E s B WA A R R R 2 o) Al A

P ok I TR OB 5T R 'IJéthﬁfk““f‘f“RF' PARE > R R
IEIH [yﬁjgiuji = &KE'F&E'[E‘Z?E'%#ﬁT&F 28 L
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4.1 ,-,’ELFF lwé‘j@«i‘l/ﬁj&?t

PR > 2 RIREIRA S R AR ?F:%ﬁf'ifii V- rigmﬁuff”sfﬂl”ﬂ“ k!
LY, I/HJEFivD‘ N4 .&Eughrjirﬁ“g‘wuﬁ FUAS = R Rk Y ) L ] e S R Y 2
IRl ] o i P SRS 251 Pl T pOsiRR - 25 Mt Rl | S e
FRfuRYR }%%%ﬁ’ﬁéﬁiafﬁﬁl?ﬁ!é‘{/ﬁ%ﬁfﬁlﬁﬁﬁ I LR e ek 2 D,
[Pl -

PV G0 L R e 2 DR 2 MU R R R B 55 S P55 < 3
BT Cset1) 1] wﬁ”;wﬂ, 2 (set2) - BEAGIHERE f 1 F ﬂﬁ“?‘ﬁfﬁw[ﬁ{
(i TIRIFY I HIEET - PI& 2 R ﬂ@ri'lﬁf%" » DAl PRIRRERR Y o B F Y
B o YRR fJD?& 6

%5, BT

T I T R HMM
7SR E1(Set1/Set2) | 100/0 80/0 | 60/20 | 40/40 | 20/60 | 0/80
Al (Set Df1P9FEE 145,608 | 132,273 | 116,428 | 96,780 | 69,446 0
Set2 flIfus AIFEr 0 0 | 17418 | 45212 | 103,990 All
HIZE PRI o AR 0 | 14415 | 17323 | 22,524 | 34,573 All
FB+HMM Recall 0.957 | 0.946 | 0946 | 0.944 | 0941 | 0812
FB+HMM Precision 0.976 | 0951 | 0.949 | 0945 | 0.934 | 0811
FB+HMM F-measure 0967 | 0948 | 00948 | 0.945 | 0.937 | 0812
BMM F-measure 0949 | 0929 | 0926 | 0921 | 0912 | 0.427

* 6 pUETZ A5 %UF“%E" 100/0 » ﬁ[’g PR F ﬁ;p;%]‘[aﬁiﬁdi ugsge s Y=~ A
(U2 1 Tl = gt ] cpﬁ* 80/0 ~ 60/20 ~ 40/40 ~ 20/60 =753 ?&]’ut‘fﬂﬁff%ﬁ# oA
AT HOEF1D IR SRS FEAORE ¢ - %{HFWJ £ 0/80 » Rk = I
AR R Al S MR LIRS plTE OGRS A IR o T R R PR
B e i | = A I P I =N IS 1SS TR R A E e Il a6 D
i B IR [p = i R B 5= o

RGBT i D BRI PUFRE I - FBHMM USRSl (S - )
RLIE SR 2 2 o RERL Pl E | LA Gl T A HMM a3 » (RSP 215
IRE > = = e WI'MMFEJF%% Mask [V A= flkg -

4.1.1 MaskisifEEA I 8k
YBR[ Tl R RBTV - SOERR R R ?HSIHIFI“J‘:%?
FRLA AT > (FRL T Pt R AR UL o NSRS R ] Mask fiU Rk
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(Wu, Chang, & Lee, 2006) > 7+ T%#ﬂﬁ”%w%ﬁ*[ SRIPUFHE o ST R AR VRY
AEVE] - A Mask AL SRR B9 4 “Ja“ﬁirﬁ SR

ol [‘aiiﬁfjél"wﬂﬂ ﬂe[]’?‘yK lﬁjﬁfu S1, 8y, 1, Sk A ffﬂ 2 1F- N
FIEIFIJ%@EU Dy, Dy, -+, D> —. ,%l'pﬂ?}ﬁ% (D=UDy) » [ & K+1 [kl -
B fﬁmﬁﬁ”%wﬂw RS D W D, B H LSO 0o
FB+HMM Ffr%]t‘;lp ngigl[j‘f% ‘iLHIH%E Flv > UceR] S ple i 5 ﬁf[ﬂt sf\écpﬁpjjﬁ;
C3E ﬁ?&%ﬁ@’?‘fﬁf FE S IR ffs’F '] |# HMM i[llg}’lﬁguifﬂn%. L=
AR ATRIR o PR R e o TR T - (TR R A P ER SRR T T
S YUETH K 5 R R D S R R R R KL
TR Mask IR AlRETR] o [ 3 8 K=3 fua Hpl -

SV K=2 = K=10 Fhiizt Mask fO3sfc - drERFGN I 4 574 > H [ K=1 &
T ;gu “Jﬂ“}ff\_i ER0T] Mask il o dERSE N o fj0T] Mask otk AR IR
st ) G I RIS A Y K2 [ EE O
'ﬁ‘ﬁ?ﬂﬁﬁ: ( F-measure =95.25% ) -

Seg Data ‘T Dict

seg seg3

segl

Sl (e

- E 2
@(‘

dict2)
[,s‘,//S. Mask(K=3) &¥#/ -7 ]/‘;‘)ﬁ—fﬁjﬁ

95.30

95.20

95.10

95.00

F-measure (%)

94.90

94.80

,_.
o
w
~
w
e
-
oo
o
S

B 4. Mask K=1 F K=10 g g/
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4.1.2 ALY

FEIMEERLE %iﬂfﬁ”[??ﬁ“ Hg! - /IWJ%'@’*'J - TR 2 DI - 5 P
T RLIVEE B e R R R LA E R ?,5 Y e ] (R ek B P | gl oz (L

| 145,608 f[ﬁ'?ﬂ) T RIS A T ﬁ““’%'%iﬂﬁj FFEHF R ™ iglﬁ

ﬁ\ipgjfﬁg “EFF[ 73 PUE R F;kﬁ\[?iﬁdj podife o B[ mpuEleE (baseline )
Jmekﬂlﬂw¢<FMM> @mh«a|ﬂ¢¢<BMM>’I‘BFW@“ﬂﬁfﬁaﬁﬂﬁ@

I FTERPORDBE U AT (HMM)  © [ 25 P9 25% FB+HMM » (][ Eﬁ“ﬁ'ﬁ ol fH

B [ R R :wiﬂéﬂguﬁwﬁ G S G {H*W?“ LPRY

7t (FrHMM) I Gl 2 [ = R eyt (BHHMM) O = [ j\ﬁfﬁ;‘/%‘é‘?ﬁ

FSHE o AT RRHIRR A AR pUBEISS -

Ipe 7 B o [REORR YR T AR BUE R 10 pURYRR o SRR Tui_ﬁ[ﬂ'}
IEfiE Y F-measure fﬂF UE10.81 i*?[ [ Iﬁﬂfiﬁ R #g‘ﬂ’;{m“ﬁ[ AL T
Vi AR ETRISC F-measure {1 0.812 *ﬂjﬁi”? dF 2] 0.967 » % =l T
Tl R R AR [ S R (R R SRR LI (B o iy CRF 7 (] r‘; [l RS
HrHR A RS YT ) E I f B - 0.977 » i SR ASUETIE E 5b AL
B E RFIOTIAR -

R 7. 0 F AN ORI

FMM BMM HMM F+HMM | B+tHMM | FB+tHMM | FB+CRF
Recall 0.936 0.939 0.812 0.944 0.947 0.957 0.981
Precision 0.956 0.959 0.811 0.962 0.965 0.976 0974
F-measure 0.946 0.949 0.812 0.953 0.956 0.967 0.977
4.2 Flk (TR T L BE]

937 PR FIIIRL Lexicalized HMM » (745X SWF = SEF [y7Ei 1 [ﬁjﬁ@?ﬁ[‘;ﬁg' ]’“‘r\j 1%, ﬂé%}?ﬁjﬁ
PP = TR RS o FVRORLE 5 R AL b o R R SRR R PO
il (threshold) - pmiﬁl’[ﬁ%ﬁ’&?ﬂaﬁﬁﬁyﬁ\“ IZ[f ‘[‘rﬁgﬁj iy T kL e R o
B PSR PV TR BB - 0 BRI PO 2 P
“ﬁfﬁg”ﬁﬂﬂ CIfT= FevR] 80% ) 53 KI5 Rofffior - (47 £=1 EJF“”TH LAk
TRRIY 70% = 10% ) » Hf170% EJE‘rﬂ (s 218 | R R E‘@*ﬁ“ﬁ*l) S
#ft FB-+HMM L8] » [ [ 10% | [[J’gJ F‘fﬁaﬁ”ﬂ f J%‘mﬂ (validation set) o

PW@WF%W?ﬁﬂMWW$Eﬁﬁﬁuﬂg@ﬁ%ﬂ RS (PR 70% IO
AFR] » JVL ST UG R S - pﬁmﬁﬁﬁﬂwwn}WﬂﬁW%@ﬂ’WWﬂ
M1 70% FURPRIET FB+HMM ] » 2 SR i (e - AU il
PR A I - W@SWF$$WVﬁ%ﬂ&’ﬁ%ﬁﬁ&jme%@

%‘mﬂ Uﬁhrjir ﬁ”%@@%‘\@['ﬁ%ﬂ 5 B
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WG o PSP "] SWF 22 SEF 78 ] [lfVmA | “‘ﬁ“ﬂ% IR VIR DRy
E:-?J?'}Wﬁﬁﬁﬁ » [P RO PRI EIE R O A iy SWE TELIZY 292
(G (N4 4800 5 ) [R) » SEF ¥E[PV 173 {fige (NI4T 25 75) Eﬁ i
ARG (USRS AR AN 0 T 5 F R SRR o B i R g
I RPN RIS (L AT S R R RS R g -

96.4
96.2
96

—a— SEF
—— SWF

O O
L W
o\ oo

F-measure (%)

95.4
95.2
95

0 50 100 150 200 250 300
# Specialized Words

5. 10 FEETTVHIH SEF ZESWF & 7t gl o ™ postia#sgs
4.3 PRIk

e R0 il ﬁg’?’rﬁl"'ﬁf eE %ﬂ%ﬂ‘[‘ﬁiﬁﬂ B s o T Dfp R R
(FMM) ~ E/[Hﬂsm Iy (BMM ) ~ I K F\'fF[l e ANV Fﬁ‘ iﬁLF'J(HMM)
S (B (Rl 5 %2 FB+HMM ') % FB+CRF [ufihf it =g (Jpik 7 5 ) » |V
Mask K=2 V f& {F l%t » % 4 PR ff FB+HMM & FB+CRF ° #81%] » n*]éirtﬂfﬁ &4
[ SWF = SEF H 5I5HI( SWF F2V 292 {laffid (=854 S5 - [0 SEF [V 173 ﬁ[tt VR D
ek o IR FBHHMM SOl SRE g F = i v pu s B (B - dRRRE A 8
A o

7 8. F £ HF/F ™ Mask 2= Specialized Sy g

Mask+FB+HMM | Mask +FB+CRF | SWF SEF
Recall 0.947 0.966 0.958 | 0.963
Precision 0.958 0.961 0.962 | 0.964
F-measure 0.953 0.963 0.960 | 0.963

IR > R | R Rk S J‘)EJi‘“srpaaiﬂgq»,\ffjﬂ;[:gr::[grp’:w’srf'j: o R
HMM ALE™ [ FR 2] Mask 4743 & Z5eeeR] - Fl‘}{fj’ F-measure 1 0.948 ] = 0.953 ; ¥,
FL FRPITEFFBEES 88 CRF L] EJ[JEIF{‘}{%’ F-measure [/10.959 fd# = 0.963 = [19f » Tﬁjﬁ'ﬁ
fli”] SWF 55 SEF ¥[] - %fﬁ’[’“‘fé&ﬁ@%’%ﬁ‘f%%ﬁ” ¥ F-measure 11 0.953 7] £]
0.960= 0.963 fuadiill » iy = (R T [AIVE [ AT o SEF 7 (R 2 P Sl b
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B

(B

SR 1Y SR

Rl ik e U

HMM | FB+HMM | SEF=143 FB+CRF
Training Time | 52 %} | 157 9%} 155 22F%F | 3755
Testing Time | 8 7} 9 *f 5857 6% | 20 %)
Space 21IMB | 28MB 303MB 582KB

9 'IEQ%T&F'P””%L?EU ”"’TQE]EUE*J > AR ASLERT P ] o SRR ] e 32
ST E HMM f‘ﬁ'f«flﬁlﬁi JEU?”?‘W?F ek CRF ?ﬁiﬁ‘ﬁ P (o5 ) - JE‘ H'
Spemahzed HMM (I oFeAgE A | e e Eﬂj‘ fe] A S L PR - R E R J%U?‘ﬁﬁ BN
%0 Ty CRE K @Wbﬂ Wﬁﬁﬁﬁ’@%ﬁ?m%FWﬁ%ﬁmTﬂé%%%ﬁ

R rirffﬁ'f S (ZIf, P TR IO RN LR O Y
e
5. ﬁﬂm

T FF”EFF”?P Fl1 o 25 3 RE 1 g”'W DRI > e g = - l'[”T&E“?ff‘f' VRN Y ErEnifst
Bl Flif‘le'EJﬂ‘?F[ 1 ] R j?ﬂ”é*g* T ] FRRIET IR PR B R U B
SN 1\?F,wﬁ]| APFERT A ﬂjﬁ*‘jﬁﬂﬂ‘[ R’ j\’ELF'JﬂiﬁTﬁﬂfﬁ“ﬁ < ( F-measure: 0.812—>0.948 ) ;
AR Mask =8+ p i WS BT FSHC (F-measure: 0.948—>0.953) 5 il = [k
gufﬁgj (= 4= ‘:,Ef uj Tu lgg @;{kﬁ:i@ul > >y gA»JEF[FJH“FJ4 FF| %‘r—jj,”;r—ﬁ
( F-measure: 0.953—0. 963) AR IR Pk gﬂ?ﬁﬁlﬂ“” , ,i{ BB f'“‘ﬁ[
PSR U 2 liﬁ@’l?iﬁ“‘ CRF [[[#£# I HMM Ri§+f Uﬁ“’ﬁﬁ’ﬁ» » F-measure i’
[110.948 A = 0.959 5 ¥ RLAF [ Mask FURURIZE - [T F DRy S 3 h ] = 0.963 > ﬂg
T GO BT < RSSO RS ) R PO o R HETR CRF 7S e
AR B (RISRELF AU o CRE > pRLile %“i_ﬁlﬂ+pj i . zt
Fru?? sy »E‘ﬁ%‘@ﬁ#—? HH. Tseng & * A Z[V 0.97 » (=] J’#]‘ B RAT I vt D i EL‘/
(1/100) » I F=SR3LRE 7 $1 Py U 9 il 1 sl -

SYY R
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Word Sense Disambiguation

Using Multiple Contextual Features
Liang-Chih Yu*, Chung-Hsien Wu*, and Jui-Feng Yeh*

Abstract

Word sense disambiguation (WSD) is a technique used to identify the correct sense
of polysemous words, and it is useful for many applications, such as machine
translation (MT), lexical substitution, information retrieval (IR), and biomedical
applications. In this paper, we propose the use of multiple contextual features,
including the predicate-argument structure and named entities, to train two
commonly used classifiers, Naive Bayes (NB) and Maximum Entropy (ME), for
word sense disambiguation. Experiments are conducted to evaluate the classifiers’
performance on the OntoNotes corpus and are compared with classifiers trained
using a set of baseline features, such as the bag-of-words, n-grams, and
part-of-speech (POS) tags. Experimental results show that incorporating both
predicate-argument structure and named entities yields higher classification
accuracy for both classifiers than does the use of the baseline features, resulting in
accuracy as high as 81.6% and 87.4%, respectively, for NB and ME.

Keywords: Word Sense Disambiguation, Predicate-Argument Structure, Named
Entity, Natural Language Processing.

1. Introduction

A given word may have multiple meanings, and incorrect word sense recognition may reduce
system effectiveness in semantic-oriented applications. Word sense disambiguation (WSD)
identifies the correct sense of polysemous words, and it has emerged as a useful technique for
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many applications, such as machine translation (MT) (Carpuat & Wu, 2007; Chan et al., 2007),
lexical substitution (McCarthy, 2002; Dagan et al., 2006), information retrieval (IR) (Agirre et
al., 2010), and biomedical applications (Schuemie et al., 2005; Stevenson et al., 2012). For
example, in machine translation, WSD can be used to determine the correct translation for an
ambiguous word. In lexical substitution, it is used to determine whether or not a target word
can be replaced by another word (e.g., a near synonym) by determining whether both words
share a common sense. Currently, WSD has been a critical component in the SemEval
workshop! series (Kilgarriff & Palmer, 2000; Edmonds & Kilgarriff, 2002; Agirre et al.,
2009).

Navigli (2009) provides an extensive survey of WSD approaches, investigating various
features and machine learning algorithms to address specific tasks. For example, bag-of-words,
n-grams, part-of-speech (POS) tags, and syntactic and semantic information have been used to
build WSD systems with machine learning algorithms (Lee & Ng, 2002; Ando, 2006; Tratz et
al., 2007; Cai et al., 2007; Agirre & Lopez de Lacalle, 2007; Specia et al., 2007). Word sense
annotated corpora, such as SemCor (Miller et al., 1993), LDC-DSO (Ng & Lee, 1996), Hinoki
(Kasahara et al., 2004), and sense annotated corpora constructed with the help of Web users
(Chklovski & Mihalcea, 2002) are also useful resources for building WSD systems. This paper
proposes the use of multiple contextual features, including the predicate-argument structure
and named entities, to train two commonly used classifiers: Naive Bayes (NB) and Maximum
Entropy (ME) from the OntoNotes corpus, a multilingual corpus of large-scale semantic
annotations, including word senses, predicate-argument structure, ontology linking, and
coreference (Hovy et al., 2006; Pradhan et al., 2007a). We then examine whether the two
proposed features can improve WSD performance.

The rest of this work is organized as follows. Section 2 gives a brief description for the
OntoNotes Corpus. Section 3 presents the features used to train classifiers for WSD. Section 4
summarizes the experimental results. Conclusions are drawn in Section 5.

2. Word Sense Annotation in OntoNotes Corpus

The OntoNotes corpus contains a set of sentences with word senses annotated. In the word
sense inventory, the sense definitions of words are created by manually grouping fine-grained
sense distinctions obtained from WordNet (Fellbaum, 1998) and dictionaries into more
coarse-grained senses. There are two reasons for this grouping instead of using WordNet
senses directly. First, people have trouble distinguishing many of the WordNet-level
distinctions in real text and make inconsistent choices; thus, the use of coarse-grained senses
can improve inter-annotator agreement (ITA) (Palmer et al., 2004; 2006). Second, improved

! http://www.senseval.org
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ITA enables machines to more accurately learn how to perform sense tagging automatically.
Sense grouping in OntoNotes has been calibrated to ensure that ITA averages at least 90%.
Table 1 shows the OntoNotes sense tags and definitions for the word arm (noun sense). Once
the sense definitions are created, the sense of words in the sentences can be annotated. To
accomplish this goal, the sentences containing the words in the inventory are retrieved first.
For each target word (i.e., a word in the inventory) in the sentences, its sense is annotated by
two annotators, according to its sense definitions in the inventory. If the two annotators agree
on the same sense, then their selection is stored in the corpus. Otherwise, the sense annotation
is double-checked by an adjudicator for final decision. Recently, the OntoNotes corpus has
been used for many applications, including the SemEval-2007 evaluation (Pradhan et al.,
2007b), sense merging (Snow et al., 2007), class imbalance problems (Zhu & Hovy, 2007),
sense pool verification (Yu et al., 2007; 2010), parsing and named entity recognition (Finkel
& Manning, 2009), semantic role labeling (Che et al., 2010), and coreference resolution
(Pradhan et al., 2011).

Table 1. OntoNotes sense tags and definitions. The WordNet version is 2.1.

Sense Tag  Sense Definition WordNet sense
arm.01 The forelimb of an animal WN.1
arm.02 A weapon WN.2
arm.03 A subdivision or branch of an organization WN.3
arm.04 A projection, a narrow extension of a structure wsg

3. The WSD System

The features used to build the WSD system include POS tags, local collocations, bag-of-words,
named entities, and predicate-argument structure. These features are extracted from the
OntoNotes corpus as follows.

Part-of-Speech (POS) tags: This feature includes the POS tags in the positions (P_s;, P, P.1, Py,
P, P,, P3), relative to the POS tag of the target word. For instance, the POS sequence of the
constituent “...mediator in an attempt to break the...” is “NN NN IN DT TO VB DT”.

Local Collocations: This feature includes single words and multi-word n-grams. The single
words include (W.3, W,, W4, Wy, Wy, W,, W), relative to the target word W,. Similarly, the
multi-word n-grams include (W1, W11, Wy, W51, W 11, W12, Wy, 3). For instance, the
multi-word n-grams of the above example constituent include {in_an, an_to, to_break,
mediator_in_an, in_an_to, an_to_break, to_break_the}.

Bag-of-Words: This feature can be considered a global feature, consisting of 5 words prior to
and after the target word, without regard to position.
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Named Entity: OntoNotes Release 1.0> provides 18 types of named entities, such as PERSON,
ORGANIZATION, GPE, LOCATION, and PRODUCT.

Predicate-Argument Structure: The predicate-argument structure captures the semantic
relations between the predicates and their arguments within a sentence. Consider the following
example sentence.

[argo The New York arm of the London-based firm] auctioned off [arg: the estate of John
T. Dorrance Jr., the Campbell's Soup Co. heir,] [argm-tmp last week].

The argument label Arg0 is usually assigned to the agent, causer, and experiencer, while Argl
is usually assigned to the patient. The ArgM-TMP represents a temporal modifier
(Babko-Malaya, 2006; Palmer et al., 2005). The predicate-argument structure of the above
sentence is illustrated in Figure 1. The semantic relations can be either direct or indirect. A
direct relation is used to model a verb-noun (VN), whereas an indirect relation is used to
model a noun-noun (NN) relation. Additionally, an NN-relation can be built from the
combination of two VN-relations with the same predicate. Table 2 presents some examples.
For instance, NN1 can be built by combining VN1 and VN2. Therefore, the two features, VN1
and NN3, can be used to disambiguate the noun arm 2.

ARGO ARGl1

SN TN

The New York arm.03 ... auctioned.01 off the estate.01 of...

\—/

ARGO0-ARGI1

VNI1: (auction.01, ARGO, arm.03)
VN2: (auction.01, ARG1, estate.01)
NNI1: (arm.03, ARG0-ARG], estate.01)

Figure 1. Example of predicate-argument structure.
Table 2. Examples of VN and NN-relations.

Relation Type Example
VN relation VNZ1: (auction.01, Arg0, arm.03)
ARG1 VN2: (auction.01, Argl, estate.01)
N VN3: (auction.01, ArgM-TMP, <DATE>)

2 http://www.ldc.upenn.edu/Catalog/docs/L DC2007T21/ontonotes-1.0-documentation.pdf.
3 Our WSD system does not include the sense identifier (except for the target word) for word-level
training and testing.
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NN relation:
\4 NN1:; (arm.03, Arg0-Argl, estate.01)
ARGO ARG1 NN2: (estate.01, Argl-ArgM-TMP, <DATE>)
NN3: (arm.03, Arg0-ArgM-TMP, <DATE>)
N N

4. Experimental Results

4.1 Experimental Setup

OntoNotes Release 1.0 was used as the experimental corpus, with a total of 992 words in the
sense inventory. Not all words, however, were polysemous, and some had a small number of
sense annotated sentences. Therefore, we selected 477 polysemous words (247 nouns and 230
verbs) with at least 30 annotated sentences as the test data for the WSD task (see Table 3). The
annotated sentences then were used to train two classifiers, Naive Bayes (NB) and Maximum
Entropy (ME), using the features presented in the previous section. We first trained the two
classifiers using the baseline features, including the POS tag, local collocations, and
bag-of-words. The named entities and predicate-argument structure then were added into both
classifiers to determine whether these two features could improve WSD performance. The
baseline classifier used for comparison was implemented using the principle of most frequent
sense (MFS), with each word sense distribution retrieved from the OntoNotes corpus. The
evaluation metric was accuracy, defined as the number of correctly identified senses
(sentences) divided by the total number of test sentences.

Table 3. Statistics of the experimental data

Nouns Verbs
Num. of words ( > 30 sentences) 247 230
Min. 2 2
Senses per word Avg. 3.26 3.58
Max. 10 20
Min. 30 30
Avg. 206 197
Sentences per sense
Max 3,053 2,551
' (share.02) (have.03)
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4.2 Comparative Results

Table 4 shows the experimental results with 10-fold cross validation. The symbols B, PA, and
NE in Table 4 represent the baseline features, predicate-argument structure, and named
entities, respectively. For comparison of the classifiers, ME outperformed NB for all feature
sets. For comparison of the feature sets, both B+PA and B+PA+NE outperformed B for both
NB and ME, indicating that using both predicate-argument structure and named entities can
improve performance over using the baseline features alone. Another observation is that the
predicate-argument structure was more sensitive to ME than to NB because the improvement
of B+PA over B in ME was greater than that in NB. Conversely, the named entity was more
sensitive to NB.

Table 4. Comparative results of WSD accuracy for different features and classifiers.

Nouns Verbs ALL
Feature Types | MFS NB ME MFS NB ME MFS NB ME
B 0.810 | 0.865 0.797 | 0.856 0.805 | 0.862
B +PA 0.820 | 0.814 | 0.873 | 0.764 | 0.807 | 0.869 | 0.793 | 0.811 | 0.872
B + PA+NE 0.819 | 0.875 0.812 | 0.871 0.816 | 0.874

For more detailed analysis, Tables 5 and 6 list the WSD accuracy for parts of the nouns
and verbs in the OntoNotes inventory. These words were also included in the SemEval-2007
English Lexical Sample Task (Pradhan et al., 2007b).

Table 5. WSD accuracy for parts of the nouns.

# NB ME
Noun MFS
sense B B+PA | B+PA+NE B B+PA | B+PA+NE
authority 5 0.474 | 0.904 | 0.935 0.926 0.904 | 0.939 0.917
base 6 0.353 | 0.696 | 0.758 0.725 0.717 | 0.754 0.758
bill 4 0.668 | 0.872 | 0.881 0.887 0.895 | 0.901 0.916
carrier 8 0.765 | 0.704 | 0.808 0.815 0.758 | 0.792 0.819
chance 4 0.486 | 0.750 | 0.773 0.809 0.714 | 0.736 0.759
condition 3 0.713 | 0.800 | 0.823 0.839 0.806 | 0.803 0.842
defense 7 0.282 | 0.493 | 0.603 0.597 0.533 | 0.537 0.543
development 3 0.760 | 0.877 | 0.895 0.881 0.886 | 0.926 0.898
drug 2 0.684 | 0.783 | 0.811 0.845 0.791 | 0.789 0.800
effect 4 0.719 | 0.823 | 0.850 0.858 0.866 | 0.850 0.896
exchange 5 0.731 | 0.887 | 0.921 0.920 0.914 | 0.921 0.934
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future 3 0.797 | 0.965 | 0.965 0.952 0.969 | 0.970 0.962
hour 4 0.854 | 0.847 | 0.880 0.882 0.863 | 0.888 0.873
job 3 0.780 | 0.738 | 0.757 0.768 0.809 | 0.849 0.845
management 2 0.618 | 0.837 | 0.853 0.866 0.821 | 0.840 0.806
network 3 0.605 | 0.750 | 0.788 0.824 0.705 | 0.750 0.736
order 8 0.722 | 0.871 | 0.877 0.892 0.876 | 0.869 0.883
part 5 0.702 | 0.915 | 0.900 0.907 0.944 | 0.931 0.940
people 4 0.912 | 0.917 | 0.915 0.918 0.925 | 0.933 0.937
point 9 0.737 | 0.853 | 0.851 0.875 0.885 | 0.877 0.870
policy 2 0.806 | 0.829 | 0.841 0.837 0.858 | 0.876 0.851
position 7 0.304 | 0.639 | 0.656 0.670 0.645 | 0.659 0.656
power 3 0.508 | 0.774 | 0.790 0.828 0.782 | 0.777 0.769
president 3 0.843 | 0.945 | 0.955 0.959 0.942 | 0.953 0.954
rate 2 0.924 | 0.944 | 0.933 0.940 0.946 | 0.943 0.955
source 5 0.368 | 0.803 | 0.841 0.833 0.797 | 0.844 0.830
space 5 0.565 | 0.741 | 0.782 0.794 0.829 | 0.788 0.806
state 4 0.830 | 0.840 | 0.848 0.855 0.858 | 0.858 0.857
system 6 0.544 | 0.728 | 0.749 0.751 0.722 | 0.717 0.705

Average 445 | 0.657 | 0.811 | 0.836 0.843 0.826 | 0.837 0.839
Table 6. WSD accuracy for parts of the verbs.

4 NB ME
Verb MSF
sense B | B+PA | B+PA+NE | B | B+PA | B+PA+NE

build 4 0.805 | 0.830 | 0.827 0.825 0.837 | 0.821 0.809
call 11 0.661 | 0.736 | 0.775 0.756 0.784 | 0.793 0.792
close 7 0.743 | 0.919 | 0.934 0.930 0.898 | 0.936 0.920
come 20 0.580 | 0.657 | 0.701 0.728 0.732 | 0.753 0.767
consider 2 0.788 | 0.840 | 0.836 0.852 0.875 | 0.891 0.905
cut 9 0.680 | 0.750 | 0.798 0.780 0.792 | 0.795 0.778
end 3 0.839 | 0.795 | 0.790 0.778 0.899 | 0.902 0.890
follow 0.666 | 0.766 | 0.795 0.804 0.756 | 0.825 0.825
get 14 0.447 | 0.656 | 0.682 0.676 0.721 | 0.748 0.748
go 18 0.275 | 0.545 | 0.599 0.585 0.617 | 0.672 0.664
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grow 4 0.836 | 0.857 | 0.864 0.869 0.864 | 0.879 0.880
hold 1 0.667 | 0.737 | 0.756 0.759 0.754 | 0.764 0.749
keep 0.477 | 0.575 | 0.574 0.599 0.612 | 0.625 0.634

6
lead 3 0.417 | 0.859 | 0.882 0.886 0.870 | 0.895 0.891
leave 3 0.602 | 0.704 | 0.710 0.745 0.739 | 0.723 0.783
5
6

look 0.667 | 0.871 | 0.894 0.880 0.891 | 0.923 0.915
lose 0.709 | 0.806 | 0.829 0.867 0.835 | 0.835 0.861
make 13 0.336 | 0.557 | 0.616 0.613 0.604 | 0.664 0.670
put 12 0.677 | 0.757 | 0.756 0.755 0.789 | 0.808 0.806
raise 2 0.784 | 0.728 | 0.736 0.721 0.747 | 0.752 0.747
set 8 0.382 | 0.591 | 0.619 0.610 0.628 | 0.639 0.641
spend 2 0.700 | 0.878 | 0.972 0.969 0.885 | 0.987 0.991
take 20 0.663 | 0.611 | 0.619 0.616 0.670 | 0.684 0.683
tell 2 0.960 | 0.974 | 0.970 0.978 0.973 | 0.974 0.982
turn 16 0.285 | 0.591 | 0.635 0.623 0.705 | 0.726 0.723

Average 8.32 | 0.626 | 0.744 | 0.767 0.768 0.779 | 0.801 0.802

The “# sense” column lists the number of sense distinctions of a word, and the column
“MFS” presents the sense distribution among all senses of the word. Both the number of sense
distinctions and the sense distribution of words may affect WSD performance. Generally, a
large number of sense distinctions with an even distribution may lead to confusion among the
classifiers, hence, lower performance. For example, the noun defense in Table 5 has seven
senses, and the proportion of the major sense is 0.282, indicating an even distribution (the
distribution of the 7 senses is {.14, .18, .19, .08, .04, .28, .09} in the OntoNotes corpus), thus
yielding low accuracy. The verbs go and make in Table 6 also have similar results. Conversely,
a small number of sense distinctions with a skewed distribution may have better performance.
For example, in Table 5, the noun rate with a dominant sense of 0.924 yielded high accuracy,
as did the verb tell in Table 6.

To further analyze the effect of the sense distribution of words in the whole corpus, we
ranked the 247 nouns and 230 verbs in OntoNotes in descending order based on the proportion
of their major senses. Nouns and verbs with major sense proportions within a given range then
were grouped together (e.g., >=0.95, 0.90~0.95, 0.85~0.90, ..., 0.35~0.4, and <0.35), and their
average accuracy was calculated for comparison. Figures 2~4 present the results of nouns,
verbs, and all words, respectively, with accuracy gradually decreasing as the sense becomes
more evenly distributed. Another interesting observation is that, although ME outperformed
NB, ME and NB achieved similar performance when the sense distribution became more
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evenly distributed (the proportion of the major sense <0.65).
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Figure 2. WSD performance against sense distribution for nouns.
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Figure 3. WSD performance against sense distribution for verbs.
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Figure 4. WSD performance against sense distribution for all words.

5. Conclusion

A WSD system was built from the OntoNotes corpus using multiple contextual features to
analyze the effect of sense distribution on WSD performance. Experimental results show that
both the predicate-argument structure and named entities improved WSD performance. In
addition, there was a tendency for a skewed sense distribution to yield higher performance
than evenly distributed word senses. Future work will focus on improving WSD performance
by investigating more significant features and more effective machine learning algorithms.
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Abstract

We investigated the problem of classifying short essays used in comprehension
tests for senior high school students in Taiwan. The tests were for first and second
year students, so the answers included only four categories, each for one semester
of the first two years. A random-guess approach would achieve only 25% in
accuracy for our problem. We analyzed three publicly available scores for
readability, but did not find them directly applicable. By considering a wide array
of features at the levels of word, sentence, and essay, we gradually improved the F

measure achieved by our classifiers from 0.381 to 0.536.

Keywords: Computer-assisted Language Learning, Readability Analysis,
Document Classification, Short Essays for Reading Comprehension.

1. Introduction

Reading is a key competence for language learners. For learners of English as a Second
Language (ESL), reading provides a crucial channel for learners to integrate and exercise the
knowledge of previously learned vocabulary and grammar. If we could provide appropriate
material to ESL learners, they would receive individualized stimulus, maintain the motivation
to learn, and benefit more from reading activities. Hence, researchers have been investigating
the readability of articles and books for a long time (Flesch, 1948).

In recent decades, research about readability has not been confined to just classifying the
readability of articles. In large-scale language tests that include a writing assessment, grading
the writing of a large number of test takers is very time consuming. Moreover, maintaining a

consistent grading standard over the group of graders is also a challenge. Hence, techniques

' This paper was converted from the technical report for an NSC-funded undergraduate practice project,
NSC-98-2815-C-004-003-E, for Wei-Ti Kuo. This paper was revised from its Chinese version that
was previously published in the ROCLING XXII conference (Huang et al., 2010).
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for automated grading were studied and introduced in the Scholastic Aptitude Test (SAT?) in
the USA (Burstein et al., 2003; Attali & Burstein, 2006; Chang et al., 2006).

In a broader sense, the problems of determining the readability of articles and judging the
scores of essays are specialized instances of text classification. They are similar in that text
materials are categorized based on some selected metrics, and they differ in the implications

of the classification results.

Early work in readability analysis considered the frequency of words, number of
sentences, and length of sentences (Flesch, 1948; Kincaid et al., 1975; Chall & Dale, 1995).
These methods may seem deficient nowadays, but it was not easy to consider all conceivable
factors when the training corpora and the computing power were not sufficient. Other factors
clearly are relevant to readability (Bailin & Grafstein, 2001), and one may consider more
lexical level information, such as the hypernyms and hyponyms of words in an article, to
determine the readability (Lin et al., 2009). Higher levels of information, such as the structure
of the articles, semantic information, and cognition-related connotation, may also be included

in readability analysis (Crossley et al., 2008).

Depending on the purpose of classifying the textual material, a classifier should consider
factors of various aspects. Linguistic features are obvious candidates, but psycholinguistic,
educational, and cultural factors are important as well. Moreover, characteristics of the readers
and writers of the essays should also be considered. Classifications of articles written by
native speakers and non-native speakers might be quite different. Good reading materials for
second graders of native and non-native speakers would vary in terms of their vocabulary and

content.

In this study, we examine short essays that were designed for reading comprehension
tests at the high school level in Taiwan. Essays were classified based on a comprehensive list
of lexical and syntactic features that were extracted from the words, sentences, and paragraphs
in a given essay. The essays used in the experiments were realistic; therefore, they were
limited in regards to the available amount. We focused on 845 tests for the first four semesters
in high school, so essays were classified into four categories that corresponded to the semester
of the examinee. We explored the applications of several machine learning models for the
classification task, and the best F; measure (Witten & Frank, 2005) that we achieved was only
0.536.

We understand that there is room to improve our work, in terms of both the scale of
experiments and the achieved results of accuracy. The current experience, however, supports a
popular viewpoint that lexical and syntactic information about the short essays are

2 We highlighted acronyms of phrases and special terms with boldface and blue text to help readers find
their meanings.
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instrumental but are not sufficient for predicting readability (Bailin & Grafstein, 2001). Some
deep analysis is required to achieve better results. For instance, the set of a reading
comprehension test consists of a short essay and questions for the students to answer. The set
of a reading comprehension test may be considered more difficult because of its questions, not
just because of its essay. Analyzing the questions is a major step for us to complete the current

study.

We introduce the data source and their preprocessing in Section 2, deal with the extracted
lexical features in Section 3, discuss the syntactic features in Section 4, present and compare
the effects of using different combinations of the features to predict the readability in Section

5, and make some concluding remarks in Section 6.

2. Background

To make the results of this study close to reality, we obtained essays for comprehension tests
for students at senior high schools in Taiwan. The essays were retrieved from the item pool
that was designed for the San-Min version (= *4%) of English courses, and the item pool was
published in the 96™ school year. The 96™ school year spanned August 2007 to July 2008.

The item pool was designed for preparing competence examinations that are similar to
the SAT in the USA. Students apply for college during the fifth semester in high school in
Taiwan. Hence, the contents of the item pool covered only English for the first two years in

senior high school and we treated a semester as a level in our experiments.

The goal of our work was to determine the level of the short essay of a given

comprehension test. Namely, we classified an essay into one of four possible levels.

Table 1 shows the number of essays that we gathered from the item pool. The original
essays were classified according to their levels and “tracks”. The test items were designed for
three tracks of English courses. The first track was designed by Ling-Hsia Chen (I@‘(J‘@’%%) of
National Taiwan University, and we denote this track as NTUC in Table 1. The other two
tracks were designed by Kwock-Ping John Tse (81 ) of Providence University. One of
these two tracks was more recent than the other. We denote the relatively more recent one as
PUTN and the older as PUTO.

The words used in the comprehension tests were chosen based on the expected
competence of the students. In Taiwan, the Ministry of Education (MOE) has issued a ruling
about what words middle school graduates are expected to be acquainted with (MOE, 2008).
Partially because of this constraint, essays for the comprehension tests contained Chinese
translations for selected words. The numbers of the essays that did not contain Chinese
translations were counted, and the totals are placed under the column “No Hints”. The total

number of Chinese words that appeared in the essays was placed under “Chinese Hints” in
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Table 1. Chinese translations were provided in the essays for special nouns, such as names,
places, and medical terms, in order to avoid the disturbance of these challenging words against

comprehension.

Table 1. Data source

INTUC [PUTN [PUTO |Row Total | No Hints | Chinese Hints (words)
Level 1 47 117 36 200 124 142
Level 2 64 127 36 227 199 45
Level 3 48 127 36 211 148 151
Level 4 45 126 36 207 198 14
Total 204 | 497 | 144 845 669 352

The appearance of Chinese translations could be considered as a noise in the original data,
but it could also be considered as a feature. We took the latter position in some of our
experiments and ignored the Chinese translations in some experiments. The statistics in Table
1 suggested that the appearance of Chinese translations was related to the levels. On average,

there were fewer Chinese translations for the second semester of each school year.

Figure 1 shows the major steps we used to convert an essay into a feature vector. We first
removed and recorded the Chinese translations from the original essay, as we discussed in the
previous paragraphs. The remaining English texts were then processed by the Stanford
Part-of-Speech (POS) tagger’ and the Stanford parser® to extract the lexical and syntactic
features. Except for the Stanford NLP tools, we relied on word lists that were selected by
experts (cf. Section 3.1), the CMU Pronouncing dictionary’ (cf. Section 3.2), and Dr.eye®
dictionary (cf. Section 3.3) to broaden the types of lexical level information that we could

extract.

Some linguistic features intuitively are related to the difficulty of essays, e.g., the number
of sentences, the number of words, the popularity (frequency) of words, the number of senses
a word can carry, and the number of complex sentences. We applied tools and dictionaries for

analyzing the linguistic features to create feature vectors (cf. Section 4).
Some basic features could be extracted easily. We calculated the number of sentences (N)

in an essay and collected the following features: the number of tokens (f;), the number of

punctuations (f;), the number of tokens and punctuations (f;=f,+f,), the average number of

* http://nlp.stanford.edu/software/tagger.shtml

* http://nlp.stanford.edu/software/lex-parser.shtml
5 http://www.speech.cs.cmu.edu/cgi-bin/cmudict
6 http://www.dreye.com/



Using Linguistic Features to Predict Readability of Short Essays for 197

Senior High School Students in Taiwan

tokens per sentence (f;=f;/N), the average number of punctuations per sentence (fs= f/N), and
the average number of tokens and punctuations per sentence (fs=f3/N).

Preprocessing

v v v
Stanford Stanford Stanford
Parser POS Tagger Lemmtizer

Figure 1. Converting an essay into an instance

Extract Lexical
Features

Extract Syntacitc

Features

¥
| Integrated Feature Vector |

3. Lexical Level Features

Words are the basic building blocks of essays. For ESL learners, learning basic vocabulary is
an important first step into the world of English. According to the MOE’s standards of course
design for elementary education (MOE, 2008), graduates from middle schools should have
learned and should be able to apply 1200 basic English words in daily conversations. In this
section, we explain various types of lexical level features that we extracted from words in an

essay.

3.1 Word Lists

Due to the crucial role of individual words in learning English, experts compiled different
word lists for different purposes. We employed three lists in our work. Table 2 shows the
detailed statistics of the NTNU, GETP, and CEEC word lists.

Professors at National Taiwan Normal University compiled a list of words for a
competition related to English words, and we refer to this list as the NTNU list’”. The NTNU
list classifies words into three major groups — elementary, middle, and senior high schools —
that are further divided for the targeted grades. For instance, “E34” is for the third and the

fourth grades in elementary schools; and M3 is for the third year in middle school.

The General English Proficiency Test® (GEPT) is a standardized test accepted by
domestic and some international institutions. To provide references for test takers, the GEPT

offers word lists for different levels of test takers. Three of the lists were relevant to our work:

7 http://vq.ie.ntnu.edu.tw/
¥ https://www.gept.org.tw/
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Elementary, Intermediate, and High-Intermediate. These three lists include words that people
who have graduated from middle schools, high schools, and colleges (non-English majors),

respectively, should have learned.

The College Entrance Examination Center’ (CEEC) is an institution for managing the
college entrance examinations in Taiwan. The word list is designed for graduates of high
schools and includes nearly 9000 words. This CEEC list contains 6 grades.

Table 2. Statistics about word lists

Word Lists Level # of Words | Total # of Words

E34 498
E5 250
E6 250
M1 350

NTNU M2 350 6041
M3 407
S1 936
S2 1500
S3 1500
Elementary 2184

GEPT Intermediate 2560 7853
High-Intermediate 3109
Gl 1775
G2 1490

CEEC @ 1472 8976
G4 1350
G5 1543
Go6 1346

We employed the Stanford NLP tools to tokenize the strings in an essay, as we illustrated
in Figure 1. We lemmatized the tokens and identified their POS tags. After this step, we
looked up the word lists to see which level the tokens belonged to and updated the frequencies
of the levels. Similar to how Dale-Chall dealt with their word list (Dale & Chall, 1995), a
word not belonging to any level was considered to belong to the “difficult” level, which is an

additional level not listed in Table 2.

? http://www.ceec.edu.tw/
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We created feature vectors based on the NTNU, GEPT, and CEEC lists separately. With
the above procedure, we created 10 features for an essay when we considered the NTNU list —
9 levels in Table 2 and one “difficult” level. Analogously, we had 4 and 7 features for the
GEPT and CEEC lists, respectively.

We expected these features to be useful for the essay classification under the premise that,
if an essay contains more words in the more advanced levels, the essay should be more
difficult.

3.2 Pronunciation

For ESL learners in Taiwan, an English word with relatively more syllables is generally more
difficult to remember and pronounce. This is partially due to the fact that Chinese is a tonal

language and students may not be used to words with several syllables yet.

Based on this observation, we thought it might be worthwhile to explore the influence of
the number of syllables on the readability of essays. Although not all long words are difficult

and not all short words are easy, it was interesting to explore the intuitive impression.

After obtaining the lemmatized tokens in an essay, we looked at the CMU Pronouncing
dictionary (CMUPD) to find the number of syllables in the tokens. The CMUPD contains
more than 125000 words. The pronunciation of an English word is represented with English

letters and numbers. The pronunciation of “university” is shown below.

Y UW2 N AHO V ER1 S AHO T 1YO

Vowels and consonants are separated in CMUPD, and only vowels are followed by digits.

The digits indicate stresses: 0 for no stress, 1 for primary stress, and 2 for secondary stress.

Given the CMUPD phoneme notation, we could compute the number of syllables in an
English word and the total number of vowels and consonants in a word. Take “university” as
an example. This token has 5 syllables and 10 vowels and consonants. In our corpus, a token
may have at most 7 syllables and at most 16 vowels and consonants. If a token was not
covered by CMUPD, we would record that this token had no syllables, no vowels, and no

consonants. '

1% We employed distributions of some random variables as features in this paper, and we generally used
larger numbers to denote relatively more difficult cases. For instance, when creating features for word
lists, larger indices indicated higher grade and more challenging words. Here, we converted the
number of syllables of a word into a sequence of features. The first feature denoted the number of
words with one syllable, the second feature denoted the number of words with two syllables, etc. We
used the zero-th feature to denote the number of words not covered by CMUPD. This would not
confuse the classifiers that we tried in Section 5 because the semantics of the order of the features was
not explicit to the classifiers.



200 Wei-Ti Kuo et al.

For a given essay, we would record the frequencies of tokens that have i syllables and j
vowels and consonants, where i is in the range [0, 7] and j is in the range [0, 16]. Therefore,

we had 25 features related to pronunciation of tokens in an essay.

3.3 Lexical Ambiguity

Ambiguity may not be just a problem for natural language processing of computers; it could
be a problem for ESL learners as well. Many English words carry multiple possible meanings.
If an essay contains many words with multiple possible meanings, its contents may become
relatively difficult to understand. Based on this intuition, we considered the distribution of the

numbers of translated senses of words in an essay as features.

Finding the number of translated senses of an English word took a little bit of work.
Using the Stanford POS tagger, we could find the POS of a token. The POS tag followed the
Penn TreeBank convention''. Also, we used Dr.eye to find the Chinese translations of English
words. Dr.eye only has a very rough POS system: noun, transitive verb, intransitive verb,
adjective, adverb, preposition, pronoun, conjunction, and determiner. Therefore, we had to
convert a POS tag in the Penn TreeBank system into a category in Dr.eye. We employed the
classification in a CEEC publication'?, and considered only 8 different POS tags. The
conversion of POS tags was conducted based on the mapping listed in Table 3.

Table 3. Converting a POS in Penn TreeBank system to Dr.eye’s category

POS tags Stanford POS Tagger Dr.eye
Noun NN, NNS, NNP, NNPS n.
Verb MD, VB, VBD, VBG, VBN, VBP, VBZ vt., Vi.

Adjective CD, JI, IJR, JJRS a.

Adverb EX, RB, RBR, RBS, RP, WRB ad.
Preposition IN, TO prep.

Pronoun DT, PRP, PRP$, WDT, WP, WP$, WRB pron.
Conjunction CC, IN conj.
Determiner DT art.

Note that the conversion was imperfect. The POS “IN” could be mapped to conjunction
and preposition. When we encountered a token with “IN,” we checked Dr.eye to see if the
token could be used as a conjunction. If yes, that token was considered a conjunction.
Otherwise, the token was considered a preposition.

" ftp://ftp.cis.upenn.edu/pub/treebank/doc/manual/root.ps.gz
2 http://www.ceec.edu.tw/Research/paper_doc/ce37/6.pdf
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In Dr.eye, an English word can have at most 43 translated senses. We considered the
number of translated senses as a feature. A token that could not be found in Dr.eye would be
considered to have no translated senses. Hence, the distribution of the number of translated
senses of tokens in an essay consisted of 44 numbers.

Figure 2 shows the entry for “divide” in Dr.eye. Assuming that we have a “divide/VBD”
in an essay; we would know that this “divide” was a verb and would consider that this word
had 8 possible translated senses.

“divide”
vt. (% $ &3 transitive verb)

&4 & [(+into/from)]
e ST
[(+between/among/with)]
& Bt [(+between)]

(] % [C:by/into)]
¥ A

& & B I R [(+Hfrom)]
. (# 2 $#3@ intransitive verb)

1. »~ &

2. AALE R A
n. (%3 noun)
1.
2.

N —

kW

\Y

&5, H fe[S][(+between)]
Ak C)

Figure 2. The entry for “divide” in Dr.eye

4. Syntactic Level Features

We collected information not just about the words in an essay, but we also attempted to find
useful syntactic information as features for the classification task. This is necessary because
simple words in complex sentences may not be easy to understand.

A sentence may be complex for different reasons. We considered the depths of parse
trees as an indication. Figure 3 shows a parse tree for the sentence, “I liked playing basketball
when I was young.” Let the root, i.e., ROOT, of the tree be Level 0, and its child node, i.e., S,
be Level 1. The deepest node in this tree is Level 9. We refer to the level of the deepest node
in a tree as its depth.

We parsed sentences in our corpus with the Stanford parser (using the PCFG grammar
file EnglishPCFG.ser.gz) and asked for only the parse trees with the highest score. In our
corpus, the depth of the deepest tree was 31. We used features to represent the distribution of
the depths of parse trees in an essay: (dy, d, d,, ..., dg). We increased di by 1 if the depth of a
parse tree was k when k<8; and increased dg by 1 if the depth of a parse tree was larger than
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8"

ROOT

NP VP
PRP VBD NP
| liked NP SBAR
VBG NN WHADVP S
playing basketball WRB NP VP

when PRP VBD ADJP
I was JJ

young

Figure 3. A sample parse tree

Given an essay, we could analyze every sentence to obtain its depth, and we recorded the
average depth and the distribution of the depths of sentences in this essay.

Other than its depth, a sentence may be complex because it employs some rarely used
grammatical relationships. The parse tree in Figure 3 includes several grammatical
relationships: “S — NP VP .,” “VP —-VBD NP,” “SBAR — WHADVP S,” VP — VBD
ADIJP,” etc. If one or more of these relationships are rare, the sentence may be difficult to read,
rendering the essay not easy to understand.

We employed a corpus-based approach to determine whether or not a grammatical
relationship was rare. We collected more than 7000 sentences from web sites that provide

educational resources. They included “Shi Yuan You Grammar”', “1200 Fundamental

915 2716

English sentences””, “Learning Resources for Middle Schoolers”®, and “I-Lan County

9917

Language Resources for Middle Schoolers™ . We parsed the collected sentences and recorded

the frequencies of the grammatical relationships in these sentences.

We observed 985 grammatical relationships in these 7000+ sentences. Only 8
relationships occurred more than 1000 times, and 62 relationships took place more than 100

times.

As the span of the frequencies was wide and the distribution of the frequencies was

3 Although one might expect that dy and d; should not appear in regular essays, we left these
possibilities to avoid weird strings that might appear in our corpus.

' http://tw.myblog.yahoo.com/jw!GFGhGimWHxN4wRWXG1UDIL_XSA--/

15 http://hk.geocities.com/cnlyhhp/eng. htm

'S http://siro.moe.edu.tw/fip/index.php

7 http://140.111.66.37/english/ (last visited 2010/8/14, but not functioning at the time of writing)
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irregular, we quantized the ranges of the frequencies into 6 segments by the frequency binning
method (Witten and Frank, 2005). The 985 relationships that we observed appeared at 127
different frequencies. We ordered them from frequent to infrequent ones and treated
relationships that appeared the same number of times as the same relationship. Each segment
contained 21 different frequencies (except the last segment, which covered 22 frequencies).

EEINT3

We could consider these 6 segments of rules as “very frequent,” “frequent,” “slightly frequent,”

99 <

“slightly infrequent,” “infrequent,” and “very infrequent”. (The choice of 6 was arbitrary. We

did not try other selections.)

Given the above procedure, we could generate a vector of 7 components that considered

the “rareness” of grammatical relationships in a sentence: {“very frequent,” “frequent,”

EEINT3 LRI

slightly infrequent,” “infrequent,

EEINT3 EEINT3

“slightly frequent, very infrequent,” “unseen”}. In a
sentence containing 8 grammatical relationships, 2 very frequent, 4 frequent, 1 infrequent, 1
very infrequent, and 1 unseen, in our training corpus, we would convert it to {2, 4,0, 0, 1, 1,
1}.

For an essay with many sentences, we could generate a 7-item vector for each sentence,
and we took the average of every item to create the 7-item vector for the essay. An essay that
includes a relatively larger number of rare grammatical relationships may be more difficult to

read.

5. Experimental Evaluation

We classified the short essays reported in Section 2 with Weka (Witten and Frank, 2005),

using different combinations of features reported in Sections 3 and 4.

Before we evaluated our methods, we acquired the SMOG scores of our essays via a
Web-based service'®. Equation (1) shows the score function for SMOG, where m represents
the number of polysyllables and n is the number of sentences. A word is considered a
polysyllable if it contains three or more syllables. Essays with higher SMOG scores are

relatively harder to read.

1.043x,/m><%+3.1291 )

Table 4 shows basic statistics about the SMOG scores of our essays. The smallest, largest,
and average SMOG scores increased with the levels of the essays quite impressively. This is

probably a good reason for the popularity of this simple formula.

'8 Simple Measure of Goobledygook (SMOG). http://www.harrymclaughlin.com/SMOG.htm
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Table 4. Basic statistics of SMOG scores

Level 1 Level 2 Level 3 Level 4
Smallest SMOG score 6.59 7.22 6.75 7.3
Largest SMOG score 17.11 19.88 22.75 22.09
Average SMOG score 10.889 11.822 12.554 12.757

Nevertheless, if we looked into the details of the scores for individual essays, we would
realize that assessing the readability of an individual essay is not easy. Figure 4 shows
distributions of the SMOG scores of our essays of different levels. We quantized the SMOG
with 0.5 as an interval, and accumulated the essays within an interval to draw the chart. The
vertical axis shows the proportion of essays of a level for a given SMOG score interval (on the
horizontal axis). Although the chart is quite complex to read, the curves clearly show that

essays of easier levels may have higher SMOG scores than essays of harder levels.
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Figure 4. Distributions of SMOG scores for different levels of essays

5.1 Basic Features and Measures of the Prediction Quality

Since we had several different types of features, we grouped them to streamline our
experiments. Group A consisted of features discussed in Sections 3.2 and 3.3: 8 features of
the distribution of the number of syllables, 17 features of the distribution of the number of

vowels and consonants, and 44 features of the distribution of lexical ambiguities.

Group B consisted of f,, f5, and fs in Section 2; the average depth; and the distribution of
the depths of parse trees in an essay in Section 4. In total, we have 36 (=3+1+32) features in
this group.

Group C consisted of the word lists in Section 3.1. We use Ca, Cb, and Cc to represent
features generated based on the NTNU, GEPT, and CEEC word lists, respectively.
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Whenever necessary, we normalized the statistics with the number of words and the
number of sentences in a given essay. This is an important step to reduce the impact of
different lengths of essays. In Group A, features about pronunciation were normalized by the
number of words; the feature about the distribution of the number of lexical ambiguities would
be normalized by the number of words. In Group B, the distribution of the depths of parse
trees would have been normalized by the number of sentences in the essay. In Group C, the

word counts of different levels would be normalized by the total number of words in the essay.

We ran 10-fold cross-validation with features in Group A, B, Ca, Cb, and Cc separately,
using the J48 decision tree model, LMT decision tree model, Artificial Neural Networks
(ANNSs), and Ridor rules leaner. We did not do a random restart when we ran ANNs, and we

set the number of epochs to 500 and learning rate to 0.3.

We measured the classification quality with the F; measure. F; measure is the harmonic
average of recall rate and precision rate for a classification task (cf. Witten & Frank, 2005),
and it is usually referred as the F measure. The recall rate achieved in a classification task is
the proportion of instances that belong to the targeted classes captured by the classifier. The
precision rate achieved in a classification task is the proportion of correct decisions of the

classifier when it classifies instances as the targeted class.

5.2 Performance Achieved by the Basic Features

Table 5 shows the F measures achieved by individual groups of features. The best F measure
was achieved when we used Cb with LMT, and the worst F measure occurred when we used
Cc with J48. Table 5 also shows the column and row averages. The column averages indicate
the effectiveness of a feature group, and the row averages show the effectiveness of a

classifier.

Table 5. F measures achieved by individual groups of features

A B Ca Cb Cc Average
J48 0.297 0.270 0.297 0.335 0.248 0.289
LMT 0.334 0.318 0.300 0.353 0.264 0.314
ANN 0.278 0.291 0.340 0.323 0.268 0.300
Ridor 0.293 0.291 0.307 0.304 0.261 0.291
Average 0.301 0.293 0.311 0.329 0.260 0.299

When the feature groups were applied separately, Cc might offer inferior effects because
it contained words specifically for senior-high school levels and could not provide sufficient
information about relatively easier words. The column averages indicate that using Ca or Cb

word lists achieved better classification quality than not using word lists, i.e., A and B.
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Comparing the averages, we found that Cb and LMT are, respectively, the best individual

feature group and the best classifier in Table 5.

Recall that we classified essays into one of four possible levels. Hence, a purely random
guess is expected to achieve only 25% in accuracy. Although there are no good ways to
compare F measures and accuracy directly, the F measures listed in Table 5 were not very
encouraging.

Table 6 shows the F measures that were achieved when we combined the basic features
to predict the readability. Again, the results were achieved in 10-fold cross-validations. The
best F measure was 0.381 when we combined Groups B, Ca, and Cb in the predication task.
The worst F measure was 0.261 when we combined Groups A, B, and Ca in the task. Again,

the row averages indicate that the best classifier is LMT.

Table 6. F measures achieved by combining basic features

A+B A+Ca | A+Cb A+Cc B+Ca B+Cb B+Cc Ca+Cb Ca+Cc Cb+Cc | Average
J48 0.281 0.266 0.275 0.293 0.293 0.299 0.274 0.3 0.306 0312 0.290
LMT | 0.335 0.345 0.337 0.346 0.344 0.341 0.3 0.348 0.338 0.364 0.340
ANN | 0.283 0.348 0.33 0.318 0.315 0.319 0.303 0.346 0.347 0.324 0.323
Ridor | 0.288 0.291 0.323 0.312 0.322 0.356 0.253 0.319 0.341 0.346 0.315
Average| 0.297 0.313 0.316 0.317 0.319 0.329 0.283 0.328 0.333 0.337 0.317
A+B+Ca|A+B+Cb | A+B+Cc | A+Ca+Cb | A+Ca+Cc | A+Cb+Cc | B+Ca+Cb | B+Ca+Cc | B+Cb+Cc | Cat+Cb+Cc | Average
J48 0.261 0.303 0.301 0.291 0.307 0.325 0.303 0.295 0.304 0.286 0.298
LMT | 0.331 0.327 0.35 0.341 0.321 0.35 0.381 0.349 0.366 0.358 0.347
ANN | 0.359 0.309 0.328 0.313 0.33 0.323 0.319 0.352 0.314 0.357 0.330
Ridor | 0.321 0.329 0.305 0.33 0.31 0.323 0.307 0.299 0.302 0.326 0.315
Average| 0.318 0.317 0.321 0.319 0.317 0.330 0.328 0.324 0.322 0.332 0.323
A+B+Ca+Cb A+B+Cat+Cc | A+B+Cb+Cc A+Ca+Cb+Cc B+CatCbtCc A+B+Ca+Cb+Cd Average
J48 0.305 0.305 0.313 0.302 0.317 0.33 0.312
LMT 0.329 0.353 0.369 0.341 0.373 0.358 0.354
ANN 0.335 0.335 0.362 0.338 0.333 0.324 0.338
Ridor 0.349 0.314 0.329 0.334 0.354 0.362 0.340
Average 0.330 0.327 0.343 0.329 0.344 0.344 0.336

Using more features allowed us to achieve better results. The best possible F measure
increased from 0.353 in Table 5 to 0.381. The overall average of Table 5 is 0.299, indicating
the average performance of our classifiers when we used only one feature group. The overall
average of the first (upper) part of Table 6 is 0.317, the overall average of the second part is
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0.323, and the overall average of the third part is 0.336. These averages show the average
performance when using two groups, three groups, and more than three groups of features.
Hence, we observed that using more features groups led to steady improvement in the average
prediction quality.

Figure 5 shows the trends of improving performance for our classifiers when we
employed more feature groups. The legends show the number of feature groups used with the
classifiers, where “>3" indicates four or five groups.
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Figure 5. Using more feature groups improve the prediction quality on average

5.3 Frequencies of Grammatical Relationships

We refer to the frequency distribution of the grammatical relationships (Section 4) as Group
D. Assume that there are two sentences in an essay, and the frequency distributions of their
grammatical relationships are {0,0,2,0,0,1,3} and {1,1,0,5,5,0,4}. There are 22 grammatical
relationships in this example. We add these distributions and divide each item by 22 to acquire
a normalized distribution {0.045, 0.045, 0.091, 0.227, 0.227, 0.045, 0.318}.

We repeated the six experiments in Table 6. We considered the three experiments that
had the best F measures (B+Ca+Cb, B+Ca+Cb+Cc, and Cb+Cc) and three word lists adding
Groups A and B. The upper part of Table 7 is copied from the data in Table 6, and the lower
part of Table 7 shows the F measures of the new experiments.



208 Wei-Ti Kuo et al.

Table 7. Effects of including Group D

Before | A+B+Ca|A+B+Cb | A+B+Cc | B+Ca+Cb | B+Ca+Cb+Cc | Cb+Cc |Average
J48 0.261 0.303 0.301 0.303 0.317 0.312 | 0.300
LMT 0.331 0.327 0.350 0.381 0.373 0.364 | 0.354
ANN 0.359 0.309 0.328 0.319 0.333 0.324 | 0.329
Ridor 0.321 0.329 0.305 0.307 0.354 0.346 | 0.327
Average 0.318 0317 0.321 0.328 0.344 0.337 | 0.327
After A+B+Ca | A+B+Cb | A+B+Cc | B+Ca+Cb | B+Cat+Cb+Cc | Cb+Cc |Average
J48 0.251 0.294 0.294 0.309 0.318 0.309 | 0.296
LMT 0.346 0.342 0.325 0.343 0.357 0.345 | 0.343
ANN 0.327 0.339 0.306 0.308 0.351 0.327 | 0.326
Ridor 0.320 0.302 0.302 0.346 0.346 0.326 | 0.324
Average 0.311 0.319 0.307 0.327 0.343 0.327 | 0.322

Evidently, adding Group D in these experiments did not change the F measures
significantly. Possible reasons for the observed irrelevancy include the fact that we determined
the distributions based on another corpus of ours (Section 4), whose contents were designed
for middle school students. The distribution of grammatical relationships in a corpus for
middle schools may not be closely relevant to the readability of essays for senior high schools.
Another possible reason is that Group D is in fact not relevant to readability.

5.4 Essay-Level Features

Although we normalized many features by the total number of sentences and the total number
of words in an essay, we wondered about the potential contributions of the essay-level features.
They include the total number of sentences, the total depth of parse trees, the number of
tokens (f;, Section 2), the number of punctuations (f,, Section 2), the number of tokens and
punctuations (f;, Section 2), and the number of Chinese hints (Table 1 in Section 2); we refer
to them as Group E.

We repeated the same set of experiments that we conducted for Table 7. This time, both
Group D and Group E were used. Table 8 shows the F measures that we observed. The
statistics suggest that using Group D and Group E helped us improve the prediction quality.
As we have discussed in Section 2 about Table 1, the appearance of Chinese hints is
noticeably related to the levels of the short essays. Hence, the improvement introduced by

Group E was not very surprising.
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Table 8. Effects of including Groups D and E

A+B+Ca | A+B+Cb | A+B+Cc | B+Ca+Cb | B+Ca+Cb+Cc | Cb+Cc |Average

J48 0.338 0.314 0.349 0.333 0.331 0.347 | 0.335

LMT 0.412 0.405 0.374 0.423 0.425 0.412 | 0.409
ANN 0.370 0.353 0.345 0.352 0.402 0.363 | 0.364
Ridor 0.337 0.36 0.312 0.353 0.377 0.341 | 0.347
Average 0.364 0.358 0.345 0.365 0.384 0.366 | 0.364

5.5 Distribution of Parts of Speech

It was suggested that we explore the influence of the distribution of the POS tags of the words
in an essay. We considered the eight categories of POS tags in Section 3.3 to create features.
We added these new features and repeated the experiment B+Ca+Cb+Cc+D+E in Table 8.
Table 9 shows a comparison of the achieved F measures before and after adding the

distribution.

Table 9. Influences of distribution of POSes

B+Ca+Cb+Cc+D+E After adding dist. of POSes
148 0.331 0.349
LMT 0.425 0.425
ANN 0.402 0.346
Ridor 0.377 0.343

With this limited scale of experiment, we could not reach a decisive conclusion about the
effectiveness of the distribution of POS tags. The observed insignificance may result from the
distribution of POS tags possibly remaining steady if we study the distribution in a large
corpus (Shih, 2000) or might result from the distribution not being relevant to readability.

5.6 Articles with Chinese Hints

In Section 5.4, we investigated the contribution of using the number of Chinese hints as a
feature for the classification task. Now, we explore the implications of whether an essay had
Chinese hints or not on the predictability of its readability. We separated the essays into two
sub-groups: those having Chinese hints and those having no Chinese hints; we then repeated
the experiments for Table 5 and Table 6. Note that we removed the Chinese hints when we

classified the essays that originally contained Chinese hints.

Table 10 and Table 11 show the F measures observed when we repeated the experiments

with essays that originally contained Chinese hints. It was quite surprising to find that all F
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measures in Table 10 and Table 11 are better than their counterparts in Table 5 and Table 6,

without any exceptions. The best F measure is now 0.536.

Table 10. Using individual groups for essays with Chinese hints

A B Ca Cb Cc
J48 0.423 0.364 0.472 0.428 0.382
LMT 0.435 0.404 0.494 0.466 0.363
ANN 0.429 0.396 0.467 0.52 0.396
Ridor 0.353 0.365 0.364 0.424 0.385
Table 11. Using mixed groups for essays with Chinese hints
A+B | A+Ca | A+Cb | A+Cc | B+Ca | B+Cb | B+Cc | Cat+Cb | Cat+Cc | Cb+Cc
J48 | 0.342 | 0.335 | 0.406 | 0.364 0.427 0.349 0.343 0.437 | 0.443 0.406
LMT 0.4 0.479 | 0.432 | 0458 0.487 0.507 0.402 0.49 0.493 0.493
ANN | 0.404 | 0.406 | 0424 | 0471 0.457 0.389 0.422 0.475 0.406 0.439
Ridor | 0.395 | 0.375 | 0.413 | 0.364 0.381 0.424 0.366 0.462 0.401 0.456
A+B+CaA+B+CbA+B+CoA+Ca+ChA+Ca+CdA+Cb+CdB+Ca+CbhB+Ca+CcB+Cb+CcCa+Cb+Cq
J48 | 0.345 | 0.342 | 0.342 | 0412 0.348 0.394 0.353 0.441 0.391 0.429
LMT | 046 | 0.477 | 0.391 | 0.449 0.489 0.457 0.485 0.438 0.507 0.536
ANN | 042 04 0.364 | 0.444 0.444 0.44 0.421 0.457 0.436 0.402
Ridor | 0.397 | 0.435 | 0355 | 0.374 0.377 0.45 0.431 0.438 0.369 0.457
A+B+Ca+Cb | A+B+Ca+Cc | A+B+Cb+Cc | A+Ca+Cb+Cc | B+Ca+Cb+Cc A+B+Ca+Cb+Cq
J48 0.33 0.369 0.353 0.419 0.348 0.371
LMT 0.471 0.47 0.49 0.46 0.465 0.458
ANN 0.448 0.422 0.442 0.48 0.382 0.453
Ridor 0.412 0.387 0.473 0.35 0.424 0.416

Table 12 and Table 13 show the F measures observed when we repeated the experiments

with essays that did not contain Chinese hints originally. Most of the F measures in Table 12

and Table 13 are better than their counterparts in Table 5 and Table 6, but some of them

became worse. The best F measure in Table 13 is better than the best one in Table 6, but it is

just

0.414.
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Table 12. Using individual groups for essays without Chinese hints
A B Ca Cb Cc
J48 0.297 0.254 0.344 0.315 0.297
LMT 0.356 0.295 0.378 0.349 0.308
ANN 0.358 0.286 0.417 0.372 0.28
Ridor 0.324 0.3 0.351 0.378 0.276
Table 13. Using mixed groups for essays without Chinese hints
A+B | A+Ca | A+Cb | A+Cc | B+Ca | B+Cb | B+Cc | Cat+Cb | Cat+Cc | Cb+Cc
J48 | 0.265 | 0.320 | 0.320 | 0.280 0.350 0.341 0.256 | 0.386 | 0.345 0.382
LMT | 0.345 | 0.381 | 0.401 | 0.375 0.387 0.366 0.324 | 0378 | 0.400 0.392
ANN | 0.327 | 0.413 | 0.368 | 0.339 0.323 0.337 0.267 | 0.403 0.383 0.366
Ridor | 0.334 | 0.374 | 0.353 | 0.323 0.356 0.341 0.317 | 0.384 | 0.377 0.381
A+B+CaA+B+CbA+B+CoA+Ca+CbhA+Cat+CdA+Cb+CdB+Ca+CbhB+Ca+CcB+Cb+CcCa+Cb+Cq
J48 | 0.322 | 0.327 | 0.307 | 0.330 0.316 0.372 0.334 | 0356 | 0.347 0.359
LMT | 0.384 | 0.356 | 0.335 | 0.391 0.393 0.393 0.399 | 0.382 | 0.414 0.385
ANN | 0.365 | 0.352 | 0.362 | 0.393 0.382 0.343 0.347 | 0.349 0.35 0.404
Ridor | 0.349 | 0.36 | 0.382 | 0.340 0.335 0.368 0.391 0.333 0.33 0.367
A+B+Ca+Cb | A+B+Ca+Cc | A+B+Cb+Cc | A+Ca+Cb+Cc | B+Ca+Cb+Cc A+B+Ca+Cb+Cq
J48 0.352 0.294 0.348 0.380 0.310 0.345
LMT 0.386 0.388 0.369 0.381 0.396 0.400
ANN 0.380 0.379 0.349 0.390 0.353 0.389
Ridor 0.352 0.346 0.367 0.344 0.375 0.334

The F measures reported in Tables 5, 6, 10, 11, 12, and 13 suggested that the natures of

essays with and without Chinese hints are different. The chart in Figure 6 shows the average

performance of our classifiers when we used 1, 2, 3, and more than 3 feature groups to classify

the essays that originally contained Chinese hints. The chart in Figure 7 shows the trends for

predicting the levels of the essays that did not contain Chinese hints originally. The charts in

Figures 5, 6, and 7 indicate that we achieved the worst performance when we mixed the essays

in the corpus. If we separated those essays with and without Chinese hints, we achieved better

results for both sub-groups on average. This is quite an interesting discovery, but we do not

have a good explanation for this phenomenon.
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Figure 6. Predicting readability of essays with Chinese hints was easier

0.50
F
A 045
v m
e e
ra 0.40 21
a s
0.35 2
g u N3
er
d e 030 - m>3
S
0.25
J48 LMT ANN Ridor average
Classifiers

Figure 7. Predicting readability of essays without Chinese hints was harder

5.7 More Experiments with Syntactic Features

Finally, we explored some conjectural features at the syntax level, and we referred to them as
Group F. We parsed our corpus with the Stanford parser to collect some statistics: (1) VBN
appeared at most 4 times; (2) VP appeared at most 6 times; (3) MD appeared at most 3 times.
Hence, we could use 16 features to describe the distributions of VBN, VP, and MD in an essay.
In addition, we could use binary features to encode whether an essay contained ADJP, ADVP,
and CONJP. This gave us 3 features. Adding the features for distribution of depth (9 features)
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and grammatical relationships (7 features), we had a total 35 features in Group F.
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We repeated the experiments for Tables 11 and 13, after adding Group F to the

combinations of features. Results reported in Table 14 are for essays that originally contained

Chinese hints, and results reported in Table 15 are for essays that did not contain Chinese

hints.

Table 14. Results of adding syntactic features for essays with Chinese hints

F A+F B+F | CatF CbtF Cct+F | A+B+F | A+CatF | A+Cb+F | A+Cc+F
J48 0.340 | 0.374 | 0.388 | 0.383 0.417 0.33 0.354 0.393 0.399 0.386
LMT | 0.438 | 0.478 | 0.389 | 0.472 0.476 0.447 0.426 0.501 0.484 0.467
ANN | 0.352 | 0.422 | 0375 | 0.363 0.368 0.412 0.410 0.440 0.454 0.414
Ridor | 0.390 | 0.426 | 0.373 | 0.328 0.385 0.298 0.385 0.403 0.386 0.377
B+Cat+F | B+Cb+F B+Cc+F Ca+Cb+F | Cat+Cc+F Cb+Cc+F A+B+Ca+F
J48 0.321 0.348 0.345 0.386 0.390 0.428 0.321
LMT 0.450 0.529 0.385 0.461 0.457 0.484 0.459
ANN 0.376 0.400 0.363 0.380 0.418 0.435 0.408
Ridor 0.416 0.381 0.341 0.418 0.361 0.395 0.368
A+B+Cb+F | A+B+Cc+F | A+Ca+Cb+F | A+CatCc+F A+Cb+Cc+F B+Cat+Cb+F
J48 0.360 0.341 0.488 0.408 0.412 0.378
LMT 0.482 0.461 0.482 0.530 0.494 0.465
ANN 0.448 0.378 0.417 0.430 0.430 0.380
Ridor 0.415 0.373 0.423 0.384 0.393 0.384
B+Ca+Cc+F | B+Cb+Cc+F Ca+Cb+Cc+F A+B+Cat+Cb+F A+B+Ca+Cc+F
J48 0.346 0.383 0.388 0.385 0.306
LMT 0.452 0.522 0.496 0.443 0.482
ANN 0.417 0.427 0.417 0.427 0.415
Ridor 0.345 0.400 0.423 0.385 0.404
A+B+Cb+Cc+F A+Cat+Cb+Cc+F B+Ca+Cb+Cc+F A+B+Ca+Cb+Cc+F
J48 0.381 0.447 0.403 0.379
LMT 0.474 0.480 0.502 0.472
ANN 0.408 0.460 0.392 0.407
Ridor 0.435 0.404 0.375 0.427
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Table 15. Results of adding syntactic features for essays without Chinese hints

F A+F B+F | CatF | Cb+F | Cc+F A+B+F A+CatF | A+Cb+F | A+Cc+F
J48 | 0.279 |1 0.330 | 0.262 | 0.314 | 0.323 | 0.289 0.298 0.314 0.344 0.286
LMT | 0.277 | 0.348 | 0.308 | 0.374 | 0.361 0.307 0.341 0.343 0.384 0.362
ANN | 0.265 | 0.371 | 0.279 | 0.336 | 0.315 | 0.301 0.339 0.370 0.388 0.365
Ridor | 0.27 | 0.325 | 0.289 | 0.345 | 0.351 0.295 0.299 0.326 0.360 0.360
B+Cat+F | B+Cb+F B+Cc+F CatCb+F Ca+CctF Cb+Cc+F A+B+Ca+F
J48 0.307 0.328 0.290 0.356 0.326 0.329 0.262
LMT 0.366 0.371 0.326 0.395 0.378 0.362 0.353
ANN 0.348 0.327 0.299 0.346 0.348 0.343 0.375
Ridor 0.342 0.320 0.254 0.376 0.344 0.366 0.315
A+B+Cb+F | A+B+Cc+F | A+Ca+Cb+F | A+Ca+Cc+F A+Cb+Cc+F B+Ca+Cb+F
148 0.343 0.302 0.337 0.325 0.343 0.288
LMT 0.388 0.340 0.386 0.340 0.374 0.396
ANN 0.370 0.365 0.378 0.402 0.384 0.350
Ridor 0.35 0.317 0.387 0.326 0.345 0.353
B+Ca+Cc+F B+Cb+Cc+F Ca+Cb+Cc+F A+B+Ca+Cb+F A+B+Ca+Cc+F
148 0.275 0.329 0.350 0.341 0.292
LMT 0.348 0.370 0.377 0.378 0.350
ANN 0.374 0.307 0.383 0.374 0.386
Ridor 0.338 0.314 0.362 0.372 0.321
A+B+Cb+Cct+F A+Ca+Cb+Cc+F B+Ca+Cb+Cc+F A+B+Ca+Cb+Cc+F
J48 0.351 0.346 0.326 0.344
LMT 0.380 0.370 0.389 0.393
ANN 0.376 0.406 0.338 0.378
Ridor 0.349 0.368 0.395 0.358

Although we wished to observe improved results when used these more complex features,

the outcome was not encouraging. In general, the F measures in Table 14 were lower than

their counterparts in Table 11. For instance, using B+Ca achieved 0.427 in Table 11, but using
F+B+Ca achieved only 0.321 in Table 14. The same problem can be verified for

corresponding numbers in Table 13 and Table 15. In fact, the drops from the numbers in Table

13 to the corresponding numbers in Table 15 were more severe.
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Intuitively, considering syntactic features should have improved our results. Nevertheless,
we probably did not choose the right features. Another possibility would be that the
challenging levels of the short essays used in the comprehension tests in Taiwan simply did
not relate to syntactic factors.

6. Concluding Remarks

A random classification of an essay into four categories would have achieved only 25% in
accuracy on average. We considered features at the word, sentence, and essay levels in this
classification task, and we found that it was possible to improve the F measure from 0.381
(Table 6) to 0.536 (Table 11). The best F measures were observed in 10-fold cross-validation
tests for LMT in Weka. Not all classifiers achieved the same quality of classification. Among

the four types of classifiers we used in this study, LMT performed the best on average.

The identified improvement was not small, but it was not significant enough either. The
problem of determining levels of readability may not be as easy as the public scores suggested.
We analyzed our corpus with the SMOG scores in Section 5.1, and found that the essays of
supposedly more challenging levels may not have higher SMOG scores than the scores of the

supposedly easer essays.

20 — SMOG FKGL ——-ARI
15 il |

//\\\Mb ‘ %\ I

NIV ‘ e SN

10 by X ‘/\’\/\/\/\/\/\/1“ I‘\/\/,\l\ f A f‘]“l‘fl \/\ |
y v

1 10 19 28 37 46 55 64 73 82 91 100
Essays

w ® = 0 o Ww

Figure 8. Readability scores of more popular formulae

We explored two additional scores for readability. In Figure 8, we show the SMOG,
FKGL'", and ARI*?® scores for 100 arbitrarily chosen essays from our corpus. The curves show

rather strong similarity, which is not very surprising to us. These score functions rely mainly

! Flesch-Kincaid Grade Level. http://en.wikipedia.org/wiki/Flesch-Kincaid Readability Test
2 Automated readability index. http:/en.wikipedia.org/wiki/Automated Readability Index
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on the word counts of different levels of words and the number of sentences in an essay.
Hence, if using SMOG would not achieve good results for the classification task in our study
(cf. Figure 4), then using the other two alternatives would not achieve much better results
either.

One challenge to our work is whether we should consider only the short essays and
classify the levels of the comprehension tests. A comprehension test contains the essay part
and the question part. Obviously, we should take the questions into consideration in the
classification task, which we have not begun yet. In addition, due to the
“examination-centered” style of education in Taiwan, the same short essay may be reused in
tests of students of higher classes. Such a reuse of short essays made our classification more

difficult, because that made the “correct class” of an essay rather ambiguous.

Whether linguistic features were sufficient for the determination of readability of essays
is also an issue. Understanding an essay may require domain-dependent knowledge that we
have not attempted to encode with our features (Carrell, 1983). Culture-dependent issues may
also play a role (Carrell, 1981). Hence, more features are needed to accomplish more
improvement on the predication of readability, e.g. (Crossley et al., 2008; Zhang, 2008).

A review comment suggested that there might not be sufficient differences in the short
essays used in the first and the second semesters of a school year, so trying to classify the
short essays into three levels (each for a school year) may be more practical. Although we did

not move our work in this direction, we think the suggestion is interesting.

A reviewer noticed an interesting crossing point in Figure 4. The SMOG score at 11.5
seems to be a major point for the curves in Figure 4 to intersect. A similar phenomenon
appeared in Figure 8, where approximately half of the scores of the 100 essays were above
11.5. Whether 11.5 is the watershed of the easy and difficult essays is an interesting
hypothesis to verify with a larger amount of essays.
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Discovering Correction Rules for Auto Editing
An-Ta Huang®, Tsung-Ting Kuox, Ying-Chun Lai*, and Shou-De Lin*

Abstract

This paper describes a framework that extracts effective correction rules from a
sentence-aligned corpus and shows a practical application: auto-editing using the
discovered rules. The framework exploits the methodology of finding the
Levenshtein distance between sentences to identify the key parts of the rules and
uses the editing corpus to filter, condense, and refine the rules. We have produced
the rule candidates of such form, A - B, where A stands for the erroneous pattern

and B for the correct pattern.

The developed framework is language independent; therefore, it can be applied to
other languages. The evaluation of the discovered rules reveals that 67.2% of the
top 1500 ranked rules are annotated as correct or mostly correct by experts. Based
on the rules, we have developed an online auto-editing system for demonstration at
http://ppt.cc/02yY.

Keywords: Edit Distance, Erroneous Pattern, Correction Rrules, Auto Editing

1. Introduction

Nowadays, people write blogs, diaries, and reports not only in their native language but
sometimes in a language they are not that familiar with. During the process of writing,
second/foreign language learners might make some errors, such as in spelling, grammar, and
lexical usage. Therefore, how to provide editorial assistance automatically and effectively has
become an important and practical research issue for NLP (Natural Language Processing)
researchers. For second/foreign language learners, providing instant responses to their writing,
indicating which part might be incorrect, and offering auto-editing suggestions for them to
choose from would be beneficial for the improvement of their writing and other aspects of

language development.

Editing plays an important part in language learning. It can be classified into human
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editing and machine editing. Human editing has some limitations. Human editing is inefficient
when the size of the edited articles becomes large, and it is inconvenient sometimes for people
who need this service for their daily documents, like diaries, letters, and emails. Besides,
human editing involves subjective opinions, which are different from the machine editing

strategy that relies mostly on the objective empirical outcomes.

Despite the growing demand of editorial assistance tools, the existing ones still have
considerable room for improvement. For example, the grammar checker provided by
Microsoft Word has known deficiencies of being language dependent and covering only a

small portion of errors without explicitly revealing the correction mechanism.

Given the importance of the need to develop editing tools, a new editing system is
proposed. The current research demonstrates an auto-editing system based on the correction
rules mined from online editing websites. In this paper, we focus on two research goals. First,
we aim to design a strategy that identifies effective rules automatically and efficiently from
editing databases. Second, we aim to design an auto-editing system based on the discovered

rules.

Our method is language independent; therefore, it can be applied easily to other
languages. Our evaluation reveals that, among the top 1500 rules the system found, 67.2% of

them are regarded as correct or mostly correct.

The remainder of the paper is organized as follows. Section 2 describes the related work
on detecting erroneous patterns. Section 3 lays out our methodology. Section 4 describes the

experiment and our demo system. Section 5 concludes our study.

2. Related Works

Previous approaches can be classified into two categories. The first category detects erroneous

patterns based on rules, and the second category makes use of statistical techniques for such a

purpose.

2.1 Knowledge-Based Method

Some methods detecting erroneous patterns based on the manually created rules are proven to
be effective in detecting grammar errors (Heidorn, 2000). Michaud, McCoy, & Pennington
(2000) developed a system, including an error identification model and response generation
model, using knowledge bases that cover general information about analyzing grammar
structure and specific information of a user’s learning history. Also, Dan, Flickinger, Oepen,
Walsh, & Baldwin (2004) presented a tutorial system based on computational grammar
augmented with mal-rules for analysis, error diagnosis, and semantics-centered generation of

correct forms. Nevertheless, the manually designed rules generally consume labor and time,
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along with requiring language experts, which limit the generalization capability of such

methods. Furthermore, manually designed rules can hardly be applied to different languages.

2.2 Statistical Techniques

As discussed in Section 2.1, rule-based methods have some apparent shortcomings. Rather
than asking experts to annotate a corpus, some researchers have proposed statistical models to
identify erroneous patterns. An unsupervised method to detect grammatical errors by inferring
negative evidence reached 80% precision and 20% recall (Chodorow & Leacock, 2000). It is
reported that this system is only effective in recognizing certain grammatical errors and
detects only about one-fifth as many errors as a human judge does. Some other papers focus
on detecting particular errors, such as preposition errors (Hermet & Desilets, 2009),
disagreement on the quantifier and misuse of the noun (Brocket, Dolan, & Gamon, 2006). Sun
G. et al. (2007) treat the detection of erroneous sentences as a binary classification problem
and propose a new feature called “Labeled Sequential Patterns” (LSP) for this purpose. This
feature is compared to the other four features, including two scores produced by a toolkit,
lexical collocation (Yajuan & Ming, 2004), and function word density. The results show that
the average accuracy of LSP (79.63%) outperforms the other four features. Furthermore, the
existence of the time words and function words in a sentence is proven to be important. In this
way, one can only know whether a sentence is correct or not and would not have a clue about
how to correct errors. Finally, some researchers have modeled detection of erroneous patterns
as a statistical machine translation problem treating the erroneous sentences and the correct
sentences as two different languages. Nevertheless, error correction could be intrinsically
different from translation and there is no apparent evidence whether the existing machine
translation techniques are suitable for such purpose (Guihua, Gao, Xiaohua, Chin-Yew, &
Ming, 2007; Shi & Zhou, 2005).

Our work is different from the previous ones in two major respects. First, we treat error
detection as a pattern mining problem to extract effective rules from an editing corpus. Second,
we focus on designing a language-independent system that avoids using some
language-specific features, such as not using any contextual, syntactic, or grammatical

information, in this paper.
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3. Methodology

3.1 Overview

Producing rules Refining rules
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Figure 1. System Overview

Figure 1 shows that our framework consists of two parts. It produces some raw rules in the

first stage and tries to refine them in the next stage.

3.2 Corpus Description

We retrieved 310967 parallel pairs of sentences (i.e. each pair consists of one erroneous
sentence and one correct sentence) from an online-editing website Lang-8 (http://lang-8.com/).
The website allows people to write diaries in their second/foreign language and the diaries
(which usually contain some mistakes) would be edited by some volunteer members who are
native speakers of the corresponding language. The edited part in an article is restricted to a
single sentence (not cross-sentential). Consequently, we could retrieve the sentence-aligned

data through crawling the website.
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In the following sections, we use “W;” to represent the erroneous sentence of the i-th pair
of sentence in the corpus and “C;” to represent the corresponding correct sentence. S, is
defined as a collection of all correct sentences in the corpus, while S- is defined as a collection
of all erroneous sentences.

3.3 Producing Rules

The following are some definitions of erroneous and correct patterns, rules, applying rules,
and frequency of patterns:

Definition: (erroneous and correct) patterns: A pattern is a series of consecutive words
(or characters) that belong to a subsequence of a sentence. An erroneous pattern
represents such a sequence that is believed to be wrong, and a correct pattern is one
that is believed to be correct.

Definition: a rule: A rule K can be written as K, => Kg. The left-hand side of the arrow,
KL, is an erroneous pattern and the right-hand side of the arrow, Kg, is the correct
pattern which K should be transformed to.

Definition: applying a rule to a sentence: Given a rule K : K. => Kg, and a sentence T,
if K_exist in the T, we replaced every possible place of K_in T to Kg. Such a process is
considered as “applying rule K to a sentence T.”

Definition: fres.(K.): the occurrence frequency of a pattern K in corpus S.

To discover a rule A> B from the editing corpus, we first had to identify the plausible
left and right hand side of the rule. This is by no means a trivial task, and the fact that there
could be various choices of such a rule made the task even more difficult. One intuitive
method was to compare the word set existing in W; and C; and create the patterns using the
difference among them. Nevertheless, such an intuitive method suffers certain deficiencies,
such as the ones that appear in the following example.

Erroneous: ““I with him had dinner.”
Correct: “I had dinner with him.”

The difference set is an empty set since the order is not considered. It is not clear how
this difference set can lead to both erroneous and correct patterns. The approach we proposed
was to exploit the procedure of calculating the word-level Levenshtein distance, which is often
called editing distance (Levenshtein, 1966). The Levenshtein distance is defined as the
minimum number of edits needed to transform one string into the other, with the allowable
edit operations being insertion, deletion, or substitution of a single character (Levenshtein,
n.d.). Similarly, the edit distance between two sentences can be defined as the minimum
number of allowable operations required to transform from one of them into the other, given
each unit of transformation being based on words rather than characters.
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The insert operation inserts a word X into the erroneous sentence, which implies there is
a word X that has the potential to be involved in the correct pattern Ky for a rule K; 2>Kg.
Similarly, the delete operation removes one word Y from the erroneous sentence to become
the correct one, and this word Y is likely to be involved in the erroneous pattern K;. Finally,
when a substitute operation is performed, the word to be replaced should appear in K; while
the replacing word shall be involved in Kg. Here, we argue that the words run through the
editing-distance process from an erroneous to a correct sentence have a higher chance to be
involved in the patterns of rules. For example, if we apply an editing distance approach to the
following sentence pairs, multiple outputs can be acquired, such as the ones shown in Table 1
and Table 2. Levenshtein distance could calculate the difference between sentences, and we

believe that rules are based on the differences.
Erroneous: “I still don't know where is it in the movie.”
Correct: “I still don't understand where it is in the movie.”

Based on the two editing-distance results shown in Table 1 and 2, it is possible to obtain
that the four words {it, is, know, understand} are plausible words to appear in the rule K; -
Kk.

Table 1. One of the editing results for edit distance

Operation Position Involved word
Insert 6 It
Delete 8 It
Substitute 4 know—understand

Table 2. Another editing result for edit distance

Operation Position Involved word
Insert 8 Is
Delete 6 Is
Substitute 4 know—understand

For each pair of W; and C;, we can collect all of the involved words after producing the
Levenshtein distance. Figure 2 shows the pseudo code. We exploited a dynamic programming

approach to improve its efficiency.
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Algorithm 1 Rule Candidate Producing

Input :
Set S = pairs of sentence set
Set V = word set produced by edit distance

Output : Set V = rule candidate set
begin

foreach sl in S do
foreach consecutive word w in sl do
if w contains the different part then
v. add(w)
end if
end for

end for
end

return V

Algorithm 2 Rule matching

Input : Set S = rule candidate set
Output : Set R = rule matched set

N = threshold
begin

foreach vl in S do
foreach vZ in S do
if edit_distance(vl, v2) <= N then
String rule = form a rule
v.add(rule);
end if

end for

end for
end

return R

Figure 2. Pseudo code of producing rules

After applying the modified Levenshtein distance algorithm, it is possible to obtain a set
of involving words R;, as shown below.

R; = {is, it ,understand , know}

To form a reasonable pattern, however, the words in set R; are not sufficient. They
should be combined with other terms. Ideally, K; and Ky must consist of some words from R;
and some from the rest of the sentence. Therefore, for each pair of W; and C; in the corpus, we

retrieved consecutive word patterns in which at least one word was from R;. Based on R;, the
following examples are rule candidates.
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Table 3. Pattern candidates for forming a rule

Candidates for K,

Candidates for Ky

still don’t know
don’t know where
know where is
where is it

isitin

it in the

I still don’t know
still don’t know where
don’t know where is
know where is it
where is it in

isitin the

it in the movie

(Word length < 4) (Word length < 4)
don’t know don’t understand
know where understand where
where is where it
is it itis
itin isin

still don’t understand
don’t understand where
understand where it
where it is

itisin

is in the

I still don’t understand
still don’t understand where
don’t understand where it
understand where it is
where itis in

itis in the

is in the movie

Next, we matched each plausible candidate for K; to each candidate for Ky to form a

plausible rule(Table 3). For each plausible rule, we then checked its feasibility by applying it

to W; to see if the correct sentence C; could be produced. The infeasible rules would be

ignored.

Definition of feasible rule: Given a rule K : K. => Ky .

In a corpus, if at least one

erroneous sentence in the corpus can be corrected using K, then K is considered a

feasible rule.

3.4 Refining Rules

So far, we have generated several rules, some of which make sense and some of which might

not. In this section, we describe how to assess the quality of the rules and how to refine them.

Table 4. Observation on the frequency

Pattern fregs Pattern fress
Erroneous | Went to shopping 10 Erroneous am so exciting 0
Correct went shopping 205 Correct am so excited 71
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We believe the erroneous patterns K; should not occur in the correct sentences too
frequently (otherwise it would have been replaced by the correct one Kg); therefore, we
considered freg, as a suitable metric to evaluate the quality of a rule. According to the real
experiment shown in Table 4, the frequency of the erroneous patterns seems to be lower in the

correct corpus, freg,, compared to the correct ones.

Next, we condensed the rules according to their freg,. The condensed rule is shorter than
the original one and is supposed to be more general (i.e. can cover more sentences). For
example, in the following sentences, the condensed rule is more general and reasonable since

the subject ‘I’ has nothing to do with the erroneous pattern.
Erroneous: “I went to shopping and had dinner with my friend yesterday.”
Correct: ““I went shopping and had dinner with my friend yesterday.”
Rule: “I went to shopping.” => “l went shopping.”
Condensed Rule: “went to shopping™ => “went shopping™

To obtain the shortest possible rules for auto-editing, we proposed a simple idea to check
if the left hand side K; could be condensed to a shorter one, without boosting its fres;
significantly. If yes, then it implied we had found a shorter erroneous pattern that also
occurred rarely in the correct corpus. For example, for the erroneous pattern “I am surprised
at.” Table 5 shows the frequency of each possible subsequence in the correct corpus.
Apparently “am surprised at” is the most condensed rule that does not occur more than ten

times in the correct corpus.

Table 5. An example for condensing a rule

Sentence surprised surprised at | am surprised | " surprised T'am
segment P P P at surprised at
Frequency 985 702 213 10 10

What follows here is the algorithm for rule condensing. If the frequency of the condensed
erroneous rule is smaller than an empirically-defined threshold frequency Neongense, We Will
accept it as a condensed erroneous pattern. Then, we remove the same words from the Ky to
produce the corresponding correct pattern. The condensing process repeats until any of the
words to be removed in K; do not occur in the Kz. The pseudo code of condensing rules is

shown in Figure 3.
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Algorithm 3 Rule Condensing

Input : Set R =ruleset
OQutput : Set V =reduced rule set

begin
foreach rlinR do
reduced rule <= empty
S <= all the substrings of error pattern in rl
foreach finS do

i1 frequency(f) smaller than Ncondense then
reduced rule <= S
BREAK
end if
end for
remove the words which disappear in rl

end for
end

return condensed_rule

Figure 3. Pseudo code of condensing rules

The final step of the refinement is to rank the rules based on their qualities. We proposed
two plausible strategies to rank the rules. First, it is possible to rank the rules according to
fres(Kp) from low to high. In other words, a rule is less likely to incorrectly modify
something right into something wrong if its freg. is low. Second, it is possible to rank the rules
according to the number of sentences in the corpus that can be applied using it. The first
strategy is similar to the definition of precision while the second is closer to the meaning of
recall.

4. Experiments

We set Neondense a8 10 and retrieved 310967 pairs of English sentences from the “Lang-8” as
our parallel corpus, and the system finally generated 110567 rules. To evaluate the framework,
four experts were invited to annotate the rules. Then, we demonstrated an auto-editing system
to show how such rules can be applied.
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4.1 Evaluation

We ranked all of the rules according to their fres; and four English majors were invited to

annotate the top 1500 ranked rules. Each rule was annotated by two persons. The labels for

EEINT3 LR T3 2 ¢

annotations were “correct,” “mostly correct,” “mostly wrong,” “wrong,” and “depends on
context”. Table 6 presents the experimental results and Figure 4 presents the evaluation
system screenshot. A fair agreement was found between the two annotations, as the kappa

value equals 0.49835.
Table 6. The Distribution of annotated results of the top 1500 rules

Correct | Mostly correct | Mostly wrong Wrong Depends on context

R1~R1500 | 53.96% 12.96% 0.92% 4.5% 27.66%

Evaluation System
“ Bz 5

H;
Logout #3158
Instruction .
POS Table went to there
== wentthere
RS
About O correct Omostly correct O mosthy wrong Owrong O depends on content
Status ' s X
- [ EhEAEE) ] [to ] there
Bl = [BEEGaER) | here
14, 23~500

O correct Omostly correct O mostly wrong Owrong O depends on content

Example: | went to there last year because | wanted to see such a world.
== |wentthere last year because | wanted to see such a world.

Figure 4. Screenshot of Evaluation System

We also compared our system (using all rules or highly ranked rules), with the other two
available auto-editing systems, ESL Assistant and Microsoft Word Grammar Checker. The
highly ranked rules were those with fres.(K;) smaller than 10. We retrieved 30 articles
randomly from lang-8 that did not appear in our training corpus and examined their correction
on the website as the gold standard. Table 7 shows the sentence-based recall and precision

values.
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Table 7. Evaluation results with 95% confidence

System Recall Precision
Sy‘;ﬁe‘mifgﬁigsg) 20.28%+1.07% 40.16%+0.6%
%‘gi‘;ﬁ?fﬁggfsﬁé? 14.28%:+0.74% 77.32%:+0.55%
fASiCLh‘::ngaé‘;fg"‘z‘gggs 18.4%+1.07% 42.36%+-0.29%
Gﬁg&iﬁftcﬁz‘éfir 14.28%+0.72% 27.77%+1.03%

4.2 Discussion

Manual analysis of the rules was performed as well. As seen in Table 8, the results show that

most of the corrections (67% of rules) are about spelling errors, collocation and phrase, and

agreement of subject and verb. It is also noted that most of the incorrect rules would lead to

false suggestions and 83% of the rules belonging to “depend on context” category are about

chunks and phrases.
Table 8. Manual analysis of rules

I. Correct & Mostly Correct (67% of Rules) %
1. Spelling 60%
2. Collocation and phrase (sequence of words which co-occur more often than would 15%
be expected by chance

3. Agreement of subject and verb 7%
4. Choice of verb tense 5%
5. Gerund forms and infinitives 2%
6. Choice of the proper article 1%
7. Pluralization (irregular noun) 1%
8. Capitalization (use of capital letter) 1%
9. Other (use of preposition, word choice, cohesive devices, elliptical forms, o
punctuation, parts of speech, count and noncount nouns...etc.) 8%
1. Wrong & Mostly Wrong (0.9% of Rules) %
1. Suggestions of wrong corrections 97%
2. Errors not to be spotted and corrected 3%
I11. Depends on Context and/or Writers’ Intention (32.1% of Rules) %
1. Correctness of the chunks/phrases 83%
2. Verbal and verb tense 5%
3. Spelling (more than one possibility) 3%
4. Word choice 2%
5. Others (use of preposition, conjunction, cohesive devices, parts of speech...etc.) 7%
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Figure 5. Rule distribution

Figure 5 shows the rule distribution. Table 9 lists some example rules discovered by our
system that can hardly be detected and corrected by Microsoft Word 2007 grammar checker.
Table 9. Example rules discovered by the proposed system

Example rules

am worry about => am worried about

help me to study => help me study

I will appreciate it => I would appreciate it
went to shopping => went shopping

am so exciting => am so excited

waked => woke

look forward to read => look forward to reading
for read my => for reading my

The street name => The street’s name

to playing with => to play with

He promised to me => He promised me

asked repeat => repeatedly asked

Have you listen to => Have you listened to

It’s rains => It’s raining

I ate a milk => I had milk

for the long time => for a long time

don’t cooking => don’t cook

will success => will succeed

don’t know what happen => don’t know what happened
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4.3 Auto-editing System

We constructed an online, real-time auto-editing system and demonstrated the usefulness of
our rules, which aimed to provide editorial assistance. We first tried to test whether a part of
the real-time typing sentence could match the erroneous patterns. If there was a match, the
chunk would be marked in red, and we applied the correction rule to suggest replacing it with
the correct pattern. The user(s) was able to click the correct part (marked in green) to tell the
system the given correction was accepted, and the system automatically made the change. The

link to our system is: http://mslab.csie.ntu.edu.tw/~kw/new_demo.html.

4.3.1 Auto Editing
auto-editing

Highly Ranked Rules All rules

Search Area

Edit Are:

Figure 6. Screenshot of demo system

Figure 6 is the entire system view. Two kinds of rule sets can be exploited: (1) “Highly-ranked
Rules” exploits only higher ranked rules and ignores lower-ranked ones; (2) “All Rules”

utilizes every rule but suffers the risk of utilizing incorrect ones.
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auto-editing

i Dear Diary »

* Today was rmy school holiday | | played all the day(all day ).

: In the marning, my parents and | went to teahouse and we ate pancake and chatted. Later, Maom and | went to

: shoppingiwent shopping 1, in Mong Kok,

| bought clothes and shoes, but my mother bought cosmetics and handbags.

: Inthe afternoaon, Mam and | went to Japan restaurant ate lunch, we ate sushiwas very yummy Laterwe went to

: cinema to see a movie named(a movie called ) Avatar The film was very hot and the length of a filrm was 160

: minutes,which was very good After the film, | went to swimming(to swim ) in Kowloon Park Swimming Pool and the
1 water was very cold and filthy

: In the evening, my parents and | went to Pizza Hut for dinner. | ate

: Baked Spaghetti Bolongnaise with cheese, was very yummy Mest time my

: friends and | went to Kowloon Park Gymnasium played badminton, we were wery tired. Later, my friends and | went
t to karaoke, we sang very happily,but | need to wentto go ) home before daybreak.

2 This is my holiday.

: l4dth & June

Dear Diary !

Today was my school holiday . I plaved all the davy.

In the morning, my parents and I went to teahouse and we ate pancake and
chatted. Later, Mom and I went teo sheopping, in Mong Kok.

T bought clethes and shoes, but my mother bought cosmetics and handbags.
In the afterncen, Mom and I went to Japan restaurant ate lunch, we ate
=zushi, was very yummy.Later,we went teo cinema to see a movise named
Avatar.Ths film was wvery hot and the length of a film was 160

Figure 7. Screenshot of auto-editing
In Figure 7 shows one can type sentences in English in edit area. If any of the rules is
matched, the suggested correction will appear on the above area in green. If the users agree
with the corrections, they can click on the green word and the sentence will be edited

accordingly.

4.3.2 Rules Keyword Search

Highly Ranked Rules All rules

course

corse == course

Of cource == Of course
Of cause => Of COUrse

off COUrSe == of COUrse
course MO == course MOT
COUrESE == COUFSE

Off course == Of course

Figure 8. Screenshot of keywords search in rule database

On the right hand side of the page (Figure 8), the user can type a keyword to search for the
related rules. Then, the system would demonstrate all of the discovered rules relevant to this

keyword. The above screenshot shows the rules relevant to the keyword “course”.
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4.3.3 User Correction Feedback

When a user chooses a correction option from editing results, we could assume the rule
receives one additional endorsement. Such information can be exploited to refine the rules.
Therefore, we maintain the user feedback and use such feedback to adjust the rank of the rules.
Highly endorsed rules will be promoted gradually in the ranking.

5. Conclusion

In this research, we propose a language-universal framework that is capable of producing
effective editing rules. The quality of rules can be assessed using the proposed ranking
strategies. Moreover, we have demonstrated the practical usage of the rules by constructing an
auto-editing system to provide editorial assistance for language learners. In this paper, we
demonstrated how we produced correction rules without considering syntactic structure and
POS (Part-of-Speech). In the future, we would like to make use of both of the features to

improve the performance of our system.

References

Heidorn, E. (2000). Intelligent Writing Assistance. in Robert, D., Hermann, M., & Harold,
S.(eds.), Handbook of Natural Language Processing. New York: Marcel Dekker.

Michaud, L., McCoy, K., & Pennington, C. (2000). An Intelligent Tutoring System for Deaf
Learners of Written English. Proceeding of Fourth International ACM Conference on
Assistive Technologies, 92-100.

Dan, E., Flickinger, D., Oepen, S., Walsh, A., & Baldwin, T. (2004). Arboretum: Using a
precision grammar for grammar checking in call. In Proceedings of the InSTIL/ICALL
Symposium: NLP and Speech Technologies in Advanced Language Learning Systems.

Chodorow, M., & Leacock, C. (2000). An Unsupervised Method for Detecting Grammatical
Errors. Proceedings of the 1st North American chapter of the Association for
Computational Linguistics conference, 140-147.

Hermet, M., & Desilets, A. (2009). Using First and Second Language Models to Correct
Preposition Errors in Second Language Authoring. Proceedings of the Fourth Workshop
on Innovative Use of NLP for Building Educational Applications, 64-72.

Brocket, C., Dolan, W., & Gamon, M. (2006). Correcting ESL errors using phrasal SMT
techniques. Proceedings of the 21st International Conference on Computational
Linguistics and the 44th annual meeting of the Association for Computational
Linguistics, 249-256.

Sun,G., Liu, X., Cong, G., Zhou, M., Xiong, Z., Lin, C. Y., & Lee, J., (2007). Detecting
Erroneous Sentences Using Automatically Mined Sequential Patterns. In Proceeding of
the 45" annual meeting of the Association of Computational Linguistics, 81-88.



Discovering Correction Rules for Auto Editing 235

Sun, G., Cong, G., Liu, X., Lin, C.-Y., & Zhou, M. (2007). Mining Sequential Patterns and
Tree Patterns to Detect Erroneous Sentences. Proceedings of the 22nd national
conference on Artificial intelligence - Volume 1. 925-930.

Shi,Y., & Zhou, L. (2005). Error Detection Using Linguistic Features. Proceeding of Human
Language Technology Conference and Conference on Empirical Methods in Natural
Language Processing, 41-48.

Levenshtein, VI. (1966). Binary codes capable of correcting deletions, insertions and reversals.
Soviet Physics Doklady, 10(8), 707-710.

Li, Y., & Zhou, M. (2004). Collocation translation acquisition using monolingual corpora. In
Proceeding of Association for Computational Linguistics.

Leacock, C., Gamon, M., & Brockett, C.(2009). User Input and Interactions on Microsoft
Research ESL Assistant. Proceeding of the Fourth Workshop on Innovative Use of NLP
for Building Educational Applications, 73-81.

Levenshtein. (n.d.). Retrieved from the Levenshtein Wiki:
http://en.wikipedia.org/wiki/Levenshtein_distance



236 An-Ta Huang et al.



Computational Linguistics and Chinese Language Processing
Vol. 15, No. 3-4, September/December 2010, pp. 237-262 237

© The Association for Computational Linguistics and Chinese Language Processing

{%Fﬁ%gﬁ% Y R |

Information Extraction for

Academic Conference and It’s Application

e

Kuang-hua Chen

b

A r’b eV LRV S I Eflﬁ iW“F*%L}EEngﬁB%“ﬁE'ﬁ =50 et
E Fﬁf& ’ﬁfﬁﬁ*ﬁ ’ﬁ:‘lﬁf %Z‘Eﬁf*"“ HIETFEL ’wiﬂﬁﬂfrﬁ
zlz’ EIT *‘“Iﬁfﬁg’r%w 1 L] S A A I YI:W“'F’[
vﬁ%ﬂ%ﬁ%:«k&’}ﬁﬁmug B ’1" *j:i“ﬂlf{ﬁﬁ?’]ﬁz?”ﬂ fiEE s

Eﬁ%%\'éﬁ RAEEA i%%’é‘ﬁ F1 measure ?m[j 80% ; =! ?[E"I’?E'?E’E’ng}'“f Recall
&3t 86% F1 measure &13 70%- RE[T | W IR 3 57 150 BUAR =00 2301 1
A A PRV ﬁi‘%’ﬂ?‘ TEHVRRET I %XF”?FZL A F”%E e
PR A W S O BRI 7
%$ﬁ1$ﬁ§?‘§%ﬁﬁ TR S U

J,\

“vﬂ{-

J\*B [{13

B
‘7’\
LI' Bk
T F

Abstract

Internet has become a major channel for academic information dissemination in
recent years. As a matter of fact, academic information, e.g., “call for papers”, “call
for proposals”, “advances of research”, etc., is crucial for researchers, since they
have to publish research outputs and capture new research trends. This study
focuses on extraction of academic conference information including topics,
temporal information, spatial information, etc. Hope to reduce overhead of
searching and managing conference information for researchers and improve
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efficiency of publication of research outputs. An automatic procedure for
conference information retrieval and extraction is proposed firstly. A sequence of
experiments is carried out. The experimental results show the feasibility of the
proposed procedure. The F1 measure for text classification is over 80%; F1
measure and Recall for extraction of named entities are over 86% and 70%,
respectively. A system platform for academic conference information retrieval and
extraction is implemented to demonstrate the practicality. This system features
functionalities of document retrieval, named entities extraction, faceted browsing,
and calendar with a fusion of academic activities and daily life for researchers.

Keywords: Academic Information, Information Extraction, Information Retrieval,
Named Entities
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abnormal psychology  accompanying  accounting scholarship  acoustic engineering
acoustics  acting  actuarial science  adapted physical education  admiralty law
advertising  aerobiology aeronautical engineering aerospace engineering aesthetics
affine geometry  african studies  agricultural economics  agricultural education
agricultural engineering agrology agronomy air force studies algebraic computation
algebraic geometry algebraic number theory algebraic topology american history
american politics american studies analytical chemistry ancient egyptian religion
ancient history animal communications animal science animation anthropology of
technology apiculture appalachian studies applied psychology approximation theory
aquaculture  architectural engineering archival science art education art history
artillery arts administration asian american studies asian studies associative algebra
astrobiology astronomy astrophysics atheism and humanism atomic, molecular, and
optical physics australian literature  automotive systems engineering  beekeeping
behavioral geography behavioural economics behavioural science bilingual education
biochemistry  bioeconomics  biogeography  bioinformatics  biological psychology
biology biomechanical engineering biomedical engineering biophysics black studies or
african american studies botany business administration business english  business
ethics calligraphy campaigning canadian literature canadian studies canon law
cardiology cardiothoracic surgery cartography category theory cell biology celtic
studies chamber music chemical engineering cheminformatics chemistry education
chicano studies child welfare children geographies chinese history chinese studies or
sinology  choreography  christianity  chronobiology  church music  civics  civil
procedure classical archaeology classics climatology coastal geography cognitive
behavioral therapy cognitive psychology cognitive science collective behavior combat
engineering communication design communication engineering




30 BTN VAT W [ 243

4. FrFEVIRELY T A

Eﬁr:;fﬂﬁj Kfléﬁﬁgﬂ (S RlE %‘%f

@ﬁﬁ- bf@@ﬁymw?ﬂpm§w f* B A Az B R E
FIR — TR R BIE :éiL_\il A JFL el BT iﬁﬁf*gﬁa@
g - INTW?Eﬁﬁ lﬁjf%%uﬁwﬂﬂE%* ﬁJ&f Jkr’ P TRk
Fﬁﬁf7 Flif/“ F ITE'IEIEFB«LP‘/ n !‘FJEIHFLEJF{IJﬂJ“J%ﬁ‘EIEI [0 PRy _Fp J’f,—*-]c[ 9
BT F R L A 'grf\j[t:g[gllmipﬂ%% ﬂw%’*%[[ iﬁjﬁj%’“lfiﬁ conference ~
international ~ annual aﬁﬁl » submission ~ notification ~ deadline = ﬁﬁﬁﬂwml G f A
LR Hﬁ%ﬂiﬂ“ﬁﬁwﬁuﬁﬂﬁwfﬁﬁﬁﬁg‘iﬁﬂﬂ”ﬁ%®ﬂiﬁ@
ﬁﬁ%ﬂﬁwﬁﬁ ﬁkﬁﬂﬂﬁﬁwﬁﬁbﬁﬁgwmww = ZRF L TR B
F' TALE £l FRuY ]iirifﬁ U SRR E J fY IH#F?(HE TR A e .

F A" Condltlonal Random Field (CRF) -t [ IFUHETY (B Ul - 5
Tpin $I1 VDRI (R AR AR
CRF £ ES 5% ?’Fk (machine learning-based ) i §11% » Fjﬂ%jﬁ& R B RS
Wfﬂd*ﬁﬂﬁaéﬁiﬂr] RV ET el e P’lﬁﬂ?#$ﬁéﬁ%*(ﬂwi2rgﬂ) ' Fl
fil =]~ ﬁ“ﬂﬂﬁﬁ%$@ﬁ¢4[Iﬁh?%wﬁgjjq}ﬁmmﬁ?%?ﬁ%%%@y?
IR R TR R R g #ﬁiﬁﬁ (e & ~ %7% JJ'EJ [,ﬁf  Hh CRF 2
’F"f;«’%’g FIAZHT CRF FIELSS ’F' S %mgf‘?% TIERE > TH 1'#?*}5?5@35"?5
Bl -

CRF RLTHH I IO ™ > SRS ARHRER A9 S T59RI% 50 B (segment)
kLR (label) 197 ' 5 S5WRIGE & 3 B30 ORI 2 SRyl
SETARES U'ﬁfa;ﬁ%z (S EFFERLAEZ B (191 Hidden Markov Model (HMM)
@i;wwmﬁ#uﬁ/yﬂkﬁ"yiﬂPlgf%rWuﬁékwww CRF 7 [l H1 (5 5 ??
RN » % B BB F ORI L » PR IR £ BR o - | it
:tﬁl['“&;]' (bias) FFFJE-'E: (Wallach, 2004) - 23 T:feq%ﬂ'ﬁ“ElﬁL CRF]EIJ%FFIJ— Heie
ﬁl ,rg%ﬁ FE| %‘fif:% ( Sutton, Rohanimanesh, & McCallum, 2004 Lafferty, McCallum, & Pereira,
2001) -

5 Eﬁqﬁﬂj IR R R

_—”‘%

i



244 /ﬁ?ﬁi'i‘“
22 BRI B S
Hid 75 gzv ¢ HTML 5 T E ATy
S o <confname> Multimedia in Ubiquitous
FIPs Conference Name confname Computing and Security Services</confname>
[fA 3_; O%E - -
i Abbreviation of confabbr <confabbr> MUCASS 2008 </confabbr>
AHE Conference Name
@ #29R | Conference Location confloc <confloc> Hobart, Australia </confloc>
¢l ' | Conference Date confdate <confdate> October 14-16, 2008 </confdate>
<confwebsite>
Fﬁ%ﬁe{ﬁiﬂ— Conference Website confwebsite | http://www.sersc.org/MUCASS2008
</confwebsite>
&2 B . . <coqftopip> Rea]-time and interac?ive
f P Conference Topic conftopic multimedia applications </conftopic>
- I : . <registdue> Registration - 15th October, 2007
i3 Registration Deadline registdue <Iregistdue>
e . <abstractdue> Deadline for abstract 11 June
i F 1 Abstract Submission Due abstractdue 2008 </abstractdue>
sV I . <abstractnotify> Acceptance of papers - August
SBIHI 1301 Abstract Notification abstractnotify 30,2009  </abstractnotify>
i 44 | Paper Submission submissiondue | <Submissiondue>February 15 23, 2009 - Paper
i [FFTHA | Deadline submission</submissiondue>
ETR Y I . <authornotify> March 23, 2009 - Author
T” ¥ au s
EEFU o Author Notification authornotify | a2 o thomoti fy>
. . <finalpaperdue> Camera-ready copies: April 7,
%LF E;S Final Paper Due finalpaperdue 2009 <ffinalpaperdue>
TR <posterdue> Poster Paper Submission Deadline
ﬁ?LFFE 1] Poster Paper Due posterdue May 15, 2008 </posterdue>
IR <workshopdue> workshop submissions due :
8 Workshop Proposals Due | workshopdue sunday, 2 Mar 2008 </workshopdue>
FEHEY : . <tutorialdue> Tutorial Proposals: June 30, 2003
473 : !
1 Tutorial Proposals Due tutorialdue </tutorialdue>
4 j: =~
@ . <doctoraldue> Doctoral consortium submissions
,LPEI Doctoral Consortium Due | doctoraldue due: 6 Apr 2008 </doctoraldue>

=

LT (e 1 B

(o ¥ PP o

[E3 N

) EIJF

RARilfE=S
SEN Rt = gh ’I“B

73 KRRV S ~ CRF LB "5
r“fg‘ 1 Fere ~ Tokenization =7 54 ﬁt




slﬂ

FIR AT LI H 245

[m=—————————=-
L. Ry

! > T EER CRF el . w0

1 PR o < n Er
mig Rl R (CRF #:3%) Training HE R

: Y
E v !
HIEES T -
| e | CRF [—» CRF
Google ! | g -
Sear%h E i Model Testing
v g ! \4 |
R e E E Tokenization E
Google | |
Alert | |
e zv : Classifier | R
| P » Training R
E £ | A
: v
—:'» Ak éﬁ i Classifier Classifier
: : Model p| Testing
L. SFREDT LRV T R
4.1 fFRRIsCE

411 FPEJ FREEH

PR GIPRSESE LR [0 7 o TS htmd P3RS - Elifj"f “fﬁ}iﬁug@% i

FIFY= BITY ?ﬂ/ gt E 1]ﬁg|ﬁﬁ AR > T lﬁfﬁh‘?‘f‘ﬁ” JAIEYF gfﬁ{f}g_lpj

= E%%%’%E'E[PWIIEI SH B - R0 SR AL %ﬁ;?ﬂw%lmv TR

gl[ ’Fkﬂ [EVHIRES - :'ﬁ,%fi*@*}:?v uﬁ”qw’g‘ﬁk%{&i}:& 1R F IH ffﬁ’%"@ﬁ#[
TJEJ%“—‘Q-L rf’*%/é%‘ EYF VR o 2 J*HFE% PR Fen 2R A, [55?*3"?"%;[ FL ’,?E‘ r,rgﬁj;srﬁ
LA G A SR R SRR R

412 ;]@ 5’“{“5%7%?7%

HASFE “W’ (o %ﬁ‘*ﬁfﬂ,‘ W P IR VAR R %ﬁ;‘,ﬂé}p‘ﬁ”;%ﬂ*[ FIL I
?%H[J)I‘?ﬁ%t—ﬁﬁ ( Genre Annotating System > GAS) > F 2N Fﬁ?ﬁﬁﬁi& AL i%l JJ by
PP A B [ S R Bk - GAS BB AT ! 5l
ﬂJ Web-Based Application > = F;l TPy = jﬁn SR AL Ak ;‘:FITE'FZE N
PIRH B - I 2 S A TR vtf;lmmﬂﬁjwﬂ ot -



246 JiA

1 (RS (e
ﬁ‘%' 21 ng PR R (FRIETE o U T o (R (AL B R
l Fffd%%i :::Ell Google Search * Google Alert f"“ﬁ,[,f;ﬁ&;gﬁ: e FF H )
- [ﬁ'ﬁﬁﬁxjax[ﬁﬁldfﬁ f RSN RS 0 FIEEE ¢ GAS Tnﬂﬁ L ’\F e
GAS L I L (R 15 * (TR @:t i
;;i%l EIJ:*UE[\J@ aﬂlﬁrﬁua EATE I AT E\Jﬁgq =55 g lﬂwﬁﬁjﬁ{r
i

Hi, jeannie Logout
GAS Genre Annotating Systerm
Web Page List B
EEEE R 1D URL LABEL CLASS STAFF TIME CATEGORY
E| http://members.lycos.co.uk/volrfzlg/madeleinde 2009-11-19
= 1 /180.htm N/A NO mary 11:94:47.0 canadian literature
#eAg 23 - -11- i
= " 2 http://www.i2cs.uni-jena.defenfoverview.html YES YES mary ?ipf?a}i?lug g;%i?ﬁmnal
w25 - . e
http://osdir.com 2009-11-19
T ) L 13 J/ml/mathematics.openmath.announce/2008-07 /A NO mary 11:33:41.0 science education
' Jindex.html I
@ 5 ; http://www.scientistsolutions.com/t8449- 2009-12-07 . .
B O SriEgE: e embo+conference+on+chromatin+and+epigentics. N/A NO 09:37:12.0 interactionism
uE 2 - Do http://blog.udn.com/kewas/2536433 YES Qr jeannie igﬂ;;fgug design
. ... 2009-12-08
7 http://blog.udn.com/kewas /A Q? jeannie 40l design
. 2009-12-08  information
g http://blog.udn.com/kewas/2536306 N/A Q? jeannie  aonsen  architecture
http://infonet.cse.kyutech.ac.jp/conf/saint0g . . 2009-12-08 " .
1 Jworkshop-CFPaper/ws-cfp-3.html N/A @ Jeannie  14.10:24.0 medical education
11 http://blog.udn.com/kewas/2536426 YES YES igp;_s--lols-log data mining
http://osdir.com/ml/lang.perl.daily.news/2007-10 2009-11-19
B /msg00018.html R L 1a:56:35.0  standard english
1 464 > wl [1-10/4635]
© Undassified ® Relevant © Irrelevant ©) 4RI Now Display Doc.2 [ SOURCE ] Goto -
Annotating -
i @ e o dh
Print | Contact | Disclaimer Jit
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History L
Venue r

Session Information

Call for Paper

Reaqistration ||
Submission

Program

Committees

Travel

Accommodation

Overview

History | Venue | Session Information

Due to the rapid evolution of web technologies and rich mobile devices, ICT support for communities is possible on next guality level. Mareover, difierent types of applications are
using the Internet as a large distributed system. So mabile users and pervasive systems pose new technological and organizational challenges. Trying to achieve this, we challenge
new research questions in awide range of connected fields. In search of innovative solutions, multi-dgisciplinary collaboration amang researchers and industry partners is essential
Hence, the goal of this workshop is to bring together researchers, experts, and practitioners from various areas related to novel Internet Community Systems
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2 J, H AR A

#E%ﬁ ] Center, centre, college, department, institute, school, univ., university

R Association, consortium, council, group, society

ik ¢ Colloquium, conf., co_nference, congress, _convention, forum, meeting,
round, roundtable, seminar, summit, symposium, table, track, workshop
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Expert Assignment
Category i
TRUE FALSE
System TRUE TP; FP;
Judgment | FALSE FN; TN;
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Pmacro Z TP, + FP macro =y £, TR+ FN,
l=

‘B Y& 5 7= > Outside Test %‘L?“?E[J: ‘E‘%{S[E”?‘?”%ﬁ?l?‘r’i{@lj\ [fil > Inside Test %fljf“?ﬁ[]:‘
ﬂﬂ’f’?”ﬁ#’kﬂﬁl{ﬂ o Inside Test E‘J’“?%\l %"FOutsme Test E‘J'“?%Jw » YL Out5|de
Test [UAH{N SUF PTHS Inside Test » (0355 KRR I et S+ 5 2R E 2 W
E‘??{ 53 KRG N B .

AN - SVM MLEIUASIE G > Naive Bayes . > |fij KNN % < SVM 7
Inside Test = Outside Test frUZp= {8 | » pJ Naive Bayes ﬂ@;ﬁpw ﬁ@ A [k SVM
FELRSEPHE AR R [ 2L o PRI 9t j]xuf'\_l FERSE] > Frnicro = Frmacro IV A< AT
‘Fﬁ,' » [YRE - TVHNRRGR N YRR R {5 L] o il rﬁi* HpuRL > APHRLIRT] Recall-Oriented
FUfEE > ?%fﬁ SRR EEY PP IE ’Fl[ﬂﬂy @ﬁ:gaﬁgéﬁv@g%w%gw
[F o PP 16 Recall o NS #ERpOEN - i?ﬁfé‘ nﬁF WEYEHS TR SVM AL
FIER TN BPRREE 2 1 > 2 j_?\,h CFP ¥ [Fi% » Fla&— WHIVY ﬁpllgurﬁ“%ﬂﬁ*

4.3 CRFELE JEJ?';\W
iwmﬁl H| CRF %Lﬂ? ﬁ%ﬁ%}?—‘ﬁﬁf@]ﬂ‘jyéﬁ@ﬁ ) E[[jj’?E IFJ'{JJJJL| Ejj%:ﬁ[%’ T BE
SR HR ] HCEFRY] Kudo (2010) BEJFE[Y CRF++2:iF » I %ﬁvrﬁ%_rqu éﬂﬁ;ﬂ :
Fmﬂj Ere¥@ » CRFE++7' (11 http://crfpp.sourceforge.net/=V i - F' MR @ H CRF++F Jgﬁdx
l'%J‘ FIEs53 5 (segmenting) 5 (7 Fkﬁﬁzﬂ@ﬁ:ﬁ (labeling ) =™~ /“ R OER | £ 5E - CRF++
PRI E IR B R R B 7 DR OSIEG © [ CRE+H
m ﬁ—L?@ [‘JM‘? =, 4 F[}{ﬂj"d/ ﬁ 'FLE’JiUEly ,g:_f EIJ Token > I}%;{?ﬂjﬁ/ﬂ@ /“Jg lﬁ
Token ]ajfjjqfﬁ[i ’%’?plﬁ EIN! 73,,%&%&4@4 ﬁtr’%\wg fr%?”?w lﬁFP"i_?E'U i ?ﬁ”
il 'j&{%l#ﬁ —Lj&fk SFHEE-



250

A5, SRR

pis

Inside/

™ H: ugn;ﬁ : ZE”E:E{;‘ Outside Pmicro Prmacro Rmicro Rmacro Flmicro Flmacro
O#fs'fe 7530 = 7534 9207 9207 8284 8287
70% : 30%|
Inside
7794 | 7831 9270 9270 @ 8468  84.90
Test
O#f;fe 7419 | 7421 9036 = 9036 @ 8148 | 81.49
SVM |50% : 50%|
Inside 2607 7700 | 9214 | 9214 | 8334 8394
Test
o#f;fe 7290 = 7293 8910 @ 89.10 @ 80.19 @ 80.21
30% : 70%|
Inside
Test | 7483 | 7608 | 9285 9285 8287 8363
O#fs'f'e 7800 = 7807 @ 62.63 @ 6263 6948 @ 69.50
70% : 30%
Inside
T 7529 = 7550 9530 @ 9530 @ 8412 | 84.25
est
Outside | 631 ' 7640 = 6302 @ 6302  69.03 | 69.07
Naive ) Test
50% : 50%
Bayes Inside
7528 = 7559 9418 = 9418 8368  83.87
Test
O#f;fe 69.76 = 69.85 9537 9537 8058  80.64
30% : 70%
Inside
7484 | 7551 = 9633 = 9633 @ 8423 | 84.66
Test
O#fs'fe 6697 = 6932 5867 5867 @ 6254 6355
70% : 30%
Inside
T 5688 = 57.39 9473 9473 | 7108 @ 7148
est
O#fs'f'e 65.74 = 67.77 6182 6182 6372  64.66
KNN |50% : 50%|
Inside  co14 | 5654 | 9570 @ 9570 | 7077 | 71.09
Test
o#fs'fe 6351 = 67.03 5867 @ 5867 @ 6099 @ 6257
30% : 70%
Inside
5798 = 5923 9142 9142 | 7096 @ 71.89

Test
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Documents . ..
True Entities False Entities
System
Positive Entities 1632 1079
Negative Entities 261 2785

Recall (R) = 1632/(1632+261)=86.21%; Precision (P) = 1632/(1632+1079)= 60.20%
F1 measure (F1) = (2*P*R)/(P+R)=70.89%
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