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A Punjabi to Hindi Machine Transliteration System
Gurpreet Singh Josan*, and Gurpreet Singh Lehal*

Abstract

Transliteration is the general choice for handling named entities and out of
vocabulary words in any MT application, particularly in machine translation.
Transliteration (or forward transliteration) is the process of mapping source
language phonemes or graphemes into target language approximations; the reverse
process is called back transliteration. This paper presents a novel approach to
improve Punjabi to Hindi transliteration by combining a basic character to
character mapping approach with rule based and Soundex based enhancements.
Experimental results show that our approach effectively improves the word
accuracy rate and average Levenshtein distance of the various categories by a large
margin.

Keywords: Transliteration, Punjabi, Hindi, Soundex Approach, Rule based
Approach, Word Accuracy Rate.

1. Introduction

Every machine translation system has to deal with out-of-vocabulary words, like technical
terms and proper names of person, places, objects, etc. Machine transliteration is an obvious
choice for such words. When words cannot be found in translation resources, such as a
bilingual dictionary, transliteration - the process of converting characters in one alphabet into
another alphabet - is used. Transliteration is a process wherein an input string in some
alphabet is converted to a string in another alphabet, usually based on the phonetics of the
original word. If the target language contains all the phonemes used in the source language,
the transliteration is straightforward, e.g. the Hindi transliteration of Punjabi word “dHd™
[kamara] (room)' is “&FHAIT’ [kamard], which is essentially pronounced in the same way.
Nevertheless, if some of the sounds are missing or are extra in the target language, they are
generally mapped to the most phonetically similar letter, €.g., in Hindi we have syllables

(consonant clusters) that are written as a single atomic grapheme and have a double sound

* Department of Computer Science, Punjabi University Patiala, Punjab, India
Email: josangurpreet@rediffmail.com; gslehal@gmail.com
The author for correspondence is Gurpreet Singh Josan.
! The text in [ ] denotes phonetic transcription whereas in () denotes the English translation of a word.
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associated with them, like “&”, which is a combination of the sound of “&” and “¥”. No such
consonant cluster is present in Punjabi. So, a similar sounding letter generally is used to
denote such sounds. Again, there is no rule to find out when a sequence of letters in Punjabi is
going to map in a consonant cluster in Hindi, €.9., consider the two names written in Punjabi,
viz. fafga [sitij] ferfast [ksitija] and firareret [sikakai] forsTehTS [$ikakai]. In the first name,
the consonant cluster fiT is mapped to f&r, whereas, in the second name, the same is mapped to

far.

The important consideration in transliteration is to preserve the phonetics of
transliterated word (Virga & Khudanpur, 2003). The transliteration process depends on the
target language and on the education and experience of the actual transliterator. Thus, a single
foreign word can have many different transliterations. For example, “Hfdg#” [mahiphiiz] (safe)
can be transliterated as “Hg%s” [mahaphUz], “Hg%s” [mahafUz], “ﬂ%ﬁf” [mahiphUz],
“Iﬁ%‘ﬁf” [mahifUz], etc. This variation, due to localization, poses problems in various NLP
tasks, like cross language information retrieval. According to Viswanadha R. (2002), for a
finer transliteration among two scripts, the scripts must have the features of completeness,
predictability, pronounceable, unambiguousness, and partial reversibility. Transliteration
schemes have to face the problem of letters present in one language and not in the other.
Unless a superset of letters from all of the Indian Languages is formed, uniform transliteration
is ruled out. Viswanadha, (2002) had the view that, when characters do not have any
appropriate transliteration, they should be consumed and not replaced with any other character.

This results in partial loss of reversibility and readability.

For several decades now, Roman transliteration has been used in English Indian language
texts. Extensive research has been carried out on methodologies for transliterating Indian
scripts to and from their Romanized counterpart. Transliteration among Indian scripts is a
rather neglected area. With the development of ISCII (Indian Script Code for Information
Interchange), the problems in transliteration among Indian scripts have been solved to some
extent. ISCII has been designed via the phonetic property of Indian scripts and caters to the
superset of all Indian scripts. The ISCII document is IS13194:1991, available from the office
of the Bureau of Indian Standards. The ISCII approach is based on the fact that many Indian
language groups share a common set of phonemes, and via the same set of codes for different
Indian languages, it would be possible to change fonts from one language to the other, thereby
"transliterating" the script in the process. By attaching an appropriate script rendering
mechanism to ISCII, transliteration from one Indian script to another is achieved in a natural
way. Later in the decade of the 1990s, Unicode standards were developed for representing the
character set of all languages. In Unicode, alphabets are coded by script rather than language,
which saves reduplication of the same character if it occurs in multiple languages. The

Gurmukhi and Devanagari Unicode tables were based on templates from the 1988 versions of
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the ISCII standard.

In this paper, we will discuss the Punjabi to Hindi Machine transliteration system.
Although Punjabi and Hindi are related languages, and, except for a few cases, all letters of
Gurmukhi script (a script for the Punjabi Language) are present in Devanagri script (a script
for the Hindi Language), the task of transliteration from Punjabi to Hindi is not trivial. We
will use letter to letter mapping as the baseline and try to find the improvements by rule based
and Soundex based approaches. This work forms part of larger Punjabi to Hindi machine
translation system, and the results of transliteration will be applied to this system for its

improvement.

The remainder of the paper is organized as follows. Section 2 reviews previous work. In
Section 3, the Gurmukhi and Devanagri scripts are compared, and the problems of
transliteration from Punjabi to Hindi are discussed. Section 4 describes the formulation of the
rule based model and the Soundex based model. Section 5 outlines the experiment and the
evaluation methodology used. Section 6 will present the results. Finally, Section 7 contains

our overall impressions and conclusions and points to future work.

2. Previous Work

The topic of machine transliteration has been studied extensively for several different
language pairs, and many techniques have been proposed. Grapheme based models and
Phoneme Based models are the two approaches found in literature. Grapheme refers to the
basic unit of a written language: for example English has 26 graphemes or letters. Phonemes
are the simplest significant unit of sound e.g. the /M/, /AE/, and /TH/ in math. Grapheme
based models are classified into the statistical transliteration based model, decision tree based
model, transliterated network based model etc. Some examples of this would be the
noisy-channel model (NCM) (Lee & Chang, 2003; Virga et al., 2003), HMM (Jung, Hong &
Paek, 2000), decision tree (Kang & Choi, 2000), transformation-based learning (Meng, Lo,
Chen & Tan, 2001), statistical machine transliteration model (Lee et al. 2003), finite state
transducers (Knight & Grahel, 1998), and rule-based approach (Oh & Choi, 2002; Wan &
Verspoor, 1998). The phoneme-based approach has received remarkable attention in various
works (Lee et al. 2003; Meng et al. 2001; Oh et al., 2002; Knight et al. 1998; Virga et al.
2003; Jung et al. 2000; Al-Onaizan & Knight, 2002).

For Indian languages, as mentioned earlier, Roman transliteration has been used to
represent texts of Indian languages in English. Since it is difficult to represent the letters of
Hindi using just the twenty six letters of the Roman alphabet, scholars have used varying
schemes to accommodate sounds that could not be correctly indicated using appropriate
Roman letters. The schemes are somewhat arbitrary in the choice of Roman letters. Sometimes,

phonetic symbols are used in place of the normal Roman letters. Most phonetic symbols are
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basically the letters of the Roman and Greek alphabets with special marks known as diacritic
marks. Roman transliteration that makes use of diacritic marks works better for Indian
languages, and some standardization has been effected in the last few decades based on the
recommendation from the National Library in Calcutta (“Transliteration Principles,”
2008). Roman letter assignments in this scheme are phonetically equivalent to the letters of
Sanskrit or other Indian languages. The primary difficulty in data entry of the phonetic
symbols is that there is no provision to input the symbols directly using the standard ASCII
keyboard. Transliteration methods using only the displayable ASCII symbols do not run into
this problem since the ASCII letters can be typed in directly. A special computer program,
however, would be required to interpret the input string to produce the Indian languages
display or printout. This is precisely what the currently popular transliteration schemes
attempt. Schemes such as ITRANS (Chopde, 2001), RIT (Kanneganti & Kishore, 2008),
ADHAWIN (Srinivasan, 1995), and MYLAI (KalyanaSundram, 2008), use only the standard
displayable ASCII letters and symbols to transliterate the text. These schemes allow multiple
representations for certain syllables and long vowels but the processing program handles this
well. Although the input can be done using standard keyboards, these schemes are not suitable
for searching the contents on the Internet. There is a need to evolve a case-insensitive

transliteration scheme to facilitate searching on web.

For the Punjabi language, a Gurmukhi to Roman transliteration system using a
transliteration scheme based on ISO: 15919 transliteration and ALA-LC has been developed at
Punjabi University Patiala (Sharma, 2008).

All of these transliteration schemes are either from Roman to Indian languages or
vice-versa. Transliteration among Indian languages is rather ignored. As the English language
is one of the official languages of India, Roman transliteration is developed primarily to
disseminate information in the English language. Little need is felt for transliteration among
Indian languages. Malik (2006) has developed a machine transliteration system from Hindi to
Urdu. The system converts Hindi and Urdu into a common language that may be ASCII
encodings of Hindi and Urdu characters or the International Phonetic Alphabet (IPA)
equivalents of Hindi and Urdu Phonemes. Then, Hindi and Urdu will be generated from the

common language. This makes the system reversible.

A corpus based transliteration system for Shahmukhi to Gurmukhi has also been
developed (Saini & Lehal, 2008). Their system uses statistical data from both Shahmukhi and
Gurmukhi corpora like character, word, and n-gram frequencies. In this system, script
mappings are performed for simple consonants, aspirated consonants (AC), vowels, and other
diacritical marks or symbols. Next, the transliteration system is virtually divided into two
phases. The first phase performs rule-based transliteration, and the second phase performs the

transliteration using bi-gram language model.
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A machine transliteration system has also been developed for transliterating from Hindi
to Punjabi (Goyal & Lehal, 2009). This system has implemented approximately fifty complex
rules for making the transliteration between Hindi-Punjabi language pair. The system claims

98% accuracy. The system is not reversible due to the dependency on language-specific rules.

As more and more data in Indian languages is available in electronic format, the need of
the hour is to develop sophisticated transliteration modules for Indian languages that can be
used in various NLP systems, like machine translation and cross language information
retrieval. This paper discusses the first attempt to develop a transliteration system for

transliterating Punjabi text to Hindi.

3. Gurmukhi and Devanagari Scripts

Punjabi can be written in Gurmukhi script or in Shahmukhi script. Shahmukhi is used to write
and record the Punjabi language in West Punjab in Pakistan. In East Punjab in India, however,
the Gurmukhi script is used to record the Punjabi language. This paper also considers this
script for writing Punjabi. The script used for writing Hindi is called Devanagari. Both
Gurmukhi and Devanagari descended from the Brahmi script of Ashoka. Both scripts are
left-to-right and words are spelled phonetically. As a background for readers who are not
familiar with script terminology, we will describe the basic elements of a script here. Building
blocks of a script are alphabets, which are the sets of letters, each of which represents one or
more phonemes in the language they are used to write. In some cases, combinations of letters
are used to represent single phonemes, as in the English sh, ch, and th. The alphabets contain
letters for both consonants (sound articulated with complete or partial closure of the vocal
tract) and vowels (sound pronounced with an open vocal tract). A single vowel or a consonant
plus a vowel make a syllable. A writing system can be syllabary or alphasyllabary. A syllabary
system is a phonetic writing system consisting of symbols representing syllables. On the other
hand, an alphasyllabary system consists of symbols for consonants and vowels. The
alphasyllabary system is also known as abiguda. Both Gurmukhi and Devanagri are
alphasyllabary in nature. Alphabets of both scripts represent syllables. All consonants contain
an inherent vowel /a/ or schwa ending, both of which can be altered or muted by means of
diacritics or matra. Vowels can also be written with separate letters when they occur at the
beginning of a word or on their own. When two or more consonants occur together, special
conjunct symbols are often used to add the essential parts of the first letter or letters in the

sequence to the final letter (“Writing Systems,” 2010).

Gurmukhi, meaning "from the mouth of the Guru" is the most commonly used script in
India for writing in Punjabi. Gurmukhi was introduced by the second Guru of the Sikhs, Guru
Angad Dev Ji, in the sixteenth century as a polished version of the Landa writing system,

which was used in old Punjabi at that time. Part of the shift from Landa to Gurmukhi entailed
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the inclusion of some Devanagari letters. Gurmukhi was then used to record the scriptures of
the Sikhs, and it continues till today as the prominent writing system for Punjabis. Bhatia
(1993) identifies three stages of development the Punjabi language has undergone over the

years, which are illustrated in Figure 1 below.

Stage 1 : Old Punjabi (10th to 16™ century)
Stage 2 : Medieval Punjabi (16th to 19th century)
Stage 3 : Modern Punjabi (19th century to present)

Figure 1. The development stages of the Punjabi language.

In Gurmukhi, there are three letters that are used to provide bases for free-standing vowels:

© [ura] ™ [ra] € [iri]

There are nine dependent vowel sounds (also called diacritics) available in Punjabi as T,
fo, cf, o, 0,3, 3, 3, and <. The allowed combination of vowel symbols and sounds are ™, T,
fo, &, €, €, €, M, G, and M. These are also called independent vowels. All of these
combinations have a unique code in Unicode and are termed as independent vowels. When a
vowel sound comes at the start of a word or is independent of some consonant in the middle or
end of a word, independent vowels are used. There are 32 consonants in the older Gurmukhi
script. Later, some more letters were introduced to represent some sounds adapted from Farsi
and Persian. Presently, Gurmukhi has 38 consonants, 10 vowels letters (independent vowels),
9 vowel symbols (dependent vowels), 2 symbols for nasal sounds, and 1 symbol that
duplicates the sound of consonants (Bhatia, 1993; Malik, 2006). The form of each syllable is
often dependent on whether it occurs in combination with other letters, e.g., a vowel following

a consonant changes its form, behaving as a diacritic modifier to the consonant:
F+et =4t

All consonants have an inherent vowel, i.e. /a/. Diacritics, which can appear above,
below, before or after the consonant they belong to, are used to change the inherent vowel.
When certain consonants occur together, a special conjunct symbol halant character < before

the consonant is used to combine the essential parts of each letter. For example
F+0+T=¢
These are also called conjunct consonants. A sentence illustrating Gurmukhi script is

given below. Terminology used throughout the paper is: TT denotes phonetic transcription, G

denotes gloss, and E denotes English sentence.
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et Hat v g8t 31
TT: paifijabl mért mam boli hai.
G: Punjabi my mother tongue is.

E: Punjabi is my mother tongue.

The NagarT (lit. 'of the city') or Devanagari ('divine Nagari') was originally developed to write
Sanskrit but was later adapted to write many other languages, including Hindi. Devanagari has
65 consonants, 18 full vowel letters, 17 vowel symbols, and 2 symbols for nasal sounds. Hindi
uses only 34 consonantal syllables, 11 vowel letters (independent vowels), 9 vowel symbols
(dependent vowels), and 2 symbols for nasal sounds (“The Devanagari Script Block,” 2008).
Similar to Gurmukhi, the form of each syllable is often dependent on whether it occurs in
combination with other letters, e.g., a vowel following a consonant changes its form, behaving

as a diacritic modifier to the consonant:
% [ka] + 3T [a] = =T [ka]

When two consonants occur together, the combination results in a conjunct character. The first
sign receives the diacritic -. known as a halant, to show that the consonant has its inherent
vowel silenced, also known as the dead consonant form.

% [ka] + T [ra] =%

Unlike Devanagari, there are only a few conjunct consonants in Gurmukhi. In Devanagari, if a
consonant is followed by two vowels, then the first vowel is written in the diacritic form,
whereas the second is written in full. This feature is not present in Gurmukhi. Vowels may
also be nasalized, which is indicated by a anusvara “ ¢ or chandrabindu “ ” written over the

head stroke (horizontal line) of the vowel or the consonant it is attached to.

)

g [hil] nasalized

In cases where part of the vowel is written above the head stroke, only the dot is used to
indicate nasalization. Although chandrabindu is not a part of Standard Hindi, in practice, both

are used interchangeably in Hindi. The sentence illustrating Hindi is given below:
“TSTTST TET HATTATIT Z1”
pamjabl merT matrbhasa hai
G: Punjabi my mother tongue is.
E: Punjabi is my mother tongue.
Except for minor differences, most of the letters are same in both of the scripts. There are

three syllables of consonant clusters in Hindi that are written as a single atomic grapheme, i.e.,
T, ¥, & but no such letters or consonant clusters are available in Gurmukhi. Punctuation in
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Punjabi is similar to Hindi. Table 1, adapted from (Goyal & Lehal, 2009), shows the
similarities and dissimilarities among alphabets in both scripts. As we can see, most of the

letters have one to one correspondence, so this table also forms the base for direct mapping.

Table 1. Alphabet of Gurmukhi and Devanagari scripts

Gur Gur Gur Gur Gur Gur Gur
mu mu mu mu mu mu mu
khi khi khi khi khi khi khi
g ot = Z e 1) ar
w fo Y ) y 1) q€
g Sl a 3 g - 3
T ) W g g = 3
fo :] 5 T Ej H g
&t s g 3 H - o)
154 s g g o H 3
g 3 A El 3 g -
g 3 K g d o dJd
w - 5 5 - o z
& ; N
i - B

4. Approach to Transliteration from Gurmukhi to Devanagari

4.1 Letter to Letter Mapping

Both Punjabi and Hindi are phonetic languages, and their scripts represent the phonetic
repository of their respective languages. These phonetic sounds are used to determine the
relations between the alphabets of the two scripts. On the basis of this idea, character
mappings are determined. The development of the Unicode system for representing alphabets
eases the problem to some extent. With this system, every letter can be uniquely mapped to
the corresponding letter, as shown in Table 1. Taking into account the similarity of both of the
scripts, letter to letter mapping is the obvious choice for the baseline computation. Letters are

mapped using Table 1. This system is used as the baseline for improvements by the rule based
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and Soundex based approaches.

For analysis and comparison purposes, both scripts are subdivided into different groups
on the basis of types of letters, €.g., consonants, vowel symbols, vowel sounds, and other

symbols.

4.1.1 Vowel Mapping

Punjabi contains 10 vowel symbols. Hindi vowels have one to one correspondence with
Punjabi vowel symbols. There are nine dependent vowel sounds available in Punjabi as <, fo,

¢ o, 0,9, 3,98, and 5. Corresponding vowel sounds in Hindi are <T, o, <, ¢, ¢, &, &, o1,
and <. When a vowel sound comes at the start of a word or is independent of any consonant
in the middle or the end of the word, independent vowels are used. The mapping is shown in

Table 2.
Table 2. Vowel Mapping

Independent vowels Dependent vowels

Gurmukhi Gurmukhi
" oT
nr o
fe «:f’r
€
e
g 3
nf

Besides these vowels, Punjabi has two more symbols, € and €. No symbol is present in Hindi
for these two symbols. The nearest phonetic letters are 3 and T, respectively. These are used in

the letter to letter mapping scheme.
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4.1.2 Consonant Mapping

Consonant mapping is shown in Table 1, Columns 5-14. No letter in Punjabi is present for the
Hindi letters “@”, “¥”, and “@”. This means these letters can never be mapped in a letter to
letter based approach. Similar is the case for some double-sound-producing syllables, like “&7”,
“3”, and “A”. Syllables like “F” and “F” can be mapped by a rule based approach while
others like “¥”, “&7”, “®”, and “®” can be handled by the Soundex based approach discussed

in the next sections.

4.1.3 Conjunct Consonants Mapping

There are three conjunct consonants in Gurmukhi also called PAIREEN, * (“Haahaa”),

= (“Raaraa”), and = (“Vaavaa”), which are shown in Table 3.
Table 3. Sub Joins of Gurmukhi

Conjunct Consonants Punjabi Hindi English
o 953 [bulharh] qegs A person with large lips
- 3 [pritam] fraw A person name (Pritam)
< HJdl [svarag] I Heaven

The usage of PAIREEN “Haahaa™ is quite frequent in Punjabi, but the other two are very rare
in usage and are used in Sanskrit loan words. In Punjabi, they are represented by the halant
character ¢ before the consonant, which indicates that the inherent vowel is omitted. A similar
halant character is also present in Hindi, which can replace the halant character in Punjabi. It
may be noted that the actual sequence of letters is the same in both languages but the visual
sequence of letters differs (Table 4). PAIREEN “Haahaa” in Punjabi is replaced with their
full consonant counterparts, while the full consonant preceding them in Punjabi is shown in
half form in Hindi. Similar is the case with PAIREEN “Vaavaa”. On the other hand,
PAIREEN “Raaraa” takes the position below the previous consonant in Punjabi as well as in
Hindi.
Table 4. Actual Sequence of letters

g o |® |o |7 |7 |= |=33

L O O

4.1.4 Other Symbols

Punctuation marks and digits are the same in both scripts. A special character called as visarga
(©:) is present in Hindi but not in Punjabi. So, it will never be mapped in the letter to letter
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based scheme. Besides this, Gurmukhi has two separate nasal characters, Bindi (¢) and Tippi

113

(¢ ). Hindi has only one nasal character called anusvara “ ©”. In the Devanagari script,
anusvara is represented with a dot (bindu) above the letter e.g. “H”. Both nasal characters of
Punjabi are mapped to this single nasal character in Hindi. Adhak (<) is used to duplicate the
sound of a consonant in Punjabi. No such character is present in Hindi. Sound duplication is

represented by half form consonants in Hindi.

4.1.5 Problems in Letter to Letter Mapping
The total number of letters in Punjabi and Hindi are not same (Table 1). The Punjabi letters €

and € have no mapping in Hindi. Similarly, there are letters in Hindi that have no mapping in
Punjabi e.g. . These letters will never be mapped in Punjabi to Hindi transliteration using a
direct mapping method. Some letters have more than one representation in Hindi, e.g., ¥ may
be mapped to < or WM. Another problem is the use of conjunct consonant forms in Hindi. In
Hindi, a syllable may consist of a vowel, a consonant followed by vowel, or a consonant
cluster followed by a vowel. The last form i.e., when two or more consonants are used within
a word with no intervening vowel sound, is known as a conjunct consonant. Use of conjunct
consonants is limited in Punjabi. Only three letters can be used as conjuncts i.e., J, 9, and <.
Their representation is also unique. It is not a trivial task to find out which combinations of
letters in Punjabi will take conjunct consonant form in Hindi. For example, why the word 5§

[nid] (new) in Punjabi takes the conjunct consonant form in Hindi v, is not clear.

Also, the mapping of nasal consonants is not clear. Nasal consonants in initial place in a
conjunct may be expressed using the anusvara over the previous vowel, rather than as a
half-glyph attached to the following consonant. The anusvara is written above the headstroke,
at the right-hand end of the preceding character. In the list below, both spellings are correct
and equivalent, although anusvara is preferred in the case of the first two: [ = TZT, TSATET =
T, Bt = 2=, a7 = 9%, Anusvara is still applied when previous character has its own
vowel sign. If the vowel sign is [aa], the anusvara appears over the [aa], e.g. TTElT€l or
EIEEH

Similarly, the position of the character “¥” is not specific. It can be used as consonant,
subscripted consonant, or can take a position above a consonant or diacritics, and it is
typically displayed as a small mark above the right shoulder of the last letter in the syllable. It
is not clear how the character 9 [ra] in Punjabi will map to which form in Hindi, e.g., the three
cases where mapping of 3 is not clear are: from 3JdaH [tarkash] (arrow-holder) to TTH, from
233 [varat] (fast) to @, and from §33&[bartan] (utensil) to T,
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4.2 Rule Based Approach

Character mapping alone is not sufficient for a Punjabi to Hindi machine transliteration
system. Quite a reasonable improvement can be achieved by small amount of dependency or
contextual rules. These rules are manually crafted with the help of a linguist by observing the
problems in the direct mapping system. This section discusses such rules for alleviating some
of the problems discussed in the previous section. Ideally, the rule set must contain all of the
rules required by the system to perform, but practically it is not possible to construct such a set.
About 11 rules are identified that are applicable on the source text and about 8 rules are
identified that are applicable on the target text. We tried to cover all the possible cases but still
we may miss some of them. Moreover, new rules can be added when identified. The rules go

as follows:
1. Letters whose mapping is not available in Hindi :

a. © and € are two such letters whose corresponding Hindi letters are not available. They
are replaced by their most phonetically equivalent letters, i.e., 3 and ¥ respectively.

Formally, the rule goes like this
if inpt_str contain “€” then replace it with “3”
if inpt_str contain “€” then replace it with “g”

b. A character adhak “©® is present in Punjabi and used to show the stress on the next
character. No letter in Hindi is present to represent this character. Nevertheless, the
purpose is served by placing a half character before the stressed character, e.g., “Had”
[sakkar] (jaggery) is transliterated as “ST&¥’[$akkar]. There is an exception for this rule.
If the next character of adhak “c”

half #[ka] is placed, e.g., “H4<=” [makkhan] (butter) transliterated to “HeF&=" [makkhana].

Also, if the next character is & [ccha], then the half character is replaced by a half =, e.g.,

is ¥ [kha] then, instead of placing a half character, a

as in “H&d” [macchar] (mosquito), which is transliterated to “H==” [macchar]. Similarly,
if the next character is U [dha], then the half character is replaced by a half 3, e.g., as “g0”
[baddh] is transliterated as 9. Formally, it is
If current_char = “S” then
If nxt_char= “Yd” then
map “¢ “ to “F”
else if nxt_char=“&” then
map “%“ to “T”
else if nxt_char= “T” then
map “J * to “g”
else
map “<“ to nxt_char & “<”
end if
end if
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2. Bindi and Tippi both are used to produce a nasalized sound in Punjabi. There is only Bindi
(anusvara) present in Hindi to serve the same purpose. Tippi can be successfully mapped to
Bindi in Hindi. A special case is when the tippi “ <" [m] is followed by “&” [na] or “€” [da],
then it is replaced by a half “A”, as in “d&3” [kannar] (Kannad) “F=” [kannar]. If, however,
it is followed by “8” [ba], then it is replaced by a half “H”, as in “Hafga” [mdzmbik]
(mozambique) “HTSTFa%”. Formally, it is

If current_char = “<"” then
If nxt_char=“&” then
map “2"“ to “q”
else if nxt_char= “g” then
map “2"*“ to “Hq”
else
map “o"“ to “c”
end if
end if

3. The presence or absence of the diacrtic mark “f>” in the target string is effected by the
character J [ha] in Punjabi. When T [ha] in the input string is followed or preceded by the o
[i] mark, fo [i] is translitrated differently. In this case, J [ha] is followed by f then f© is
ommited from the transliterated text, €.g., HfJd [shahir] (city) is transliterated to ¢TE<. On the
other hand, if T [ha] is preceded by fo, then f© is mapped to © in the transliterated text, e.g.,
93 [sihat] (health) is transliterated to ﬁgﬁ Formally, it is
If current char = “J” then
If nxt_char= “f>” then
Omit “f>” in target string
else if prev_char= “f©” then

@y

map “fo” to
else
map “fo” to “fo”
end if
end if
4. Another rule deals with transliteration of letters »d [ar]. If this combination appears at the
final position in a word, then, instead of mapping ™ [a]to 31, this letter is mapped to 7., e.g.,
=g [biar] (bear) is transliterated to STaT. Formally, it is
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If last two char = “"d ” then
map ‘M to “I”
else
map “M” to “”
end if
5. If ™ is in the last position, then it is replaced by T as in i [pria] — 91 Formally, it is
If last char=‘M " then map ‘“M” to “T”
6. If €t is in the last position, then it is replaced by I, e.g., in T AU [vajapai] (Vajpai)-
TSIt Formally, it is
If last_char = “g}” then map “€t” to “It”
7. If € is in the last position or the 2™ to last position, then it is replaced by T, e.g., in THHSE
[galili5] (galilio) — ITefferaT. Formally, it is
If last_char = “6” or second_last_char=“G” then map “€” to “=1”

8. A rule for plural forms of Punjabi words calls for changing the vowel sign of the last
chararcter. It says that, if the last characters are ©T ¢, then ©T is mapped to ©T in Hindi, e.g.,
fagrat [kitabam] (books) is transliterated to ThaTaii[kitabo]. Although this is a case of
translation where the root f&3mg [kitab] is the same in the two languages and gets inflected by
the rules in respective languages, this case can be handled at the transliteration stage.
Formally, it is

If last_two_char =“cTS” then  map “OT” to “OT”

9. Similarly, if the last positions are occupied by ™ [am], then ™ [a] is mapped to T, e.g., Hixt
[shishiam] (bottles) should be mapped to fTefi=T rather than <ftefisti. It is worth mentioning
here that both of the spelling variants are acceptable in general to Hindi speakers but the

former is preferred. Formally, it is:
If last two_char = “™™ then  map “M” to “T”
10. The character & [ik-onkar] is replaced by string “Te (T, Formally,
If char = “¢3” then ~ map “@3” to “UH AFHL”

11. The letter “=” [n] is converted to “A” if it is a last consonant in a word, e.g., in fgeT [kahina]
(to say) the letter < is converted to T when transliterated to produce “Fg-T1".
If last_consnt=“T” then  map “T” to “T”
The above rules are applicable for the character sequence found in the source script. Table 5
describes some rules that are applicable to the character sequence found in the target script, i.e.

Hindi. We can find a probable character sequence using the letter to letter mapping approach.

These rules then can be applied to these probable strings. Every row of Table 5 gives the
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replacement rules for a character combination found in the probable string. For example, for a
source script word fe€ [viu] (view), the letter to letter mapping approach produces a probable
string T3, which is converted to =] by applying the rule from the following table. Formally, it
can be described as follows:

For each chr_seqnce in table
If chr_ seqnce present in input string then
Replace chr_ seqnce to corresponding seqnce from table

Table 5. Replacements in transliterated text

nfagn "o e [viu}-fas —=1

"fag "o fs€ [nia]- = - =1

S noA" fg&ar [biora]- fareieT — =T

nSrar rfoaT Sdtn [koria]— HIETST — HIRAT

" Syap nfoan S [korian] — T — FITAT
g "o IHTES [ramain] — THTSIT — THTHOT
n S noAT" G [tokio] — TR — 2T

e "o fimfas[siacin]— s — =rfee

4.3 Soundex Based Approach

Considerable improvements are noticed over the letter to letter mapping approach when using
the rule based approach, but still some problems persist. Although we tried to cover the
maximum number of rules, still there are cases for which no rule applies. Letters or syllables
not available in Punjabi but present in Hindi, 3, & ,3 ,% ¥, etc. are still unhandled. The
syllables having double tones in Hindi, like 3 is a combination of sound of consonant “T” /r/
and vowel “fo” /i/, are represented in Punjabi with the help of two letters, like the consonant
“g” /r/ and vowel “fo/i/. There is no means to find when these two letters in Punjabi will map
to corresponding letters “f¥” or to a single syllable “&” in Hindi, e.g., consider following
cases.

Case:  fagam(riksha) [rickshaw] > f=FarT

Case II:  fawfl(rishi) [cleric] > &
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In Case I, the letters f are mapped to ¥, whereas, in Case II, they are mapped to . Also, the
rule based approach is deficient in producing the half form of letters and some other letters, as
discussed in the previous section. For generating these characters, the Soundex technique is
employed. Soundex is a phonetic matching technique. The Soundex algorithm was designed
by Odell and Russell (1918) to find spelling variation of names. It represents classes of sounds

that can be lumped together. Two names match if they have the same Soundex representation.

Back in 1918, Odell and Russell proposed Soundex, the first phonetic encoding for
English to be used in the US census. Soundex partitions the set of letters into seven disjoint
sets, assuming that the letters in the same set have similar sounds. Each of these sets is given a
unique key, except for the set containing the vowels and the letters h, w, and y, which are
considered to be silent and are not taken into account during encoding. For example, both
realize and realise have been encoded to ‘R-420’ in Soundex encoding, which works well for
trivial cases, but fails to give same code to words where letters change its pronunciation in
different contexts. For example, knight, night, and nite are similar sounding words but

Soundex does not give the same code to these words.

For Punjabi to Hindi transliteration, the Soundex concept is extended for searching for
the correct spelling variant of a given transliteration. The Soundex codes are assigned to the
Hindi characters based upon their phonetics i.e., similar sounding characters get the same code,
e.g., both 9T and @ have the same sound, thus, they get the same code, 44. The akharas having
single graphemes get the code according to the sounds they produce, €.9., & is a combination
of sound of consonant “¥” /r/ and vowel “f©” /i/, so it gets the code of these two letters, i.e.
4149. The code table is shown in Table 6. Codes in this table are selected in such a way that
similar sounding letters get the same code. We start with independent vowel sounds whose
code ranges from 1 to 5. For consonants, we start from two digit codes, i.e. 11 to 47.
Thereafter, we code the dependent vowels and some other miscellaneous letters. Unlike
Soundex code, which consists of a letter (the first letter of the string) followed by three
numerical digits encoding the remaining consonants, all characters of the Hindi string are
coded into digits. This ensures matching in case the first letter does not match. From the
transliterations produced by the previously discussed methods, the correct spelling variant is
searched using Soundex codes as described in the following lines. Let H be a set of equivalent
Hindi words and TH be a transliteration produced by the machine transliteration step. A
relevant h from H is selected by comparing phonetic similarity between H and TH. For
implementation purposes, we make a unigram table from a corpus of about 1 GB size obtained
from the Internet. Unigram contains about 150,000 unique words along with their frequency in
the corpus. The codes are generated for each of the word in unigram using Table 6. For the
comparison, letters in TH are converted into phonetic code using the mapping table as

described in Table 6. Then, this code is looked for in a unigram table. The unigram table may
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produce more than one candidate. The candidate with maximum frequency is selected as the
correct variant of the given TH produced by the machine. For example, consider the word
“ZdTec” [daraphat] (draft) written in Punjabi. The string “STTh<” is produced by the baseline
module. The code 2541483623 is generated for this string, as shown in the following table.

S z oT k2 z

25 41 48 36 23

This code is looked for in a unigram database. This database contains two entries against this
code, i.e. ST and SU%E with frequency 12 and 8. The string with higher frequency is

selected as the correct output for this input.

Table 6. The coding scheme for Hindi text

<) 1 £l 17 q 34 oT 48
At 1 ] 18 T 35 of 48

T 2 S 19 % 36 fo 49

B 2 T 19 % 36 & 49

3 3 Bl 20 q 37 O 50
& 3 £l 21 T 38 S 50
q 4 El 22 ) 39 Q 51
Ly 4 T 23 T 40 Q 51
A 5 3 24 T 41 d 52
3 5 T 25 £ 42 3 52
® 11 S 26 T 42 Sord |53
ED 11 ] 27 > 42 0 54
) 12 z 28 T 43 ® 55
g 13 o 29 ) 44 £y 4149
g 13 T 30 v 44 £y 4149
T 14 I 31 <1 45 QorQ 4149
El 14 T 32 q 46 5 4441
q 15 q 33 g 47

£ 16
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5. The Experiment

In this section, we describe the evaluation of our models on the task of Punjabi to Hindi

transliteration.

5.1 Data

A provocative question for evaluators is the type of test material that should be adopted for
evaluation. Balkan (1994) describes three types of test material, viz. test corpora, test suites,
and test collections. While test corpora is a collection of naturally occurring texts, a test suite
is a collection of artificially constructed inputs, where each input is designed to probe a
system's treatment of a specific phenomenon or set of phenomena. A test collection is a set of
inputs associated with a corresponding set of expected outputs. Test suites and test corpora are
extensively used for evaluating various systems involving NLP, while test collections are

rarely used.

Users can make their own test suites, and such test suites are helpful for checking the
improvement of an MT system. For two competing systems, however, test suites are not
considered a good method of assessment. It is difficult to interpret the result that both systems
transliterate same percentage of text but fail on different sentences. How to design a test suite,
the cost of constructing it, and what sort of sentences/words should go into a test suite are
some other issues discussed by Arnold (1995). There are several issues involved in the
selection of a set of words for a comprehensive evaluation. For example, the set could be
constant, variable, or a mixed one; the collection of words may be domain-specific or generic.
It is obvious that there is no guarantee that even the bulkiest sample will include all of the
possible words of the source language. Some suggestions as to what should go into a test suite
are discussed in Hoard (1991). Some empirical evidence is present in literature to answer the
question of how much text to include in a test suite. Although this evidence is not for
transliteration system, it can provide insight for this system as well. Elliott et al. (2003) tried
to prove the general hypothesis that more text would lead to more reliable scores. Based on an
empirical assessment of score variation, the authors estimate that systems could be reliably
ranked with test suite of around 14,000 words. Zhang & Vogel (2004) also studied the
influence of the amount of test data on the reliability of automatic metrics, focusing on
confidence intervals for BLEU and NIST scores. Their results show that BLEU and NIST
scores become stable when using around 40% of the data (around 40 documents or 300
sentences), although stability is defined here in terms of the distance between scores of
different systems. Estrella et al. (2007) shows that, for human or automatic evaluation, about
five documents from the same domain-with 6,000 words-seem sufficient to establish the
ranking of the systems and about ten documents are sufficient to obtain reliable scores.
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For this experiment, a benchmark sampling method is used to select the set of words.
Unicode encoded text is used in Punjabi as well as Hindi, as it eliminates the need of
normalizing the text. If text is in font encoded form, then the ASCII code for a given character

)

may vary. For example, under the AnmolLipi font, the Latin character ‘A’ would appear as
“o’. Conversely, under the DrChatrikWeb font, it would appear as ‘G”. Unicode encoded text
provides a unique way of representing a character; hence, it eases the task of mapping letters
from different alphabets. We tested on people names, location names, and foreign words in
Punjabi. The list was prepared manually by typing the names and terms from telephone
directories, census records, etC. and partially obtained from manually searching the Internet.
We tried to include the maximum possible variety of words in the set. The words are further
categorized as Punjabi names, Hindi names, English names, and other foreign names/words. It
is worth mentioning here that quite a number of English words are adapted into the Punjabi
and Hindi languages, so we categorized them separately from the foreign words, which are
words from other languages. The list contains about 3500 person names, 1500 location names,

and 1000 foreign words.

5.2 Evaluation Methodology
The following combinations of approaches are tested for Punjabi-Hindi transliteration task.

Baseline: As a baseline for our experiments, we used a simple letter to letter based approach that
maps Punjabi letters to the most likely letter in Hindi. We call it CASE-L.

Baseline followed by Rule Based Approach: Some hand crafted rules are studied for the
improvements in the letter to letter based mapping system. This system is called CASE-II.

Baseline followed by Soundex Approach: The Soundex approach is applied to the output of
the baseline method. This is termed as CASE-III.

Baseline followed by Rule Based followed by Soundex Based Approach: Both the rule based
and Soundex approaches, consecutively, are applied to the output of the baseline method. This is
termed as CASE-IV.

Baseline followed by Soundex Based followed by Rule Based Approach: Both the Soundex
based and Rule based approach, consecutively, are applied to the output of the baseline method.
This is termed as CASE-V.

Human: For the purpose of comparison, we allowed an independent human subject (fluent in
Punjabi and native speaker of Hindi) to perform the same task. The subject was asked to
transliterate the Punjabi words in the test set without any additional context. No additional
resources or collaboration were allowed. This output was used as the gold standard for checking

the system's performance.
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5.3 Evaluation Metrics

Often, more than one transliteration is acceptable for any input string. Using one gold standard
may prove to be too rigid for measuring accuracy. On the other hand, including more than one
correct transliteration complicates the computation of the evaluation score. Also, there is no
one exact transliteration of a foreign word, so a soft standard is required to indicate the
closeness of output to the gold standard. Levenshtein distance is used for this purpose. The

metrics are described as follows:

Word Accuracy Rate: It is defined as percentage of correct transliteration from the total

generated transliterations by the system.

Average Levenshtein Distance: This is the average of Levenshtein distances between the
transliterated word and reference word. Levenshtein distance is a measure of similarity of two
strings. The distance is the number of deletions, insertions, or substitutions required to transform
the source string to the target string, e.g., transforming from the source string T@TATT, which
results from the direct transliteration of feuf3w™3 [ikhtiar], the correct target string T@<ITT can
be produced by deleting & from @, adding halant (<) to T, and replacing 3 with . Thus, the
Levenshtein distance is 3.

While Levenshtein distance captures the performance of a system at character level,
word accuracy rate is used to capture the performance at word level. A word may have
non-zero Levenshtein distance but still may be accurate. Lower Levenshtein distance value
implies that, although the result is not the same as that of the gold standard, it is still
intelligible.

6. Evaluation Results

The experiment was performed on the prepared list. The results of this experiment follow.

Table 7. Word Accuracy Rate and Avg Lev Dist. of Fivr Cases

CASE-I CASE-II | CASE-III | CASE-IV | CASE-V
WAR 73.13% 78.88% | 86.72% 92.65% 87.15%
ALD 0.61 0.32 0.39 0.10 0.37

The baseline model produced a 73.13% accuracy rate. The rule based enhancement and
Soundex based enhancement shows the improvements in performance with Soundex prove to
be better than rule based. It is observed that CASE-V, i.e. Soundex followed by rule based,
does not provide much improvement. This is because in the literature, the Soundex approach
is largely discussed as a spelling correction method. Thus, it performs better on refined text,
i.e. the output generated by the rule base, and fails to perform on raw input. Similarly, the
average edit distance of different cases is shown in Table 7. The average edit distance of
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CASE-III is increased from CASE-II then decreased with WAR increasing, as evident from
Figure 2. This is because the human evaluator has marked some spelling variations correct.
That is, for the name AfdEd (Surinder), the three transliterations produced by CASE-I, Case-II,
and Case-III are gRaY, FR7a¥ and RF, respectively. The human evaluator marked all of
these as correct. Nevertheless, as Levenshtein distance is measured against a gold standard,
which is ﬂﬁ?{ in this case, CASE-III shows an increase in this parameter despite increased
word accuracy. The word accuracy rate for CASE IV, i.e. the Base + rule + Soundex approach
is found out to be 92.65% and Avg. Levs. Dist is 0.10. These figures are the highest among all
the cases and verify the suitability of the approach.

100 0.7
90 +
80 + 06
70 + T05
60§ 104}
@ 50+ a
< wl RE
30 + + 0.2
20 +
10 | 101
0 } 0
0 0 0 0 0 =—WAR
> > > > >
%] » » n » —e—ALD
o L L z =

Figure 2. Word Accuracy Rate and Avg Lev Dist. of Five Cases

The breakdown of the figures is shown in following tables.

Table 8. WAR and ALD for person names, location names, and foreign words in all

cases
Person Name Location Name Foreign Words
WAR (%) | ALD WAR (%) ALD WAR (%) | ALD
CASE-I 75.85 0.59 67.10 0.61 63.50 0.64
CASE-II 86.9 0.23 79.8 0.24 69.8 0.50
CASE-III 88.5 0.41 81.7 0.51 89.8 0.26
CASE-IV 92.8 0.1 91.45 0.1 93.8 0.09
CASE-V 88.78 0.39 82.7 0.48 90.01 0.24
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Figure 3. WAR for person names, location names, and foreign words in all cases
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Figure 4. ALD for person names, location names, and foreign words in all cases

The word accuracy for words whose origin is also Punjabi is 86.6 in the baseline model and
shows the similar trend in other cases, as shown in Table 9. The improvement in all cases is
registered with maximum for Hindi and English languages.

Table 9. Word Accuracy rate and Avg. Lev Dist according to origin of
source language of input word

Punjabi Word | Hindi Word | English Word | Foreign Word

WAR | ALD | WAR | ALD | WAR | ALD | WAR | ALD

CASE-I 86.6 | 041 | 6354|076 573 |0.83 |80.1 |0.39

CASE-II | 91.6 |0.12 | 70.15| 0.44 | 63.4 | 0.60 | 83.9 | 0.25

CASE-II | 90.1 | 0.36 | 83.29 | 0.46 | 853 | 0.35 | 90.05 | 0.21

CASE-1IV | 954 | 0.06 | 899 | 0.14 | 922 | 0.10 | 93.37 | 0.08

The accuracy in the baseline model for Hindi and English is quite low because the baseline

model cannot capture the half form representation of letters. As there is no half form in
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Punjabi, a Hindi name, when spelled in Punjabi, uses the full form of the character instead of
its half form. For example, the name 2+ (Inder) when spelled in Punjabi will look like f&&a
[indar]. Here, the half form of 7 and ¥ in the Hindi name are represented by (tippi-a character
for nasal sound) and 3, respectively. When this form is transliterated by the baseline model, it
will produce 2%, which is incorrect. Similar is the case with English and other foreign words.
So, due to the character gap in Punjabi and other languages, the word accuracy rate for the
baseline is low. It is also interesting to note that when words that are originally from Hindi and
used in Punjabi are transliterated back to Hindi, the accuracy rate is lower than other types of
words (for Cases III and IV). The reasons are twofold. First, Hindi words written in Punjabi
are an approximate transliteration of the original Hindi word in Punjabi. Depending upon the
perception of the transliterator, a Hindi word may have more than one representation in
Punjabi, €.g., the Hindi name 3T=TAT (Acharya) can be represented in Punjabi as “»raramt ”,
“ wrgrdtt 2, < wgrdhfT 7, and “ wETamT . Only the first representation, when again
transliterated back into Hindi, converts to the correct representation. Other representations are
converted into such strings by baseline and rule based modules that they have no match in the
unigram table, making the Soundex module inefficient. Normalization of spellings at the
source by a similar Soundex approach may improve the results.

Table 10. Breakdown of Word Accuracy rate and Avg. Lev Dist for person names,
location names, and other words according to origin of source language of

input word
Punjabi Words | Hindi Words English Words | Foreign Words
WAR | ALD | WAR | ALD | WAR | ALD | WAR | ALD
Person 869 | 04 |6392] 077 | 7951 | 059 | 82.78 | 0.39
Name
CASE-1 | Location | o0 ot 060 | 67.00 | 048 | 4230 | 123 | 73.68 | 026
Name
Other 87.02 | 027 | 30 13 | 5221 | 083 | 66.66 | 0.55
Words
Person 91.6 | 0.12 | 70.49 | 0.43 | 8433 | 032 | 8741 | 024
Name
CASE-TT | Location | gy 15 1 014 | 7595 | 034 | 57.69 | 061 | 73.68 | 026
Name
Other 91.8 | 0.11 | 29.04 | 125 | 56.63 | 0.71 | 66.66 | 0.33
Words
Person 914 | 035 | 83.14 | 0.14 | 9036 | 034 | 90.72 | 023
Name
CASE-iT | Location | oo 41 056 | 8228 | 029 | 6538 | 090 | 9473 | 0.05
Name
Other 9230 | 022 | 90.1 | 03 | 8761 | 023 | 88.88 | 0.33
Words
CASE-1v | Person 958 | 0.05 | 89.7 | 0.12 | 95.18 | 0.08 | 947 | 0.08
Name
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Location | o) 24 | 008 | 91.14 | 0.14 | 8653 | 011 | 9473 | 0.05
Name
Other 95.41 | 0.05 | 90.8 | 025 | 9247 | 0.10 | 88.88 | 0.11
Words
Person 914 | 032 | 85.14 | 0.15 | 8836 | 033 | 89.72 | 0.1
Name

CASE-v | Location | 7¢4 | 054 | 828 | 028 | 6738 | 085 | 9423 | 0.05
Name
Other 926 | 021 | 91.1 | 031 | 86.94 | 021 | 89.28 | 0.3
Words

The system also benefits from the spelling correction capability of the Soundex method. It can
improve the results by selecting the correct output for a given wrong input, €.g., for the input
WMEUH (correct is MaUH [anupam]), the Soundex method selects the correct variation ST{IH
instead of TH. On the other hand, at times it selects the wrong target word, €.g., for input
&< [kaint] (cantt) the correct output is 2 but the Soundex method selects F2 as output.
Another problem with the Soundex based approach is that it is dependent upon the unigram
table. Although this table is generated from a large amount of data, still it is not exhaustive.
New terms and names are coined every day, and these need to be included in the unigram table
regularly. If the data is not present in this table, then the system fails. Such cases, however, are
few and overall accuracy of the system improves with the combined approach of baseline +

rule based + Soundex based approach.

7. Conclusion

The results show that following the rule based followed by Soundex approach produces the
best results and the words can be transliterated with considerable accuracy. A fully accurate
transliteration system is not possible due to the inherent problems, missing corresponding
letters in two scripts, conjunct form, etc. Although it is possible to transliterate across the
scripts preserving the basic sounds of the source language, there will be some variations
because the word in the source script may be pronounced somewhat differently in the target
script, as per local conventions in each region. This results in more time required by the users
to interpret the word in the context of original language from which the word comes. The
transliterated text will be correctly understood only if the reader has knowledge of the
conventions used for representing sounds in the source script. The aim of the module at least
is to present a nearest possible transliterated text to the user instead of going blank to such
words. This module is successfully used for transliterating proper nouns in Punjabi to Hindi
machine translation system and in the Cross Language Information Retrieval system

“PunjabiKhoj,” which is a search engine for Punjabi language.

Although the system performs well, still there is room for improvement. Transcription

rules based upon IPA and statistical models will be considered in the future. Testing of the
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system on precision, recall, and F-score is on our future agenda.
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Abstract

It is shown that the enormous improvement in the size of disk storage space in
recent years can be used to build individual word-domain statistical language
models, one for each significant word of a language that contributes to the context
of the text. Each of these word-domain language models is a precise domain model
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short cache. Our individual word probability and frequency models have been
constructed and tested in the Vietnamese and English languages. For English, we
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used a priori and a posteriori approaches. Finally, we explain adjustment of a
previously exaggerated prediction of the potential power of a posteriori models.
Accurate improvements in perplexity for 14 kinds of individual word language
models have been obtained in tests, (i) between 33.9% and 53.34% for Vietnamese
and (ii) between 30.78% and 44.5% for English, over a baseline global tri-gram
weighted average model. For both languages, the best a posteriori model is the a
posteriori weighted frequency model of 44.5% English perplexity improvement
and 53.34% Vietnamese perplexity improvement. In addition, five Vietnamese a
posteriori models were tested to obtain from 9.9% to 16.8% word-error-rate (WER)
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1. Introduction

A human is able to work out the precise domain of a spoken sentence after hearing only a few
words. The clear identification of this domain makes it possible for a human to anticipate the
following words and combination of words, thus, recognizing speech even in a very noisy
environment. This ability to anticipate still cannot be replicated by statistical language models.
In this paper, we suggest one way that significant improvement in language modeling
performance can be achieved by building domain models for significant words in a language.
The word-domain language model extends the idea of cache models (Kuhn & De Mori, 1990)
and trigger models (Lau, Rosenfeld, & Roukos, 1993) by triggering a separate n-gram
language model for each significant word in a cache and combining them to produce a

combined model.

The word-domain models are built by collecting a training corpus for each significant
word. This is done by amalgamating the text fragments where the word appears in a large
global training corpus. In this paper, the text fragments are the sentences containing the
significant words. Sicilia-Garcia, Ming, and Smith (2001, 2002) have shown that larger
fragments are not needed. We define a significant word as any word that significantly
contributes to the context of the text or any word that is (i) not a stop word, i.e. not an article,
conjunction, or preposition; (ii) not among the most frequently used words in the language,

EEINT3 EE T3

such as “will”; and (iii) not a common adverb or adjective, “now,” “very,” “some,” efc.

All other words are considered significant, and a corpus is built for each. A statistical
language model is then calculated from this corpus, i.e. from all of the sentences containing
the word. Therefore, the model should be able to represent the domain of that word. This
approach entails a very large number of individual word language models being created,
which requires a correspondingly large amount of disk storage; previous experiments by
Sicilia-Garcia, Ming, and Smith (2005) were done on twenty thousand individual word
language models, which occupied approximately 180 GigaBytes. Thus, this tactic is feasible
only given the relatively recent increase in affordable hard disk space. These word models
gradually developed from the PhD work of Sicilia-Garcia 1999-2005. Almost at the same time
as her research, similar research work was done by Blei, Ng, and Jordan (2003); they
originally started from the ideas of Hofmann, Puzicha, and Buhmann (1998) and from
Hofmann (1999).

The remaining sections are organized in the following way. First, we discuss the

weighted average model our developed approach lies upon. Then, we discuss both the

probability models - including linear interpolation and the exponential decay model - and the
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weighted models, such as the weighted probability model, weighted exponential model, and
linear interpolation exponential model with weights. Then, we discuss their corresponding
frequency models and we discuss a priori and a posteriori testing methods. Following this, the
corpus, experiments, and results are shown for the probability models, for the frequency

models, and for a posteriori models. Finally, we provide some conclusions.

2. The Language Models

Experiments had shown that we needed to combine the global language model with the
individual word-domain models in order to obtain good results. (This may be due to the
limited size of the global corpus in our tests, which was 40 million tokens.) So, we first built a
language model for the whole global corpus. Frequencies of words and phrases derived from
the corpus and the conditional probability of a word given a sequence of preceding words
were calculated. The conditional probabilities were approximated by the maximum
likelihoods:

f(wli) _ S (wew,w;)
f(Wf;l) F(w-wiy)

Py (Wi‘Wf_l): )

where f (wf) is the frequency of the phrase wj' =wy..w

1w, in the text. These

probabilities were smoothed by one of the well-known methods, such as Turing-Good
estimation (Good, 1953) or the Katz back-off method (Katz, 1987). Although any of these
could be used in our experiment to demonstrate the principle of our multiple word-domain
models, it was convenient to use the empirical weighted average (WA) linear interpolation
n-gram model (O’Boyle, Owens & Smith, 1994) because of its simplicity. It gives results
comparable to the Katz back-off method but is much quicker to use. The weighted average

probability of a word w given the preceding words wy...w,.w,, is:

m
HoPur (W)+ 2 4P, (W‘Wfrl1+1—i)
Ba (w]t" ) = L @
2
i=0

where the weighted functions (in the simplest case) are given by
to=1n(T) and s =Ln(f (W) 2 3)

where 7' is the number of tokens in the corpus and f (w,’g +1_,~) is the frequency of the

sentence wy,1.;...w,, in the text. The unigram maximum likelihood probability of a word is:

Py (w) Z@ 4)
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The language model defined by Equations (2) and (4) is called the global language model
when trained on the global corpus. The creation of a language model for each significant word

is formed in the same manner as the global language model.

3. Probability Models

We need to combine the probabilities obtained from each word-domain language model and
from the global language model in order to obtain a combined probability for a word, given a
sequence of words. One simple way to do this is a mathematical combination of the global
language model and the word language models in a linear interpolated expression as:

P(w|wf’)=ﬂ.GPG(w|wf’)+.an‘iil-I§ (W Wln) )
i=

where Ag + %@ =1 and F; (w‘wln ) is the conditional probability of the word w following
a phrase wl...%vn_l,w,, in the global language model, P;is the conditional probability in the word
language model for the significant word w;, A; is the correspondent weight, and m is the
number of word models that are included. Ideally, the A; parameters would be optimized using
a held-out training corpus; however, this is not practical as we do not know which

combination of words w; will arise in the cache. So, a simpler approach is needed.

3.1 Linear Interpolation

A simple method of choosing the A-values is to give the same weight to all of the word
language models but a different weight to the global language model and to put a restriction
on the number of word language models to be included. This weighted model is defined as

WF)JI‘”U;Z;@(W W;f)} (©6)

m

o

wln) =A.FPg (w

and A and m are parameters that are chosen to optimize the model.

3.2 Exponential Decay Model

A method was developed based on an exponential decay of the word model probabilities with
distance since a word appearing several words before the target word will generally be less
relevant than more recent words. Given a sequence of Vietnamese words, for example,
« Toi da tri giao véi HUL» (meaning “I had friendly relations with HUI”) in Table 1,
where 5, 4, 3, 2, 1 represent the distance of the word from the target word “HUI”. The words
“tri” (relation) and “giao” (friendly) are significant words for which we have individual word
language models.
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Table 1. An explanation of distance of words.

Toi da tri giao vl HUI
5 4 3 2 1

This model for the word w, where w represents the significant word “HUI,” is as follows:

) Py (w‘wln)+Pm (W‘wl").exp(—3/d)+Pgiao (w‘wln).exp(—Z/d)
n\—

" 1+exp(-3/d)+exp(-2/d) @

P(w

where Py w‘wf’) is the conditional probability of the word w following a phrase wi,w,...w,

in the global language model and F,

i w‘wf’) is the conditional probability of the word w

following a phrase wy...w,.1w, in the word language model for the significant word “tri”. The
same definition applies for the word model “giao”. d is the exponential decay distance with

d=5, 10, 15, etc. A cache or cut-off is introduced in the model
if [ > cache => replace exp(-//d) by 0

where / is the distance from the significant word to the target word.

3.3 Weighted Models

In the two methods above, the weights for the word language models were independent of the
size of the word training corpora or the global training corpus. So, we introduced new weights
to these models that depend on the size of the training corpora. These weights are functions of
the size of the word training corpora, i.e. the number of tokens of the training corpora T;.

Examples of the weights can be seen in Table 2.
Table 2. Some of the weights in weighted models.
Weights
Ln(1+LnT;)
Sqri(LnT;)
LnT;
Sqri(T))
T/LnT;
T;
TiLnT;
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An obvious weight to use is a log function to match the information theory, but other weights
were also tried. All of these weights are studied in order of weight difference as 7; increases,

from the largest difference to the smallest. Their relationship can be seen in Figure 1.

1000 3
3 — TiLnTi
1 —Ti L—
L0o | Ti/LnTi
5’ SqrtFTl)
g ] LnTi
§ ] Sqrt(LnTi)
=10 // Ln(1+LnTi) [~
1 T T T T TTTT T T T TTTTTT T T T T TTTT

—_
(=)

100 1000 10000 100000
log(Ti)

Figure 1. Value of the weights used in these models.

3.3.1 Weighted Probability Model

The weighted probability model is based on the idea that the weight given to a word language
model should depend on the size of the training corpora. It is described as follows:

wf“)

P Fo (W‘Wf)+ S P (W

i=1

P(w‘wln): ®)

ﬂG"'%ﬂi

where [ is the weight for the global language model and f; is the weight for the word model
for the word w;. We give more weight to those word models with a small training corpus as
they represent models for the less frequent words, which have the most information. The
weights used are functions of the size of the word training corpora in Table 2, that is, of the
number of tokens of the training corpora 7.

3.3.2 Weighted Exponential Model

The weighted exponential language model is a combination of the weighted probability model
and the exponential decay model. Each language model has two functions: one is the
exponential decay, in terms of the distance from the significant word, and the second function

is a weight, depending on the size of the word training corpora. We define this model as:
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Lo B (W‘Wf’)+:21ﬂl~.exp(—);]}’i (w‘wf’)

©

Wl”):

where x; is the distance from the word w; model.

Ba +§:1 ﬁrexp(—gj

3.3.3 Linear Interpolation Exponential Model with Weights

Finally, we decided to try another model that is based on a combination of all previous
methods. Based on the idea that the global language model could be weighted in a different
way from the word language models, the probability of a word given the previous words is:

< Xi n
e
o] )
i=1 d

This is equivalent to combining all of the methods seen previously into one model, which we

(10)

P(W‘Wln ) =AP; (w

call the linear interpolation exponential model with weights.

4. Frequency Models

Instead of combining probabilities to obtain a dynamic language model, it is also possible to
combine frequencies before calculating probabilities, i.e. a revised maximum likelihood. To
do this, replace Equation (1) with:

A fo W)+ 3 2 f0uh)
il (11)

i1
Py (w; w7 =

A S+ fl A fwi

This can then be combined using the WA model in Equation (2). This simple method is
automatically normalized, and it is easy to implement and fast to execute. The choice of A is
still critical but cannot be optimized from a held out corpus. For the frequency model, we also

combine the frequencies using the same methods that are used for probabilities.

4.1 Linear Interpolation Frequency Model

The linear interpolation model applied to the frequency is defined as:
1-4)| m
S (W) = g (wiwa-iny ) = .S (wf’)+(—m){z A )} ifm>0 (12)
i=1

where fg (Wln ) is the frequency of the phrase wy, w,...w, from the global model, f; (wl” )
is the frequency of the phrase wy, w,...w, from the word w; model, and m and A>0 are chosen
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parameters.

4.2 Exponential Decay Frequency Model

A method was used based on an exponential decay of the frequencies:

ran (1) = g (wgeon,) = f (o1 )+ 2 GXP[—%]/’[(W{’) (13)

4.3 Weighted Models

We introduce new weights to these models; they are functions shown in Table 2.

4.3.1 Weighted Frequency Model

The weighted frequency model is a mathematical combination of the word language models

with the global language models. The frequency for this model is defined as follows:

g (W)= i (sw,) = B () + 2 Bt (o (14)

4.3.2 Weighted Exponential Decay Frequency Model

As can be seen from the previous section, the frequencies are weighted depending on the size
of the training corpora only. In this model, the exponential decaying factor is added to these
weights. The new weighted exponential frequency becomes:

Jrm (Wln):fFM (W1W2~~~Wn)=ﬁGfG(W1n)+ %ﬂrexp(—%Jﬁ(Wf') (15)

5. Testing Methods

Perplexity is a well known measure of the performance of a language model (Jelinek, Mercer,
& Bahl, 1983). We calculate the perplexity of each sentence, WI" , by

P(w}') = POS)P(wy [ w)...P(w, |9 ™) (16)
and the perplexity of a sentence by
m
PP(w') = exp[—i > Ln(P(w; | wlwz...wl-_l))j (17)
i=1

where m is the number of words in the sentence.

There are two methods of calculating the constituent probabilities on the right hand side
of Equation (17) using the word domain language models, one a priori by Sicilia-Garcia et al.
(2001, 2002) and the second a posteriori, which was first tried by Sicilia-Garcia et al. (2005.)
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5.1 A Priori Method

In the a priori method, we use the global language model and (possibly) individual word
models from earlier sentences (i.e. from the cache) at the beginning of the sentence because
we do not know which significant words are going to appear in the sentence. We then add in a
word language model for each significant word after it appears in the sentence. Thus, in the
sentence, “The cat sat on the mat,” neglecting previous sentences, the first two words are
modeled using the global language model, the probability P(sat| the cat) is calculated using the
global model combined with the word model for “cat,” and the last three words are modeled

using the global model combined with the word models for “cat” and “sat”.

5.2 A Posteriori Method

This, however, is not the only way in which models are tested. For example, in domain
language models, researchers extract a whole sentence, paragraph, or document from the test
file, find all of the significant words within it, and use all of these words to perform an
optimization of the possible domains to find the domain or combination of domains to
minimize the perplexity (Seymore, Chen, & Rosenfeld, 1998; Donnelly, 1998; Iyer &
Ostendorf, 1999; Sicilia-Garcia et al., 2005.)

To make comparisons with these other domain methods, Sicilia-Garcia et al. (2005) also
tried this a posteriori method to calculate perplexity for word-domain models. To do this, they
extracted all of the significant words in a sentence and built a language model based on the
global model and the word domain models for the significant words. This was then used to
calculate the perplexity of the whole sentence. In the example above, “The cat sat on the mat,”
the perplexity was calculated using the global model combined with the word domain models

2

for the three words “cat,” “sat,” and “mat” for the whole sentence calculation. Using this
approach, they obtained 68%-69% improvement in perplexity when using the a posteriori
weighted probability model and the a posteriori weighted frequency model. They accepted
that this 69% improvement exaggerated the performance but showed the potential power of
these a posteriori models. Upon further analysis of this, however, we have discovered a slight
flaw in the calculation. This can be demonstrated by again considering the example above.
They calculated the a posteriori probability P(sat| the cat) by employing the global model, the
word “cat” model, the word “sat” model, and the word “mat” model. As the unigram “sat,” as
well as its n-grams, obviously occur themselves in every sentence of its own target word “sat”
model, this yields an unnaturally high probability Py,(sat| the cat). Hence, the flaw: if we
replace the word “sat” by any significant words xxx in the test, the probability P, (xxx| the cat)

will also obtain unnaturally high values in its own word xxx model.

In this work, we propose and test a corrected method for calculating the a posteriori
probability P(sat| the cat), which uses only the global model and the word models for “cat”
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and “mat,” excluding the target word “sat” model. Furthermore, we have tested three different
ways of combining word models in our calculation for the linear interpolation probability, the

exponential decay probability, and the weighted probability models in the whole sentence test:

. applying the word models appearing from the beginning until the end of each sentence,

excluding the target word model

il. applying the word models within the phrase history first then the word models that

appear later in each sentence, and

iil. ignoring the order of appearance of significant words in each sentence, either existing
in the phrase history or occurring later, but applying those significant word models

that are located from nearer to farther distances, relative to the target word.

We find out that the (iii) calculation provides 1%-3% better perplexity improvements than (i)
and (ii) calculations for all three models. This means that nearer word models supply more

reliable probabilities.

Sicilia-Garcia (2002) suggested another whole paragraph calculation with poorer results.

6. Corpus

The methods described above were compared in some Vietnamese and English experiments.
For English, we used the Wall Street Journal (WSJ) corpus (Paul & Baker, 1992). Previous
research by Sicilia-Garcia et al. (2001, 2002, 2005) displayed how the individual word
probability models depend on the size of the training corpus for two subsets of the WSJ of
approximately 16 million (1988) and 6 million words (1989). The well-known WSJ test file
(Paul et al., 1992) contains 584 paragraphs, 1,869 sentences, 34,781 tokens, and 3,677 word
types. In this work, we develop these models for the whole combined WSJ corpus of 40
million words. The results reveal a lower perplexity for the larger 40 million word corpus,

compared to Sicilia-Garcia et al.

For Vietnamese, we employ the syllabic Vietnamese corpus by Ha in 2002
(http://hochiminhcityuniversityofindustry-lequanha.schools.officelive.com/VietnameseQUBC
orpus.aspx), with a size of 6,564,445 tokens and 31,402 types. This corpus was collected from
popular Vietnamese newspapers, such as The Youth Newspaper, Saigon Liberation
Newspaper, Vietnamese Culture and Sports, Motion Pictures Magazine, and Vietnam Express,

along with traditional and modern novels and short stories.

Vietnamese is the national and official language of Vietnam. It is the mother tongue of
86% of Vietnam's population, and of about three million overseas Vietnamese people. It is
also spoken as a second language by many ethnic minorities of Vietnam. It is part of the
Austro-Asiatic language family, of which it has its most speakers, having several times more

speakers than the other Austro-Asiatic languages put together. Some Vietnamese vocabulary
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has been borrowed from Chinese, and it was formerly written using a Chinese-like writing
system, albeit in a modified format and with vernacular pronunciation. As a byproduct of
French colonial rule, the language displays some influence from French, and the Vietnamese
writing system in use today is an adapted version of the Latin alphabet, with additional

diacritics for tones and certain letters.

Vietnamese is basically a monosyllabic language with six tones, which gives the
language a sing-song effect. A syllable can be repeated with any one of six tones to indicate
six different meanings. For example, the syllable “ma” has six different meanings according to
the tone this Vietnamese syllable carries - with level tone, “ma” means “phantom” or “ghost”;
with low tone, “ mMa” means “but,” “which,” or “who”; with high rising glottalized tone,
“MA” means “code”; with dipping-rising tone, MA” means “tomb”; with high rising tone,

“MA” means “cheek”; and with low glottalized tone, “ M@ means “young rice seedling”.

Due to the semantic impact of tonality, we would like to apply our language models for

Vietnamese syllables instead of English words.

We also established our Vietnamese test text from the above Vietnamese newspapers, but
its content was taken from newspapers of the year 2008, much later than Ha’s training text in
2002. Therefore, the Vietnamese test text is totally different from Ha’s corpus; it includes

33,108 Vietnamese syllable tokens of 2,226 syllable types within 3,321 sentences.

7. Results

We will first present the results for each a priori model, starting from the probability models
and moving to the frequency models then show our a posteriori results. All perplexity values
shown in the tables are accompanied with a percentage, which shows the improvement

compared to the global base-line trigram WA model.

7.1 Results for Probability Models

We present the results for all a priori probability models, starting from the linear interpolation
probability model and going to the linear interpolation exponential decay probability model
with weights. It can be seen from the results that the best English and Vietnamese probability

model is the weighted exponential probability model, with overall results in Tables 3 and 4.

The best performance achieved using each different type of probability models is shown
in Table 5 and Table 6.

The best model is the weighted exponential probability model, with 34% improvement
for English and 37% for Vietnamese, while the linear interpolation exponential model with
weights - our combination of all of the models - disappointingly only improves 32% for

English and 33.9% for Vietnamese. For these models, the number of individual word models
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required in the cache to reach the maximum performance is 16-23 English words and 29-64

Vietnamese syllables. So, the individual word-domain language model reduces the size of the

cache needed from 500 words, as in other models (Clarkson & Robinson, 1997; Donnelly,
Smith, Sicilia-Garcia & Ming, 1999), to less than 30 English words or 64 Vietnamese

syllables, which is important for spoken language and is closer to the ability of humans.

In Table 5 and Table 6, WM represents the number of word language models that is m in
Equations (6), (8), (9), and (10).
Table 3. The weighted exponential model (English WSJ.)

Sentence/WSJ
n-gram Perplexity Improvement (d, Cache, Function)
tri-gram 62.71 16.78% (8, 75, Sqrt(1/LnT))
5-gram 51.09 32.21% (8, 70, LnT)
7-gram 4991 33.77% (7,75, LnT)
9-gram 49.82 33.90% (7,75, LnT))

Table 4. The weighted exponential model (Viethamese QUB.)

Sentence/QUB
n-gram Perplexity Improvement (d, Cache, Function)
tri-gram 94.70 22.98% (13, 100, Sqrt(LnT;))
5-gram 80.16 34.81% (13, 100, LnT;)
7-gram 78.12 36.47% (13, 100, LnT;)
9-gram 7757 36.92% (13, 100, LnT))

Table 5. Improvement in perplexity for different probability models, all in sentence
contexts (English WSJ.)

Models tri-gram | 9-gram Best Values
Global 0.00% | 26.77%
Linear Interpolation 11.16% | 31.98% A=0.7, WM=23
Exponential Decay 16.75% | 33.72% Decay=06, Cache=70
Weighted Probability 13.90% | 32.52% WM=16, Sqr(T;)
Weighted Exponential 16.78% | 33.90% | Decay=7, Cache=75, LnT;
Linear Interpolation Exponential 12.91% | 32.28% A=0.6, Decay=13,

with Weights

Cache=065, Ln(1+LnT))
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Table 6. Improvement in perplexity for different probability models, all in sentence
contexts (Vietnamese QUB.)

Models tri-gram | 9-gram Best Values
Global 0.00% 20.88%
Linear Interpolation 18.46% 34.02% A=0.6, WM=64
Exponential Decay 22.88% | 36.54% Decay=10, Cache=100
Weighted Probability 20.45% | 34.45% WM=29, Sqrt(T;)
Weighted Exponential 22.98% | 36.92% | Decay=13, Cache=100, LnT;
et | s | s | 0P

Our weighted exponential model is a special case of the linear interpolation exponential with
weights. Hence, it should not have better performance. Sicilia-Garcia et al. (2001, 2002, 2005)
were also disappointed when this combination model of all other models was not good. The
reason for this unusual observation is a conflict occurring between the weighted exponential
model (that is a combination of exponential decay and weighted probability models) and the
linear interpolation model. The linear interpolation model was optimized on the condition that
all significant words are equally treated, while the weighted exponential model treats

significant words differently from each other.

In the linear interpolation model, the global “weight” is 4 = 0.6 and each Vietnamese
syllabic model equally optimized at a “weight” of (1-1)/m = (1-0.6)/64 = 0.006,25. For the
weighted exponential model, however, the global weight is Ln(40M) = 17.5 and a Vietnamese
syllabic model with size 10,000 has a weight of Ln(10,000) = 9.21. Another Vietnamese
syllabic model with size 100 has its weight of Ln(100) = 4.61. On the linear interpolation
exponential with weights, when these weights are multiplied or interpolated together, they
break the optimization of both the linear interpolation model and the weighted exponential
model; the too small individual “weight” 0.006,25 in the first model and the much larger
global weight 17.5 in the latter model are not satisfied.

7.2 Results for Frequency Models

We present the results for each a priori frequency model, starting from the linear interpolation
frequency model and going to the weighted frequency model. The best English frequency
model is the weighted frequency model, and our results for this model are displayed in Table 7.

An improvement of 38% has been achieved for the English weighted frequency model.

The best Vietnamese one is the exponential decay frequency model with 47.3%

perplexity improvement, as shown in Table 9.



116 Le Quan Ha et al.

Table 7. The weighted frequency model (English WSJ.)

Sentence/WSJ
n-gram Perplexity Improvement (WM, Function)
tri-gram 58.12 22.87% (29,1/T*Ln(T)))
5-gram 47.36 37.16% (29, 1/T)
7-gram 46.70 38.03% (29, Ln(T)/T))
9-gram 46.73 38.00% (29, Ln(T)/T))

For the English weighted frequency model, it is important to notice that the perplexity result
for the 9-gram model is poorer than the one for the 7-gram language model. We think this is
because the word language models in many cases are so small that the 9-gram frequencies are
usually zero. In order to recognize or understand a rather short phrase as a tri-gram, its
meaning largely depends on its context. The other possibility is that the historical word
language models need more weight than the large global model of 40 million tokens. If a
significant word language model has 1,000 words in its corpus, then the global weight will
approximately be 1/(40M*Ln(40M)) = 1.428E-09 while that word model’s weight
1/(1,000*Ln(1,000)) = 0.000,144 is much larger in comparison.

Nevertheless, for longer phrases, such as 5-grams or 9-grams, the meanings of a very
long 9-gram is almost obvious by itself and its meaning is less impacted by significant words
surrounding it. Sometimes, people understand a long spoken phrase with 9 continuous words
without confusion even though they did not hear the previous significant words. Therefore, for
longer English phrases, the global weight should gain importance and increase its value,
relative to significant words. This means that, in Table 7, the WM = 29 for all n-grams but,
with the tri-gram weight 1/(7;*Ln(7})), is smaller than the 5-gram weight 1/7;, and 1/7; is also
smaller than Ln(7;)/T; of 7-grams and 9-grams.

This is not happening in the Vietnamese weighted frequency model in Table 8 because
the value of WM is very large, 67. The weight 1/7; 1is applied to this Vietnamese model and to
the corresponding 5-gram English model in Table 7. For example. we consider the following
Vietnamese syllabic 9-gram  Tieng Vict Nam la mot ngon nglt danh van » js closest English
phrase - “Vietnamese is a syllabic language” - is only a word 5-gram. Therefore, because
many English 5-grams will correspond to Vietnamese syllabic 7-grams or 9-grams, this

Vietnamese model has the same weights as the 5-gram English weighted frequency model.
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Table 8. The weighted frequency model (Vietnamese QUB.)

Sentence/QUB
n-gram Perplexity Improvement (WM, Function)
tri-gram 85.88 30.15% (67, 1/T)
5-gram 73.55 40.18% (67, 1/T)
7-gram 72.63 40.93% (67, 1/T)
9-gram 72.47 41.06% (67, 1/T))

Table 9. The exponential decay model (Viethamese QUB.)

Sentence/QUB
n-gram Perplexity Improvement (Decay, Cache)
tri-gram 100.60 18.19% (150, 150)
5-gram 71.68 41.71% (150, 145)
7-gram 66.11 46.24% (150, 145)
9-gram 64.77 47.32% (150, 145)

The best performance of the frequency models is shown by Table 10 and Table 11.

Table 10. Improvement in perplexity for frequency models, all in sentence

contexts (English WSJ.)

Models tri-gram | 9-gram Best Values
Global 0.00% 26.77%
Linear Interpolation 15.77% 34.32% A=0.003, WM=29
Exponential Decay 8.13% 30.78% Decay=150, Cache=115
Weighted Frequency 22.87% | 38.00% WM=29, Ln(T;)/T;
Weighted Exponential Decay | 22.84% | 37.95% | Decay=100, Cache=385, 1/T;
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Table 11. Improvement in perplexity for frequency models, all in sentence contexts

(Vietnamese QUB.)

Models tri-gram | 9-gram Best Values
Global 0.00% 20.88%
Linear Interpolation 22.72% 36.20% A=0.002, WM=46
Exponential Decay 18.19% | 47.32% Decay=150, Cache=145
Weighted Frequency 30.15% 41.06% WM=67, 1/T;
Weighted Exponential Decay 30.10% 41.05% Decay=100, Cache=100, 1/T;
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In Table 10 and Table 11, the best model in the Vietnamese corpus is the exponential decay
model, which is different from the best in the English corpus because the Vietnamese
language is formed by a more limited number of syllables than English words; hence, a
Vietnamese syllable has many more different meanings than an English word. Only a
significant Vietnamese syllable appearing in the immediate context of a target syllable can
change the meaning of the target into a total different topic, but this depends much on the

distance from the significant syllable model to the target.

In the weighted frequency models, the best weight in English is (Ln(7})/7;) and
Vietnamese (1/7;). They are different because a Vietnamese sentence is generally longer in
syllable length than its corresponding English sentence in word number. for example, the
following sentence has 12 syllables * Té1 1am nghién ctru vé mod hinh ngén ngtt ca the ur »
and its corresponding English sentence that means “I do research in individual word language

models” only contains 8 words.

7.3 Results for A Posteriori Models

We investigated our new approach for calculating a posteriori probabilities using five models:
the linear interpolation probability model, the exponential probability model, the weighted
probability model, the linear interpolation frequency model, and the weighted frequency
model. We found that the best performance was provided by the a posteriori weighted
frequency model, which gave a 44.46% English improvement and 53.34% Vietnamese
improvement in perplexity. This is better than the performance of much more computationally
intensive methods based on clustering (Iyer & Ostendorf, 1999; Clarkson et al., 1997). The a
posteriori weighted frequency model’s results are displayed in Table 12 and Table 13, and the

best results for all different a posteriori models are shown in Table 14 and Table 15.

In order to compare to a priori models in Table 10, in the a priori weighted frequency
model for English, the weights are different, namely Ln(7;)/T; in the a priori model and
1/T#*Ln(T;) in the a posteriori model. Besides, the WM values, the number of significant word
language models or m in Equation (14), are quite different, with values of 29 for the a priori
and 16 for the a posteriori models. This can be explained as the concept that people can catch
the meaning of a target word more clearly and quickly when they not only hear its previous
words but also listen to its following words. Then, the English a posteriori model needs to
increase weight on significant word models to the global model weight, but it needs to “hear”

fewer significant words in the context before it can catch the meaning.
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Table 12. The a posteriori weighted frequency model (English WSJ.)
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Whole Sentence Perplexity

Whole Sentence Improvement

Weight tri-gram | 5-gram | 7-gram | 9-gram | tri-gram | 5-gram | 7-gram | 9-gram
T;*Ln(Ty) 73.91 56.08 54.61 54.52 1.93% | 25.59% | 27.53% | 27.66%
T; 73.77 56.00 54.54 54.45 2.11% | 25.69% | 27.62% | 27.75%
T/Ln(T) 73.62 55.92 54.47 54.38 231% | 25.80% | 27.72% | 27.85%
Sqri(T) 71.88 54.92 53.56 53.48 4.63% | 27.13% | 28.93% | 29.03%
Ln(T) 67.91 52.52 51.35 51.30 9.88% | 30.30% | 31.86% [ 31.93%
Sqri(Ln(Ty) 67.49 52.26 51.10 51.05 10.45% | 30.65% | 32.19% | 32.26%
Ln(1+Ln(T}) 67.34 52.17 51.02 50.97 10.64% | 30.77% | 32.30% | 32.36%
I/Ln(1+Ln(T)) | 66.72 51.79 50.66 50.62 11.47% | 31.28% | 32.78% | 32.83%
Sqrt(1/Ln(T)) 66.57 51.69 50.57 50.53 11.67% | 31.41% | 32.89% | 32.95%
1/Ln(Ty) 66.07 51.39 50.29 50.25 12.32% | 31.81% | 33.27% | 33.32%
Sqri(1/T)) 58.31 46.54 45.73 4572 | 22.63% | 38.24% | 39.32% | 39.33%
Ln(T)/T; 52.00 42.71 42.16 42.19 | 31.01% | 43.32% | 44.06% | 44.02%
1/T; 51.45 42.44 41.92 41.96 31.73% | 43.68% | 44.37% | 44.32%
UT*Ln(T;) 51.09 42.30 41.81 41,85 | 32.21% | 43.87% | 44.52% | 44.46%

Table 13. The a posteriori weighted frequency model (Vietnamese QUB.)

Whole Sentence Perplexity

Whole Sentence Improvement

Weight tri-gram | 5-gram | 7-gram | 9-gram | tri-gram | 5-gram | 7-gram | 9-gram
T*Ln(T)) 122.45 98.83 97.16 96.87 0.41% | 19.62% | 20.98% | 21.22%
T; 122.27 98.68 97.02 96.73 0.56% | 19.74% | 21.10% | 21.33%
T/Ln(T) 122.03 98.49 96.83 96.54 0.75% | 19.90% | 21.25% | 21.48%
Sqri(T) 118.30 95.61 94.06 93.79 3.79% | 22.25% | 23.51% | 23.72%
Ln(T) 107.45 87.82 86.52 86.30 | 12.61% | 28.58% | 29.64% | 29.82%
Sqrt(Ln(T) 106.05 86.82 85.55 85.33 13.75% | 29.39% | 30.42% | 30.60%
Ln(1+Ln(T)) 105.64 86.53 85.27 85.05 14.09% | 29.63% | 30.65% | 30.83%
VLn(1+Ln(Ty)) | 103.41 84.94 83.72 83.51 15.90% | 30.92% | 31.91% | 32.08%
Sqrt(1/Ln(T)) 102.96 84.62 83.41 83.20 | 16.27% | 31.19% | 32.17% | 32.34%
1/Ln(T) 101.24 83.38 82.21 82.00 | 17.67% | 32.19% | 33.14% | 33.31%
Sqrt(1/T)) 82.11 69.34 68.46 68.31 33.22% | 43.61% | 44.32% | 44.45%
Ln(T)/T; 68.88 59.43 58.75 58.63 | 43.98% | 51.67% | 52.22% | 52.32%
T, 67.31 58.35 57.71 57.59 | 45.26% | 52.55% | 53.07% | 53.16%
UT*Ln(T;) 66.77 58.11 57.49 57.37 | 45.70% | 52.74% | 53.25% | 53.34%
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Table 14. Improvements of a posteriori models (English WSJ.)

A Posteriori Models tri-gram | 9-gram Best Values
Global 0.00% 26.77%

Linear Interpolation Probability 30.99% [ 44.20% A=0.2
Exponential Decay Probability 28.66% | 42.82% | Decay=100, Cache=5
Weighted Probability 30.82% | 44.17% Sqrt(1/Ln(T))

Linear Interpolation Frequency 25.17% | 40.66% A=0.001
Weighted Frequency 32.21% | 44.46% | WM=16, 1/T;*Ln(T;)

Similar to a posteriori Vietnamese models in Table 15, the weighted frequency model has
WM=34 and a weight of 1/(T;*Ln(T,)), while the a priori ones are much larger, WM=67 and
weights 1/T;.

Table 15. Improvements of a posteriori models (Viethnamese QUB.)

A Posteriori Models tri-gram | 9-gram Best Values
Global 0.00% | 20.88%
Linear Interpolation Probability 37.44% | 47.63% A=0.3
Exponential Decay Probability 40.31% | 49.28% | Decay=15, Cache=99
Weighted Probability 37.62% | 47.34% Ln(Ty)
Linear Interpolation Frequency 36.21% | 47.03% A1=0.001
Weighted Frequency 45.70% | 53.34% | WM=34, 1/T;*Ln(T;)

Previously, for similar experiments, Sicilia-Garcia et al. (2005) reported improvements of
68%-69% for 7-gram models. Nevertheless, that was based on the flawed calculation
previously described in the section, 4 Posteriori Method, so the results we present here can be
viewed as a true reflection of the performance that can be achieved by these models.
Nowadays, with the current condition of PCs, the programming issues of Sicilia-Garcia in
training and accessing a language model of 9-grams no longer exist. With a 9-gram phrase
length, on the global database of WSJ 4.5 gigabytes, we now complete the a posteriori
probability linear interpolation model in 30 minutes, while Sicilia-Garcia finished this
computer execution for 7-grams in 4 days nonstop. For the a posteriori weighted frequency
model, we now execute only over 2 days for 9-grams, while Sicilia-Garcia completed 10 full
days for 7-grams. (This is without speeding up the algorithms; it is only by upgrading to newer

computers.)

The different nature of the Vietnamese syllabic language causes a much smaller
proportion of syllables to be significant than English significant words. In a Vietnamese
sentence and an English sentence of the same length, there are considerably fewer significant

syllables occurring, hence, inconsistent effects are found from our results.
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7.4 Speech word-error-rate Results for A Posteriori Models

We employ a Vietnamese large vocabulary continuous speech decoder linking to the five
Vietnamese a posteriori models. Our speech recognition system is syllable-based HMM
trained with Vietnamese speech data of 97,850 spoken statements extracted from the
Vietnamese QUB text corpus; they are recordings of 326 speech hours by 60 Vietnamese
speakers, including 30 men and 30 women from 18 years old to 51 years old. The number of
states per HMM is 5, and each state was modeled using a mixture of 16 Gaussians. It is a

tone-dependent phoneme model.

7.4.1 Vietnamese VnlIPh Lexicon
In March 2009, Ha created the Vietnamese lexicon called Vietnamese International Phonetic
Lexicon version 1.0 or VnlPh lexicon
(http://hochiminhcityuniversityofindustry-lequanha.schools.officelive.com/VnlPh.aspx).

We employ this lexicon in our speech recognition system; it includes an automatic
lexicon generator to create 12,165 Vietnamese syllable entries. We would like to show a few

Vietnamese syllables from this lexicon in Table 16.

Table 16. The Vietnamese VnlIPh Lexicon (a few entries)

Vietnamese Syllable Phoneme Meaning in English
CANG K3IAANG port
ME M 5 EH mother
NGHIA NG 2IY AH meaning
TOI TOOY I. me
TUY TWI1IY depend
U T 4 UH excellent

In Table 16, phonemes 0, 1, 2, 3, 4, and 5 are the six tones of Vietnamese speech: level, low,
high rising glottalized, dipping-rising, high rising, and low glottalized tones. In fact, there are
43 context-independent phonemes: 0, 1, 2, 3, 4, 5, AA, AH, AO, AW, AY, B, CH, D, EH, ER,
EY,F, G, HH, IH, IY, K, L, M, N, NG, OW, OY, P, R, S, SH, SIL, T, UH, UW, V, W, WW,
WY, Y, and Z.

7.4.2 Vietnamese Speech Tests

We set up our own Vietnamese speech tests that included 21,451 Vietnamese syllables of
3,363 types in 3,834 statements. In Vietnamese speech, the number of syllables is countable
because, using the Vietnamese spelling rule, all of the syllables can be obviously formed from
the vowels, consonants, and tones. Hence, similar to English words, the number of
Vietnamese words, which are combinations of syllables, is uncountable. Nevertheless, all of
the possible Vietnamese syllables are fully stored in our lexicon and there are no
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out-of-vocabulary syllables in our Vietnamese speech tests, even though there are still

unknown syllable combinations or unknown Vietnamese words out of the training corpus.

Although the Vietnamese QUB training corpus is clean, without any external noises, our
Vietnamese speech tests are noisy with all insertion/deletion/substitution cases of phonemes.
Noisy spoken tests are recorded in realistic environments, around cars, fans, and other people

talking; each utterance is recorded in a high, medium, or low noise condition.

We apply an unconstrained phone recognizer, and the observed phone sequences are
obtained. Our expected phone sequences are constructed using lexicon concatenation based on
the Vietnamese syllable transcriptions. In comparison to the expected sequences, our observed
sequences show three experimental conditions: well-matched, medium-matched, and
highly-mismatched. In our tests, we have three common types of phone errors, which are
16.57% insertion, 18.24% deletion, and 16.21% substitution.

7.4.3 Vietnamese Language Models

Our Vietnamese recognition baseline system uses a Katz back-off trigram language model;
hence, we can calculate the word error rate (WER) as follows in Table 17.

All of our Katz probabilities of Vietnamese phrases were stored in a hashed file inside
the decoder. In order to link our individual word models into this decoder, we first calculated
the combined probabilities of all n-grams from unigrams and bigrams up to 9-grams via the
five models in Equations (6), (7), (8), (12), and (14). This took us ten days; then, we created
five hashed files storing these Vietnamese probabilities with the same structure of the existing
Katz hashed file.

In the next step, we replaced the Katz file by each of our five files or our individual word
language models. In this way, when speaking, the Vietnamese speech decoder is naturally able
to execute on-line. Our Vietnamese word-error-rates are done by tests with direct microphone
input from six held-out Vietnamese native speakers, four men and two women, ranging from

21 years old to 52 years old.
Table 17. Noisy Speech A Posteriori WER (Vietnamese QUB.)

A Posteriori Models WER Improvement over Baseline
Baseline 45.65%
Linear Interpolation Probability | 33.67% 11.98%
Exponential Decay Probability | 35.78% 9.87%
Weighted Probability 33.33% 12.32%
Linear Interpolation Frequency | 33.44% 12.21%
Weighted Frequency 28.87% 16.78%
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8. Conclusions

We have described the concept of using individual word models to improve language model
performance. Individual word language models permit an accurate capture of the domains in
which significant words occur, thereby improving the model performance. The results indicate
that individual word models offer a promising and simple means of introducing domain

information into an n-gram language model.

Humans probably hear the sounds of several words spoken before using a form of human
language model to make a sensible sentence from the sounds, particularly when there are
corruptions. Therefore, the idea of using the a posteriori method to define the domain might
be more appropriate than the a priori method. We believe that the use of multiple
word-domains, which need only large amounts of relatively inexpensive disk space, models
the domain environment of any piece of written or spoken text more accurately than any other
domain method. Our Vietnamese word-error-rate measurement to test this theory by linking to
a speech decoder is also very good. For our future work, we will apply a posteriori language
models in automatic speech recognition for English and other languages.
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Improving the Template Generation for Chinese

Character Error Detection with Confusion Sets
Yong-Zhi Chen*, Shih-Hung Wu*, Ping-che Yang®, and Tsun Ku*

Abstract

In this paper, we propose a system that automatically generates templates for
detecting Chinese character errors. We first collect the confusion sets for each
high-frequency Chinese character. Error types include pronunciation-related errors
and radical-related errors. With the help of the confusion sets, our system generates
possible error patterns in context, which will be used as detection templates.
Combined with a word segmentation module, our system generates more accurate
templates. The experimental results show the precision of performance approaches
95%. Such a system should not only help teachers grade and check student essays,
but also effectively help students learn how to write.

Keywords: Template Generation, Template Mining, Chinese Character Error.

1. Introduction

In essays written in Chinese by students, incorrect Chinese characters are quite common.
Since incorrect characters are a negative factor in essay scoring, students should avoid such
errors in their essays. Our research goal is to build a computer tool that can detect incorrect
Chinese characters in student essays and correct them, so that teachers and students can learn
faster with help from the computer system.

Compared with the detection of spelling errors in English, the detection of incorrect
Chinese characters is much more difficult. In English, a word consists of a series of letters
while a meaningful Chinese word usually consists of 2 to 4 Chinese characters. The difficulty
lies partly in the fact that there are more than 5,000 high-frequency characters.

In previous works on Chinese character error detection systems (Zhang, Huang, Zhou, &
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Pan, 2000) (Ren, Shi, & Zhou, 1994), a confusion set for each character is built and is used to
detect the character error with the help of a language model. The confusion set is based on a
Chinese input method. The characters that have similar input sequences probably belong to the
same confusion set. For example, the Wubizixing input method (Wubi), which is a Chinese
character input method primarily for inputting both simplified and traditional Chinese text in a
computer, is used in (Zhang, Huang, Zhou, & Pan, 2000). The Wubi method is based on the
structure of the characters rather than on the pronunciation. It encodes every character in four
keystrokes at the most. Therefore, if one keystroke is changed, another character similar to the
correct one will show up. Once a student chooses the similar character instead of the accurate
one, a character error is established, and a confusion set is automatically generated by the
character error. Another approach is to manually edit the confusion set. Common Errors in
Chinese Writings gives 1477 common errors (National Languages Committee, 1996).
Nevertheless, this amount is not sufficient to build a system. Hung manually compiled 6701
common errors from different sources (Hung & Wu, 2008). These common errors were
compiled from essays of junior high school students and were used in Chinese character error
detection and correction.

Since the cost of manual compilation is high, Chen et al. proposed an automatic method
that can collect these common errors from a corpus (Chen, Wu, Lu, & Ku, 2009). The idea is
similar to template generation, which builds a question-answer system (Ravichandran & Hovy,
2001) (Sung, Lee, Yen, & Hsu, 2008). The template generation method investigates a large
corpus and mines possible question-answer pairs. Templates for Chinese character error
detection can be generated and tested by the chi-square test on the basis of a large corpus. In
this paper, we will further improve the methods for building confusion sets and automatically
generating a template.

According to recent studies(Liu, Tien, Lai, Chuang, & Wu, 2009a; 2009b), character
errors in student essays are of four major types: errors in which characters have similar shapes
(30.7%), errors in which characters have similar pronunciation (79.9%), errors in which the
two previous types are combined (20.9%), and other errors (2.4%). Therefore, an ideal system
should be able to deal with these errors, especially those resulting from similar pronunciation
and similar character shapes. The confusion set for similar pronunciation is relatively easy to
build, whereas the confusion set for similar shapes is more difficult. In addition to the Wubi
input method, the Cangjie input method is also used to compile confusion sets (Liu & Lin,
2008).

The paper is organized as follows. In Section 2, we introduce the system design and
related works. In Section 3, we describe a new process of template generation. Section 4
describes the experimental procedure and the data. Finally, in Section 5, we give the
conclusion and propose our future research.
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2. System Design

2.1 Chinese Character Error Detection and Correction System

The system that can detect and correct Chinese character errors works as follows. First, it
needs a student to input an essay. The system then reports the errors in the essay and gives
suggestions on correction, as shown in Figure 1. Such a system uses templates that can detect
whether common errors have occurred. A template consists of a pair of words, a correct one
and an er_ror one, such as %?ﬁﬁ?ﬁﬁﬁ For examp_)le, if the error template ?-EF%F’T is
matched in an essay, our system can conclude that there is an error and make a suggestion on

correction to %ﬁfwfg

et

HRTF: B
RIEF: B
W 80
RN 0FaFa %

EF
BN - LR ERE WoREa: 351
co R B TR O CHORMRA T R B REA T T TR AR B ERE: — B
—8 > BRI > WEBHE RMA o
Mol BB BBBEREFERE S 2L EHEK > RE2% IR T RLAR A 4%
M@ AL EREGTR > ZHEZGHY - BTREGHS A
BAERZAG > BEIISEA NG E > —HEwE R EAH i F
QTR - MU TR TR B FH B EARAD o Ik B EE: Al
REFEIEEA K — %AW -~ B3k MmARA —R% it s e 109
SR ERBE A2 R AR G0 o P A7k SRR AT A MR FE
> o PR 0 BHER AL B BTE 14T A e ROKE 0 AR B IR R & AT WA TR, RMH M EE: THE AA
TARD oA RAFEE o TSR AT
TATHOE A A SRR 0 FTICE R TR Wk
TH, -

B ERW: AR

—43ET 17824 a4 -

Figure 1. System function of Chinese character error detection in an essay

In previous works, these templates were compiled manually (Liu, Tien, Lai, Chuang, &
Wu, 2009b). The quality of the manually-edited templates is high. Nevertheless, the method is
time-consuming and costs too much manpower. Therefore, an automatic template generation
method based on the context of errors was proposed in 2009 (Chen, Wu, Lu, & Ku, 2009),
several examples of automatically generated tri-gram and four-gram templates are shown in
Figure 2. The automatic template generation method is less costly; however, it does not
accommodate conventional vocabulary. The template generation method has a serious
drawback. In Figure 2, we find that several templates contain unrecognizable words, such as
= IR “JEJ%%,” and F%ﬁﬁ%—% which are trigrams of Chinese characters that do not have
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any meaning. These templates can be used to detect character errors, but are not suitable for
suggesting corrections.

In the following subsections, we will propose a new method to avoid this drawback.

Templates Templates

Correct Error Correct Error

(Fis (ryi IR IR
R PR R PR
e HH R Ll
R e Ry i
SRS B Al 4 ] 7! B 7!
Fr]E B - — FAY — I EHY
F (T B | pupl- 4 Fupl- BE

Figure 2. The templates for error detection and correction in
(Chen, Wu, Lu, & Ku, 2009)

2.2 Confusion Set

The first step in template generation is to replace one character in a word with a character in
the corresponding confusion set. For example, by replacing one character in the correct word
“¥# " we get a wrong word “&T& . Such a correct-wrong word pair is used as the template
for error detection and correction suggestion.

According to Liu et al. (Liu, Tien, Lai, Chuang, & Wu, 2009a; 2009b), the most common
error types are characters with similar shapes and characters with similar pronunciation. The
percentage of these two types of errors combined is 89.7% of all errors. Therefore, the
confusion set should deal with characters with similar pronunciation and shapes.

We first compile all of the characters that have the same pronunciation from a dictionary
and make them the elements of a confusion set. For example, “/* (bal)” and “*'1(bal)” have
the same pronunciation. Therefore, they belong to the same confusion set. To reduce the size
of the confusion set, we treat characters with different tones as belonging to different sets,
even though they sound similar. For example, “&2(ba4)” is not in the confusion set of “/*
(bal)”. We formed 1,351 sets with a total of 15,160 characters, as shown in Figure 3.

In this paper, we use a simple rule to compile characters with similar shapes. In the first
book on Chinese characters, known as Shuowen Jiezi (7 #547) (Xu, 2009), in the second
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century, radicals (fflf,[fg'l) were used to categorize characters. We use the key component of a
character, its radical, as the basic shape of the character to find the characters with the same
radicals. There are 214 radicals in Chinese, according to the Kangxi Dictionary (R~ dl")
(Zhang, 1999). Therefore, we compile 214 confusion sets with a total of 9,752 different
characters. Figure 4 shows some examples.

After constructing the confusion sets, our system can find characters with the same
pronunciation and characters with similar shapes for any character that is input. For example,
given a character “[},” the system can find characters with the same pronunciation “['[pd =uiwd
fwlw,” and characters with similar shapes * L5t == 50 54, as shown in Figure 5. This is a
crucial step of our new template generation.

Zhuyin Pinyin Characters
5Y bal L AR N (A R ECF B F b Rl I
A 04 ba2 7y #’i@Eﬁ“ P S
Y v ba3 g2l
YN bad (FEEEPR & e 11
9 bol ﬁﬂp&%j@%{*ﬂﬁ’n‘t TP 5 FR B B iR
9T/ bo2 ‘?IE' U RREPT EATT *Eifl}f*'ﬁﬁﬁf WFARF
9TV bo3 L e
9T~ bo4 Tﬁﬁ%ﬁ#@ﬁfﬁmiﬁﬁzﬁﬁ*
Figure 3. Examples of characters in confusion sets
Radicals Characters
~ ~ T =Sy BT ivpjj\p-Jerj\ o
fJuIULJ}
J EEEGNE I RS RO F s
- Loty g ,Tm e
| T
= A AT DT Y Ry
= S I @%@Eﬁﬁ
. . l': (M35 TR PO R & P
J” o Zo G plSh )L G B BT pu b Al e

X X I:XJE F‘KJ
Figure 4. Examples of characters in confusion sets
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character radical pronunciation

@= SOEIRS AT GE.  |  | X .

Figure 5. Combination of the two confusion sets for a given character

2.3 Automatic Template Generation

Figure 6 shows the flowchart of our automatic template generation process. The basic
assumption is that the corpus might contain more correct words than wrong ones. Therefore,
our system first replaces one character in the correct words to form the corresponding wrong
words. Then, our system checks the frequency of the words in the corpus. If the replacement
creates a word with a relatively high frequency, we do not treat it as a wrong word.

High frequency Statistical test

characters

i

Confusion set

Finding all the
words that contain
the character
v

Replace the
correct character N
with wrong
characters

v

> Check the Kept as
frequency of words templates
in the corpus

|

|

4

Discarded

Figure 6. The flowchart of the automatic template generation process

As we mentioned in Section 2.1, the automatically-generated templates might not be
suitable for suggesting corrections. To overcome this drawback, we use existing vocabulary,
instead of n-gram character sequences, as the candidate for a template. There are 145,608
words in the MOE dictionary (Ministry of Education, 2007). We treat them as the seeds of the
templates. In our experiment, we focus on 4,998 high-frequency characters that were compiled
on the basis of a 1998 survey (National Languages Committee, 1998).

Our system generates templates by checking each high-frequency character and finding
all of the words that contain the character. Then, the system replaces the character in each
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word with a character in the corresponding confusion set. The correct-wrong word pair
undergoes a simple statistical test. If it passes the test, it will be kept as a template; otherwise,
it will be discarded. The statistical test is based on the frequency of each word in the pairs
appearing in a large corpus. To prevent the process from generating controversial templates,
our system also conducts a close test. The close test checks whether the new template will
cause a false alarm on our old test data. The template that generates conflicting templates will
also be discarded. The close test threshold is set to 0, which means any template that might
cause a false alarm will not be used. A template generation example is shown in Figure 7.

Correct word Wrong word

Correct NEREE Wrong ~HEE
character | ‘Erpg/n)kl | character |(EEE /)4

I R
B " " B
e i

[ \
v

Statistical
test

v
L EE - L EE
WRFE - Blae(E

Figure 7. Atemplate generation example, where two templates are
generated for an input character “ 2.

The statistical test in our system is not a rigid test. We tune the threshold of relatively high
frequency based on two formulae. One is adopted from the chi-square test, and the other one is
from our observation. The first test is a simplified (n=1) chi-square test used in a previous
work (Hung & Wu, 2008):

_(0-E)?

2
X = 1)

where E is the frequency of a correct word and O is the frequency of a wrong word. To avoid
further disputation, we assume that E>O in our study. The chi-square test provides a threshold
mechanism to decide whether a correct-wrong pair is a proper template or not.

In this study, we suggest the test should be like Equations (2) and (3).
\/Cfreq >Wfreq , Cfreq> AverageFreq (2)

n
> Cvocabulary(i)

Threshold = 'Zlf , (3)
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where Cfeq is the frequency of the correct word, Wfeq is the frequency of the wrong word, and
AverageFreq is the average of the frequencies of all correct words.

If the frequency of the correct word is higher than the threshold and if the square root of
the frequency of the correct word is higher than the frequency of the wrong word, then the pair
passes the test.

We have found that the templates that do not pass the test are also the ones that will
cause false alarms; for example, the pairs “# ¢ 7-“£% e, “=I527-“IJ3%,” and “{ELL7-“[FH".
When the context is different, these templates do not always give correct detection results and
cause false alarms.

2.4 Word Segmentation

As in the examples above, short templates with only two characters could cause false alarms.
The reason is that, when we treat words as bi-gram character sequences, many word
boundaries may be unclear. For example, as shown in Figure 8, the template “}*}gﬂ”-“%ﬂ ”
can be used to detect and correct the first sentence, “~ ff# * f’ 3!56] L2 in which one

£ gy

of the word pair appears, but the template “};ﬁgéj”-“J‘J £]” cause a false alarm in the second
sentence, “— [t * F{’ J‘J‘EJ L2 g We find that this failure can be avoided by using correct
word segmentation. The character “I']” should be a part of the previous word “fi* I'|™. If we
have enough confidence in the word segmentation, then the characters in a segmented word

should not be candidates for character error detection.
—{ENFIFER RS e -
A

A 4
/ T CE
—fE N FILERZ s -
Figure 8. A false alarm in the second sentence for a short template
u%—;?n_u%-f‘/n and LL%—-E‘/H_H’/\/-E‘/H

We assume that a word segmentation tool can give the correct results for normal input
sentences and does not segment sentences with wrong character sequences into words. Figure
9 shows the segmentation results of the two sentences shown in Figure 8. In our experiment,
we used the segmentation tool provided by CKIP, Academia Sinica'. With the help of this
segmentation tool, our system can compile more accurate short templates. Some short
templates are shown in Figure 10.

! http://ckipsvr.iis.sinica.edu.tw/
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(@ KT I RS e -
L
NFATEH

WA
—{E A AL A RS B -

Figure 9. Segmentation tool can help prevent false alarms

Correct Incorrect Correct Incorrect Correct Incorrect
templates templates templates templates templates templates
e ) LG N NCEIE N
Hii! 5 4\% 3 Aol UiEE A (e
A Al SEE SR N NCEIE N A
i teid GER TR )
WA Ry R TEE R THEET TEEY)
ot Frie e [E N S EIE S ST
A s EX Y ] R 2R
g i WEM O THRE FES R
I i BERY PERE ETES ETE
FESR e R YA FOCIRE SRR

Figure 10. Some short templates generated by our system

3. Experimental Settings, Results and Analysis

3.1 Training Corpus and Student Essays

Our method requires a large corpus to compile templates. Therefore, we used the largest
available news corpus as our training set. The corpus is described in Table 1.

Table 1. Corpus statistics

Year News sources # of Docs File size
China Times 38,163
China Times Commercial 25,812

1998-1999 China Times Express 5,747 209MB
Central Daily News 27,770
China Daily News 34,728
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1998-1999 United Daily News 249,508 320MB
United Daily News 172,421
United Express 91,958

2000-2001 - 1.03GB
Min Sheng News 168,807
Economic Daily News 463,873

Student essays were collected from one junior high school in Taipei. We used some of
the essays for the close test and the rest as the open test, keeping them unseen to the system.
The students were 7™ or 8" graders. The essays were reviewed by their teachers, and the
character errors were highlighted. These 3264 essays were written by hand and were digitized
later. See Figure 11 for an example. This is part of our experimental setting that tries to avoid
the influence of different input methods. We deleted some symbols and characters that could
not be represented by Unicode.

<doc>

<class>tHFE—Pf</class>

<number>7</number>

<title>#[I</title>

<score>4.5</score>

<essay>

<p> o FHFSHER BRS 0 T ARSEmEA o ) MERREESR > At TR BAEH<revise><wrong>Ei{i]
</wrong><correct>{T-{i[</correct></revise> i) » iy Ndft ¢ TS AUREMTT ) - HIEZeiifgid<revise><wrong>
#k</wrong><correct>f25E</correct></revise>—HE o </p>

<P A I — ti<revise><wrong> T 5 H v </wrong><correct>i 5y i B </correct></revise>[KEE I AGE 2RI EE 5 2
HEERSM T TINTER M AR  CASSadERE « 31 75 - R LERAIE TR -
B TEEHS - BEEET o R E ARG ANIREEZ - B G EEE  #EOEEENELE —g g
RHEE TR T — M ANF R (RS IR L BRSR » MR LB % H T <revise><wrong> B i
</wrong><correct>[ifl e fi</correct></revise> ? </p>

<p> NIEEEES - FfEARMEE 2 ALERE - EEAE > D > 250 BT MO TR TR E R A A
TG ~ AR BT TS RKET 0 BIRRRE o 8 " <revise><wrong>FRIRHAE F </wrong><correct>F i
fFiig</correct></revise> > % [ it . AARFEE TSR, o AL S EEEINEE  RISHEE - T RIFER) > 5
HAARFEN o TEERHTEZAYT » BEAMEEZE TR ) BERATKER - Wik TRl fE T RIVEE > e R ER -
</p>

<p>#le -4 T AR - <revise><wrong>#5lIfE T </wrong><correct>#5{{Ifi | </correct></revise>7g F 5 HNHi - Bk
L3 T A FIBHRIRE( - IR T P AR ( - TRREINT ORIRGE o SRS E T 2 DU s AR - R
RAWFFARCFHFHELSCRCHER T | BB RRAREA - 2R A B | TR I3 ARE ]

Bl <p>

</essay>

</doc>

Figure 11. The file format of our test corpus

Table 2 shows the analysis of the student essays. Most of the characters (94%) in use fell
into the frequent characters set. Character errors were not very serious for most of the students,
with less than 2 character errors per essay.

Table 3 shows our analysis of the character error types. We find that even in written
essays, students tend to write characters having the same pronunciation (66~70%). There is
also a high percentage of wrong written characters with the same radical (13~16%). Table 4
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shows the templates most used for the student essays. These templates are quite common and
are too simple for teachers to teach at the 7" and 8" grade levels. A system that can correct
these errors may reduce the work of teachers.

Table 2. Analysis of the student essays

Average # of |
# of Essays Average Average # of character % of frequent
score characters characters
errors
Close test essay 2241 3.62 367.12 1.74 94.23%
Open test essay 1023 3.61 420.02 1.94 94.33%

Table 3. Analysis of the character error types in student essays

% with the same % with the same % out of the two
- o % of both :
radical pronunciation main types
Close test essay 13.82% 70.27% 4.92% 20.81%
Open test essay 16.96% 66.31% 2.85% 19.58%

Table 4. The most used templates in the test corpus

Close CoOMect U @ Frel Rige — [ f5 < R e R
S8 wrong  FIRE R fIS0 I - #E SR M el
Open Comect [lel - [l SRR CEE PG Ry SRS S 2 &
€S8 wrong  frel - i eI OCEN P PR TR el R

3.2 System Evaluation

In this study, we compare the quality of characters manually compiled from books and
students with that of automatically generated ones. Since the frequencies of 2-character words,
3-character words, and 4-character words are very different, our system uses different
thresholds - 2300, 500, and 100 for 2-character words, 3-character words, and 4-character
words, respectively, in the experiment.

The precision and recall are defined as follows:

d
e ()
Macro Recall = Nr 4) Macro Precision :TS (5)
Micro Recall = m (6) Micro Precision = 2(dr) @)
(1 2 (sd)

where dr is the number of correct characters, r is the number of character errors, sd is the
number of character errors that our system detects, and N is the number of all of the essays.
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Macro Precision and Macro Recall are focused on the performance of correction per essay.
This is what real world students might encounter with the system. As Micro Recall and Micro
Precision treat the whole data set as one essay, they are suitable for evaluating the average
performance of the system. We prefer high precision while maintaining a relatively high recall
because we do not want the users to see too many false alarms.

3.3 Experimental Results

We conducted a series of experiments to determine how to improve our system. First, we used
confusion sets and the chi-square test to generate templates and compared the performance
with the previous work, which did not use confusion sets. Second, we tested whether the
square root test is more suitable for our system than the chi-square test. Third, we tested the
influence of the segmentation added to our system. We report the best performance of the
experimental results by combining the automatically generated templates with the manually
edited templates.

3.3.1 The Comparison of Eexperimental Results of Four Automatic Template
Generation Settings

Figure 12 shows the experimental results of using the chi-square test in template generation.
Setting A used the automatically generated 19,402 templates in the previous work. Setting B
used the confusion sets during the process of automatic template generation. The total number
of generated templates was 54,253. The performance of the method proposed in this paper is
better than the previous work for both precision and recall. Setting C was the automatically
generated templates using the confusion set and the square root test. The total number of
templates was 50,467. This new setting results in much higher precision. The Macro Precision
value is even better than the manually edited Macro Precision value. This result shows that,
when we reduce the automatically generated templates with the square root test, we also
reduce noise. For Setting D, our system used confusion sets and a word segmentation tool
before the square root test, which generated 9,013 templates. We find that the number of
templates is reduced while the performance is improved in terms of both Macro Precision and
Micro Precision. The trade off is the performance of recall.



Improving the Template Generation for 139

Chinese Character Error Detection with Confusion Sets

= A:Previous work m B:Chi-squre test
1 C:square root test m D:square root+word segmentation
100% 05.55%

73.58%

80%

60%

40%

10.52%
10.08%

20%

0%

Macro Precision Macro Recall Micro Precision Micro Recall

Figure 12. The comparison of experimental results of four automatic
template generation settings

3.3.2 Combining Automatically Generated Templates with Manually Edited
Templates

Figure 13 shows the comparison of the performance of our system combing automatically
generated templates with manually edited templates. Setting E used the 6,701 manually edited
templates. Setting F used the combination of Setting E and Setting C, which had a total of
57,167 templates. Setting G used the combination of Setting E and Setting D, totaling 15,713
templates. The performance of the combinations declines a little bit in terms of both Macro
Precision and Micro Precision. Nevertheless, there is an increase in both Macro Recall and
Micro Recall. Compared with the results in the previous experiment, the combination helps
the overall performance. This means that our system can incorporate more templates and
attain better performance in the future.



140 Yong-Zhi Chen et al.

B E:Manually Edited B F:Manually Edited+C = G:Manually Edited+D

100%

89.21%  87.63%
84.14%

0, 4
80% 69.94%  68.73%
5.86%

60% -

43.31%
38.32%y 40.01%

40% -

23.63%
17.62% 19.48%

20% -

0% -

Macro Precision Macro Recall Micro Precision Micro Recall

Figure 13. A comparison of experimental results of combining manually
edited with automatically generated templates

Based on the analysis of the confusion sets, our system should have a 70% to 80% recall
rate because we compile all of the characters with the same pronunciation and some similar
characters in the confusion sets. Nevertheless, the recall remains low, even though we are able
to control the high-precision performance. Therefore, we will need to conduct further analysis
of our system.

3.4 Analysis of the Mistakes in the Experiment

In this subsection, we discuss the 90,135 templates in Setting I of the third experiment, which
were generated by using confusion sets, word segmentation, and the square root test. This
setting was designed to maintain high precision and to increase recall.

3.4.1 Regarding the Precision

Theoretically, our system can get 100% precision using templates. In practice, however, there
are still many exceptions. In Table 5, we list some false alarms in the open tests. According to
an online dictionary (Ministry of Education, 2007), some templates that we compiled are
interchangeable, such as: “i PAf] - b P iy ﬁ i A ﬁ 2 F%ﬁ, . F%ﬁ U7 and
fﬁ.@?,?f# - “i[ﬂ]@‘[ﬁi‘iﬁ’\". This is not consistent with the judgment of some teachers. Some
templates are just too short and cannot include the necessary context in order for a correct
decision to be made, such as “— F|"-“~ i1+". The necessary context should include more
semantic rather than surface syntax. There were some bad templates that our system should
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?} i, which can be attributed to the size of the corpus. Nevertheless, no corpus is large
enough to be perfect for all applications. We find that these are the major causes of false

alarms.

have not generated, such as “Fyig A ”-“Forg A fL],” PR PR and %ﬂ?; =]

Table 5. Some templates that caused false alarms

Correctword IF¥efpy @i fEAUR S - F) WS TR Tij?; .
Wrong word I 2 iy ﬁ@'ﬂh PR ;FIJ\@%%% - WA R %%{”ﬁr

3.4.2 Regarding the Recall

We treated the errors that the teachers provided from the student essays as templates and
compared them to the automatically generated templates, as shown in Table 6. The first
column shows the percentage of “not in the automatically generated template”. The second
column shows the percentage of an error occurring in a word that is not in the dictionary. The
third column shows the percentage of an error occurring in a word that is not in the corpus.
The last column shows the percentage of an error occurring in a word that is neither in the
dictionary nor in the corpus.

We find that most student errors were not mined from the news corpus, although our
system has mined many useful error templates. From the union set of those not in a dictionary
and not in a corpus, we find that 53.17% of the necessary templates in the close test set cannot
be generated by our system, while 32.97% of the necessary templates in the open test cannot
be generated by our system. This is a mismatch of the corpus and student essays. The
assumption of our system is that the corpus contains the correct and wrong usages.
Nevertheless, since news reporters and junior high school students make character errors for
different words, we need to have a more suitable corpus to improve our system. If we have a
more contemporary dictionary that includes the words in Table 7, our system can perform
better.

Table 6. Comparison of real world errors to system generated templates

. s . Neither in dictionary
Not matching template Not in dictionary Not in corpus .
nor in corpus

Close test essay 91.53% 37.73% 35.64% 20.20%
Open test essay 93.15% 16.27% 23.94% 7.24%

Table 7. New words not in dictionary

TP AR ETE ERR BREE PR 2 9k B £ 20 R

CHE- I W IR R IR BB B AR B P
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4. Conclusion and future works

Based on the confusion sets of Chinese characters, word segmentation, and the square root test,
our system can generate a large number of templates from a corpus. These templates can
detect and correct Chinese character errors in essays. The templates are more readable and
have better performance in both precision and recall performance compared to that of previous
system.

To improve the system, we will work in two areas. In the knowledge part, we will
enlarge the confusion sets to include more seeds for template generation. We will compile a
more suitable corpus for detection and correction of errors in student essays. For the
dictionary, we will collect more contemporary terms via the Internet, such as from Wikipedia
and Wikitionary. For the language model part, we will use the student essays that we collected
in this study to generate an error model, and use that error model to help determine character
errors.
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Abstract

Generally speaking, Chinese characters are graphic characters that do not allow
immediate pronunciation unless they are accompanied with Mandarin phonetic
symbols (zhuyin) or other pinyin methods (e.g. romanization system). In fact, about
80 to 90 percents of Chinese characters are pictophonetic characters which are
composed of a phonetic component and a semantic component. Therefore, even if
one had not seen the character before, one can make a logical guess at the
character's pronunciation and meaning from its phonetic and semantic symbols. In
order to analyze such relations, we start by analyzing the characteristics of phonetic
components. We found two interesting features that could automatically identify
the phonectic components of Chinese characters. One is pronunciation similarity,
the other is pronunciation distribution. Experiments show that these two methods
have high accuracy (90.8% and 98.1% for 9593 pictophonetic characters) in
predicting the phonetic components of pictophonetic characters. These methods
can save a lot of time and effort during the annotation of phonetic symbols in the

early stage.

Keywords: Picto-phonetic Compounds, Phonetic Component, Pronunciation
Similarity, Pronunciation Distribution, Optimization.
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o3 Mg o ) A FT R F’?E‘/IEU F1 7 FIFCA) ~ g(A) ~ h(A)75 Bl A s
jﬁ?‘ ”S'@‘I%fﬁiﬁ i o IR~ [WEAAR I b 25 PR ‘H"‘/”'Eﬂf b AVFTE S B
P 08 R ?Jb@ﬁwﬁﬁw1ﬂm o(B) ~ h(B) + ¥\ &L b I & [l o FI]
ﬂ BRE)5 (B f(A)Hi#F?? JHEA U L o [T ER P Kullback—Leibler divergence fiY
HE T F TR S "ﬁJE'fJE'EFﬁ‘E > Kullback-Leibler divergence fiy >t = i :

P(i)
KL(P||Q) = ZP(l)log® 4)
PNIEES PR TR KL(AB) || fAD i EA I b B2/ 9% [HIFRIET R KL(2(B) || g(A))
FrEs b FRRIEE - I FEETKL(h(B) [ h(A)) iﬁﬂ@%ﬁ%i@ o IR I'FEJ"J?%J‘?F“W 5]
BRELE] - FEERI Tk v TE L B ISI’FEJ@E?*%EEJﬁ#l?‘w[l#f”'r? &
T P A] = 14598 5 25 PRI O F AR I TR oA R BI=259 ) SE AR
FIJ_} H EJ|C| =32 > FIERS 55 rﬁjﬂ[lj\
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AT AT A yé,/ G T f B B T
5 4 r1 (S 7~

El"rfjiﬁlﬂ"
Allqosg 060 445 64 445 642 630 312 1009 587 380 742
f(A) 004 0.03 003 003 004 004 002 006 004 002 0.05
|§3|ir2l5jg} 8 5 0 7 6 13 2 18 7 6 25
f(B) 003 0.01 003 002 002 005 0007 006 002 002 0.09

{3}
Erﬁ'j‘ 15 16 0 1 0 0 0 0 0 0 0
f(C) 046 05 0 003 0 0 0 0 0 0 0

< T w4 7 7 + A >
e
Aigosg 719 931 835 540 567 239 371 294 356 2120
f(A) 004 006 005 004 003 001 002 002 002 0.14
14

IESI}F—ZIS#;} 8 27 11 8 8 8 4 | 45
f(B) 003 0.1 005 004 003 003 003 0015 0003 0.17

T
Eﬁ'j o 0o 0o 0o 0o 0 o0 0 0 0
f(C) o o0 0 0 0 0 0 0 0 0

JEIAFEE Bl [~ f(A)E fB)RyBGF5) 1) - fet i f(B)» f(A)f* 7 KL-divergence
SRR TF ) R - RS T R -

HFES e A5 (S PR T > DU ORI PURTE | OB R R B
= 7& Kullback-Leibler divergence fi¥ fii |éi?’l[h’?‘l e | R AR [J?Fﬁ‘ &3 |Elrf“?»§ei9 ™
H|EEg F“@“Tf’ uﬁiﬂip N ES e TG F;‘ELE[T £ ﬁ:gn»w@;@ , &ﬂ%ﬁu&g{j fi
Filog Wk B ;ﬁ‘iﬁ ﬁrfrﬁl’gl, EEs o FAPYST I R ?ZE& VN @%I%f KL fif=e
EUAR (F L1 oR BB 374 il 2R u’ﬁ?l#E xR PORRT ) RELE SR M2

It
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R SR, FB R

A | Y KL (38 ?ﬁ&iﬁi KL fifi |4 @ﬁ% KL fifi
53 0.9768 7E 1.3864 B 0.4851
B 1.3439 5 1.1621 i 0.5487
7E 0.9789 i 1.4116 i 0.2977
A 1.0335 Bl 1.4535 f 0.4988
T 1.7167 i 1.439 Gy 0.5487
Bl 1.1263 P 1.6778 7 0.5458
B 1.0746 e 1.1123 = 0.3386
7l 1.4473 £ 1.6968 [ 0.3332
B 0.9731 &y 1.3036 Al 0.2747
il 1.0632 IFl 1.4166 fl 0.4988

4. g
s ‘E‘ﬁ'%?ﬁﬁél‘ﬁ']i AR = PR AT R S AR PR R S A A TS R
(e T PR Y I FE IR B TS A o R PR
B & - RLIV E’li&ﬂ"ﬁ%?}’i{&[%ﬁ[‘EJE?,@%\ FrE s 5 2009/11/10 = 2010/11/23 SR |
HUE) 9593 PP 1 L E H [ﬁHﬁﬁél%w o
4.1 AR P
FIAsy MHE S AT P 2 20 fosfiifssgye « P B V}%’Lﬁf‘[%ﬁ‘?ﬁ P Ak -
R 88.67% » H1[[10 {5 SI8 AT AT 5 g BRG] » Lk 20T DS
291 » ¥EEFFS 90.21% © ﬁE'JEj%@%E@@Eﬁ@? S AR e Pl 2 S AR -
AR 89.39% » FJ U BRGRAH G Jond e it o B0 PR D) L 2
A e < PRI A ST R P P
DI A7) ™ SRR O ET TS (BB BT
Similarity(c1,c2)=Initial(c1,c2)+Vowel(c1,c2)+Tone(c1,c2) &)
£ FIVBR BT (R (038 31 FOBFERL D » 76267 O 0RO » 2 rsio il )47
B WP pediff fu5T M o RIS - SRR - S wo Z5 PR R (DFT R
WS B A pou FORTATIS » 110 w B SR R IO OIE (3% 212
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TR (VBT AT ) 203 pedif(w) FFy B -
pcdiff (w) = Similarity(w, pc,, ) — similarity(w, ) (6)

cew\pc,

R FH YR ARP ;’Wl/”%ﬁ‘z?

L | SHREL | L 2 | e
’FL?F'H*?(HO d) 8507 | 568 518 88.67
RUE + 8654 | 648 291 90.21
[ET5(d=0.7) 8576 | 575 442 89.39
[ErA45+ 8701 | 648 244 90.70
TAN(E=02) 8707 | 618 268 90.86
[pi— £RATE FIJpcdlffJ} [ (Histogram) < IFEL 1 R M (8 F pediff £ i

(i=-,-0.2,-0.1, 0, 0.1, 0.2, ---.) [iuF le[ﬁglr(FF'clJ ) o RIS PR - =
[ZHIE 27D f[ﬁ‘ﬂ"ElfJ@%f?ﬂ Eﬁ[‘iﬁrﬁ (AR E=22 8 A T TﬁJ PSRN AT (R
)5 PI IS AR E %’Pf[ﬁiﬂ"ﬁ"@@ﬁ%‘?ﬂ B TR FF T (RS2 F A AL > =517
PR () < SRR B IS AR TR A (5) R BT )
LI > pediff gﬁi@"{'ﬁ}ﬂﬁ PRI R e P R PR () T F R AR
ﬁ;ﬁ%@mNﬁMﬁ N [ FERIOT OS85 - LAY
Lo.itLoot-+Lsfv { LT E‘H%ﬁitﬁbéﬁﬁ?@‘ﬁ‘?ﬁﬂﬁ??&ﬁ H (e i) o PP Ng=125,
Lo=73, N.o.1=45, N.o2=10, Lo1=25, Loo=14 (Y[R~ ) , E}’IWFEJ%S—OZ SRR
125+45=170 i T2 8o o (R 25414=30 FUir e o B3t - 25
it 2 170-39=131 { Tfigfiod » ik 2T P P 125+73-10-14=174 {5
(442-174=268)

=3 Become Correct
===f¢ From Correct to Tie or Incorrect

p- BRI B —-fﬁ@‘,ﬁzf* 1015 57
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42 aﬁmw B[
E‘L ﬁ‘} [ Hr R = folhl s ARge (F [~k JFET”'F”E‘”@?‘E*DJWW@fif@(ﬂ} ?]Jﬁjﬂiﬁéﬂ"@ﬁj/
[j: Ay gk FIE AT fj»gﬁiéﬁig,[ % j,é'”Tw_‘hH *‘@ﬂ égﬂ&;g—p@ﬁgfg%g: s P
f@ilﬂﬁﬂw*EWM@ B WuPWWTE%ﬁﬁéﬁﬁﬁﬂé@ﬁiT%ﬁf$
» (ERLE ALV DR P EWEU”& ISR ] fﬁ"ﬁ%“* o Z5 AV p=1 L | 42
F BBV 1000 AT50h] R SievE] + Bk 8593 Trevk] IBHRVR] - 5V 1R
SRR RSV m (=20, 60, 80, 100, 200, 500) {1454 & % m |[4B,¢fﬂjl S ()
;Nn%aﬁ%Fumﬁﬁﬁ;ra@@ﬁ@oﬁ%wngwxgsfﬁﬁaﬁwazzwga*nwiﬁmiﬁﬁﬁﬁwm
*I//“:FE} IS A v B puEiR > PN RaE ST ﬁ%}[(Box -Whisker Plot)f#H Z[[J] ﬁ%‘[" NG
A o

Phonetic Component Prediction

100%
95%

89.03% 89.78%  89.98% 89.47%  89.90% 89.50% 88.22%
[T T TT T 7=
85%

80%
75%
70%

Testing Accuracy

20 40 60 80 100 200 500
# constraints

P~ TIRE )RR AT TR

ORIpH 2 T S A (S R A S AT AR 1) S
L EHET DY O R U140 15 60 ST ATE AT ORE > G

#gww%wﬁp~,m@@ﬁm@*ﬂ%%w@w%éwﬁﬁﬁ’w@@@w
ub>a>b>c,d>0.1 S i - Y 2R I>x>y,z>1b SRH G (YA T ) o Fial B

Ve 89.98% » [ 1 60 eI TR g (ORISR SRR Y
Gl (rﬁﬁfo‘fl’fH BRTppy o YR S EF U o =T 500 [ o i E T RS (E
Rk b = 87% M 81.5% ) o I RIFVRLPN TR A E [T RS AR A
JE@“‘J“E#@W@J ‘ﬁ?ﬁ I Rl R [5E frﬂfé' LI = B33

i~ A 2 T HE y< 1b+5]aJ[HﬁfU IIE‘{;& be=dt e AU
BT HE S z<=lore FORLHITERE o f DRIFOF"S E};HEJJ% SEE TR AR
PURLRYRY - = T ) Rl fgﬂ_&ﬁ LRV R ,ﬁfﬁlﬁ:(ﬁjﬁﬁgﬁ%gﬁ@@g?,

FASRLE 2 EOAR (ub=a=b=c=d) - FH 2SI (x=y=z=Ib) [ > Sl &
FURSERGRY ARE | o P T SR PR 500 2T - DAL B - AR
[t AR =S
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A AT T WO TEF R H B - R

FIAEREER  90.0%  98.0%  98.0%  96.0% 94.0% 98.0% 97.0%
HRERYEES 89.0%  89.8%  90.0%  89.5% 90.0% 90.0%  88.0%

ub 097 082 094 093 1.00 066 093
a 073 055 063 073 084 089  0.10
b 010 %0.10 060 076 %037 050  0.10
c 046 %067 000 010 %042 0.0  0.10
d 010 %040 055 019  f0.58 0.0  0.10
X 063 070 072 083 064 089 0093
y 010 %022 %038 .33 Y016 0.8 0.10
z 0.10 %034 Yos51 Y052 Y041 (0.0  "0.10
Ib 010 016 010 013 010  “0.13  "0.12

Affected by constraints ¥ b<=c or d, 1 y<=z, “z<=Ib

4.3 K55 F—ﬁi@gk
gy= Iﬁ [yp ey %E Ve e 5 ) PR B ﬂJHUiﬁﬂ“Eﬁ@?ifﬂ/i\”ﬁji o Y[k
o JJ BRI 5T 6 ?za 855 0 b@n?ﬁf”m Wﬁg@;ﬁﬁnﬁﬂ FH - ?ﬁ »F[U%"é’lj“é@ (73
L% 92.8% 975%7v 959%  FU I TR ) kL = fqg Ik R E 3 20 o ety e
Lo =SS r"ﬁr Y RPN E e o B 9593 ks HI F] 9413 S i -
180 STEHFEL » YEEF 98.1% ¢
RIS LG AT -

T | R [EEpEF

i 8910 [ 683 | 92.80
3] 9362 | 231 | 97.50
il 9207 | 386 | 95.90

BfEE | 9413 | 180 | 98.10

R O R 5 P Ik < S
3 R Sff L PR RO ST o F EURLRY (AR 915 gfw fofh
) S T A 1% R ) TR A - WMHIJ R P19
5T PR LT AT R R ST R RO -
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A BF GO HEE

word Phonetic Flements| Correct Sum of KL divergence of each
notation Phonetic Symbol| element
A 924 &ow [ F1] H 1 00756 > [10.0692
Ao nA 4 (mu) 7 A A ¢ 0.0284 > 4.0.0218
d |44 (meng)| I il i~ 0.6303 > [I10.2763
M | &—53 (ban) | A K L 1.2455 < /w 1.8219
AT |4 AET3 (smo) | F7T = F0.7605 < 1 0.9602
It | AA4 Ovang)| [ E 1 0.1051 >} 0.0904

5. R PR
Y 2 BIEIOATR S  TITER SR SRR T R
l| o ik Y- FERETY (ME5 Eh E':’J"M@‘EJ“@“’?T'UTE'?' R ERP Y A Y '}”Fﬂrzt' v
HJ-:JJJJ:EH' ?E‘EIE*)J—“H”FIJiJ:L ) B *JD'E{J%@LJ ;ﬁ‘iﬁlﬂrﬁr:ﬁ[* o «SM&{Y‘EH s T
Tuﬂ k T ETEOA T 2 R R “‘F“ Hr i s B SIS S T ]
lﬂi_jliﬂﬁ Fm&Fpu?i’ R P et = R Py L Phﬁ_ﬁj{[ ﬁ‘l[ J 7 PR SRR
TR > ok fﬁvyf WP o PIgE - o T Jlﬁjﬁ [iéﬂe?’l 55 & H‘E’HF\ flit
R R I e F'“‘*’fi"ﬂ FILELAT 7 o -

HESRF) R B AR A i IYEU@‘VT'J?TT‘E‘ BT I’Ei_iﬁiﬁé@?’[ FEIL)
B (A ’?ZE‘ SO SRRy E 2 e ?’lﬁzﬁi[ fugPse WE{?‘W
l*éﬁ?’ SR R SE A [T ﬁ‘?ﬁ“;l%l E3K :/T\WIMFEJ}H" Jﬁwéﬂ‘l?fﬁﬂﬁ
Y R iﬂ%?‘ltw?éﬁ 77 e ﬁ?{ Hiot ?[/J PP sl g > 58
- B Eﬂ?ﬂﬁ WU > R R J/FIJE*EF%EﬁF ) T }f“sﬁ} U L

ztﬁfﬁﬁ?i/ Elfj%»?}ﬁ%%ﬁ%‘[‘ﬁ‘[ﬂ[l . ;&,Hﬁsjf . "%ﬁﬁ} « HIEIEE S ORI .

2Y Y|

Al 5 (1988) - <<§r,z—\v A AR HITE

}!} fi'ﬁ %‘/%%2(2005 v 1 F EI_J )f‘%ﬁ%ﬁ*[?[ﬂjyiﬁﬁl'%ﬁr‘gﬂ s YEI o T‘l @]w;ga{?
IRRER
f Fi

TR 9{?‘#{(2008 » 8 E]) e Y g ]:[“Fﬁ‘f"’!‘ﬂjif[%'l ST %@S“W?%Efﬁnﬁ:ﬂ‘
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FEeAB 2 AT R P e

P A S

& = 2 Ll | k74 ] % pr) « =5 ~ u < T B Ed Il 15} i + A
2 1 0.3 0.8 0'10 2 05 0.1 0.1 01 0.5 0.5 01 0.1 0.1 01 0.1 0.1 01 0.1 0.1 0.1 0.1
4 1 0.8 0.108 o1 0.5 01 o1 0.1 0.5 o1 0.1 01 o1 0.1 0.1 o1 0.1 01 01 0.1
| 1 0108 o1 0.1 0.5 o1 0.1 0.1 o1 0.1 0.1 o1 0.1 0.1 o1 0.1 0.1 01 0.1
= 01 0.1 0.1 01 0.1 0.1 0.5 0.1 0.1 0.5 0.1 0.1 0.5 0.1 0.1 0.1 0.5
7 1 0.5 0.8 0.8 0.5 0.1 01 0.1 0.1 01 0.1 0.1 0.1 0.1 0.1 0.1 0.1
£ 1 0.8 0.8 0.1 0.5 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
i 1 0.8 0.1 0.1 01 0.1 0.1 01 0.1 0.1 01 0.1 0.1 0.1 0.1
& 1 0.1 0.1 01 0.1 0.1 01 0.1 0.1 01 0.1 0.1 0.1 0.1
# 1 0.9 0.8 0.1 0.1 01 0.1 0.1 01 0.1 0.1 0.1 0.1
I 1 0.3 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
ro 1 0.1 0.1 0.5 0.1 0.1 0.5 0.1 0.1 0.1 0.5
0.5 0.1 01 0.1 0.5 0.1 0.1
v l %2 9.8 0.7 07 07 0.7 07 0.7 0.7
0.1 0.5 01 0.1 0.1 0.5 0.1
< 1 v 0.7 o7 o7 0.7 0.7 07 0.7
T 1 0.1 0.1 0.5 0.1 0.1 0.1 0.5
0.7 07 07 0.7 07 0.7 0.7
0.5 0.1 0.1
® A v HR8 v 0.7 0.7 0.7
0.1 0.1 0.5 0.1
1 08 0.7 [ohy) 0.7 0.7
0.1 0.1 0.5
. L U8 0.7 07 0.7
0.1 0.1 0.1
H 1 07 0.7 0.7
7 1 0. 0.8
+ i 0.8
.




. A I R T SR QI = . Ag %
TIHE [P EEF ) ’ﬂﬂg—‘}f»‘/%ﬁ?—/ 5?/?7‘///777122 159
. 5y ~ 13
GEE R TN
# L R N A R O e A e e e - L o o et e e A e i e A B I e L B A A Pl |l s A R L [N | S A
& =z5i o u [y a o Al Jei |au jou |an jen jan jop |3 [ |0 |l [iai [iau |iou |@n ien (iap [iep jua Juo [uai [uei [uan |uen [uap [usp [ve |van [ven [vap
Fo(EH 1] o1 01 01 ol 03] o1 o1f 1] 01 of] 01| Ol 1] o1 01] 01| a1 o1 oif oi] ot ol olf o1 o1} o1 oif o1 off oi] o1 o1f a1 01 o1 o1f o1 o1
— i 1 03] of) o] 01 01 01 05 05 Gl 01 o1 01] 0f) Gl 01 05| 05 05| 05 05 05 05) 05 05 05| 1] 0l) o) 01 01 01 of) 01] 01 1] ol 01
X [ 100 ol 01 1] ol ol] 01) 05 05 ol] 01] of] ol ol olf 01] ol o1 ol o1 oi] o1 O1f 1] 05| 05 05 05 05 05 05 05 01| 0l ol 01
|y 1 ol] ol) o) o1f Gl o1 ol] 01] ol ol ol 01] 0f) o1 Qif ol of] ol] o1 ol i oi] o1} O1f o1] ol ol] o) O1f Gl 01 05 05 05| 05
T |a 1] 01) 01) 01] 05 01 05 01] 05 Q1 05 01] 01] 08 Q1 1] 01) ol o1 Q1 01 01) o1] Q8 Q1 o1 ol] o1} o1f Q1 1] ol) o1f Q1] Ol
T le 1) 01) 01 Gl 01 o1] 05 o1 1] 01 01] 01) a1 08 0l 01) ol o1 01 01 01) o1 O1f 0.8 01 ol) O1) O1f Q1 01] o) o1 01 Ol
T v 1] 03] o1 01 1] 01] o1 01] o1 1] 01f o1] 01) ol a1f 1] o1 ol] o1 O1f Q1] 0I) ol o1 O1f 01| 01] ol] o1 Ol a1 ol 01
[ 1 01] 03[ 1] 01] 01 01| 01| 01| 01] Q1] 01] 08 O1) ol Gl 01] al] 01 ol 0If ol] ol O0lf 01| 01f 01| 01| O8] 01| ol 01
% |ai 1] 05 05 01] 05 ol] 05 01) 01] 01 01| ol] 08 0l 01| olf 01| 01] o1 01 ol 08 0i) 01 01 1 0l] ol) o1f ol1] ol
~ |ei 1ol off ol ol olf ol] 01) o1 oif ol 01) olf o1 ol off oi] o1f Q1f oif oi 08 o1 Oif o1 ol ol) o1f Ol1] Ol
% |au 1] 03] 05) 01) 05 01 Q1] 1) 01f Ol 1] 08 01] 01f Gl 01 1] 01] ol Q1] Q1 01] 01) o1f Q1f QI 01] ol] o1
X |ou 100 01) o) 1] 01 o1 01) ol a1f 01 08 01) o1 01 @1 01) o) o1) O01f 01 01] ol) O1] Ol a1 ol 01
T |an 1] 05 05 01) 01 1] 01 ol 01] 0] 61| 08] 01] 01) o1 o1 1 oi] 0f) OB O1f 1 1] o1) 08 O1] Ol
7 |n 1] 03] 05 01f 1] 01 ol 01] ol o1 01| 08 01| o1 o1 1] oif of] o1 08 1] 01| o1 O1f O8] 01
i g 1 05 01 1] 01] ol] 01] ol 1] 01| 01] 08 o1 O1f 01 01| ol] o1 O1f 08 1] o1 o1f 01 Ol
L |ep 1] 01] 01] 01f Ol 1] o1] 01] 01] Ol 01| 08 01) ol Q1] Q1 01| 01] o1 08 Q1] 01| Ol Of
L | 1 ol o1f ol olf ol ol] oif o1 oif ol] oi] ol a1 olf o1] oi] ol Qif o1 oi] ol| ol
— Ylia 1] 03] 05 05 05| 05 05| 05 05 05 Q8 ol 01| of) ol oif i 0i] o1} o1f O] Ol
—Zio 1 05) 05 05 05 05| 05 05) 05 Q1 08 01 ol) o1 01 1] 0l) o) o1f Ol1] 0l
—thjie 1] 05 05 05 05 05 05 05 01] 01 o1l o1 01] 01) o1 01 01 0i] of] ol
—liai 1] 05 05 05 05 05 05 01) 01 08 01| 01] 01) a1 ol ol 0i] ol] ol
— ¥lian 1] 05 03] 05 05 05 01 0l 01) O1f 01 o1 ol] 01] O1] a1f ol 01
— R|iou 1] 03] 05 05 05 01 1) 01) 01} 01 01 1] 01] o1 1] ol 01
—ian 1) 05 05 05 01 1) 01) 01} 08 01 01] 01] 01] 08 01 01
—lien 1] 03] 05 01 Ol al] 01| 01] 08 a1 01 01| 01| 08 Q1
— A 1 05 01 Ol 1] ol 01] 01) G8 01 1] 01) ol] o1
— 24 1 03] ol 01) o1 1] 01 o1 08) 01 ol 0l 08
X Y[ua 1] 05 05 05 05 03] 05 05 01 ol ol 01
X Z[uo 1| 05| 03] 05 03] 05 03] 0l) O1f O1] 0l
X Frjuar 1] 03] 05 05] 05 05 1] 01) olf o1
X \Juei 1| 05 05 05 05] 0] 01] 01 01
X FHuan 1] 03] 05 05 01| 08 ol 01
X% 1] 05 03] 01 o1 03] 01
HA 1] 03] 0l] 01] Ol1] 08
p A 1] 05 05 05 05
Lithye 1] 03] 05 05
L= yan 1f 05 05
L 1] 05
L2 1




160 BRAE



The Association for Computational Linguistics and

Chinese Language Processing
(new members are welcomed)

Aims :
1. To conduct research in computational linguistics.
2. To promote the utilization and development of computational linguistics.
3. To encourage research in and development of the field of Chinese computational linguistics
both domestically and internationally.
4. To maintain contact with international groups who have similar goals and to cultivate academic
exchange.
Activities :
1. Holding the Republic of China Computational Linguistics Conference (ROCLING) annually.
2. Facilitating and promoting academic research, seminars, training, discussions, comparative
evaluations and other activities related to computational linguistics.
3. Collecting information and materials on recent developments in the field of computational
linguistics, domestically and internationally.
4. Publishing pertinent journals, proceedings and newsletters.
5. Setting of the Chinese-language technical terminology and symbols related to computational
linguistics.
6. Maintaining contact with international computational linguistics academic organizations.
7. Dealing with various other matters related to the development of computational linguistics.
To Register :

Please send application to:

The Association for Computational Linguistics and Chinese Language Processing
Institute of Information Science, Academia Sinica
128, Sec. 2, Academy Rd., Nankang, Taipei 11529, Taiwan, R.O.C.

payment : Credit cards(please fill in the order form), cheque, or money orders.

Annual Fees :

regular/overseas member : NT$ 1,000 (US$50.-)
group membership : NT$20,000 (US$1,000.-)
life member : ten times the annual fee for regular/ group/ overseas members

Contact :
Address : The Association for Computational Linguistics and Chinese Language Processing

Tel.

Institute of Information Science, Academia Sinica
128, Sec. 2, Academy Rd., Nankang, Taipei 11529, Taiwan, R.O.C.

- 886-2-2788-3799 ext. 1502 Fax - 886-2-2788-1638

E-mail: aclclp@hp.iis.sinica.edu.tw  Web Site: http://www.aclclp.org.tw
Please address all correspondence to Miss Qi Huang, or Miss Abby Ho



The Association for Computational Linguistics and

Chinese Language Processing

Membership Application Form

Member ID# :

Name : Date of Birth :
Country of Residence : Province/State :
Passport No. : Sex:

Education(highest degree obtained) :

Work Experience :

Present Occupation :

Address :

Email Add :

Tel. No : Fax No :

Membership Category : [ ] Regular Member [ ] Life Member
Date : / / (Y-M-D)

Applicant's Signature :

Remarks : Please indicated clearly in which membership category you wish to register,
according to the following scale of annual membership dues :
Regular Member US$50.- (NT$1,000)
Life Member : US$500.- (NT$10,000)

Please feel free to make copies of this application for others to use.
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Information for Authors

International Journal of Computational Linguistics and Chinese Language Processing (IJCLCLP) invites
submission of original research papers in the area of computational linguistics and speech/text processing of
natural language. All papers must be written in English or Chinese. Manuscripts submitted must be previously
unpublished and cannot be under consideration elsewhere. Submissions should report significant new research
results in computational linguistics, speech and language processing or new system implementation involving
significant theoretical and/or technological innovation. The submitted papers are divided into the categories of
regular papers, short paper, and survey papers. Regular papers are expected to explore a research topic in full
details. Short papers can focus on a smaller research issue. And survey papers should cover emerging research
trends and have a tutorial or review nature of sufficiently large interest to the Journal audience. There is no
strict length limitation on the regular and survey papers. But it is suggested that the manuscript should not
exceed 40 double-spaced A4 pages. In contrast, short papers are restricted to no more than 20 double-spaced
A4 pages. All contributions will be anonymously reviewed by at least two reviewers.

Copyright : It is the author's responsibility to obtain written permission from both author and publisher to
reproduce material which has appeared in another publication. Copies of this permission must also be enclosed
with the manuscript. It is the policy of the CLCLP society to own the copyright to all its publications in order to
facilitate the appropriate reuse and sharing of their academic content. A signed copy of the IJCLCLP copyright
form, which transfers copyright from the authors (or their employers, if they hold the copyright) to the CLCLP
society, will be required before the manuscript can be accepted for publication. The papers published by
IJCLCLP will be also accessed online via the IICLCLP official website and the contracted electronic database
services.

Style for Manuscripts: The paper should conform to the following instructions.

1. Typescript: Manuscript should be typed double-spaced on standard A4 (or letter-size) white paper using size
of 11 points or larger.

2. Title and Author: The first page of the manuscript should consist of the title, the authors' names and
institutional affiliations, the abstract, and the corresponding author's address, telephone and fax numbers, and
e-mail address. The title of the paper should use normal capitalization. Capitalize only the first words and such
other words as the orthography of the language requires beginning with a capital letter. The author's name
should appear below the title.

3. Abstracts and keywords: An informative abstract of not more than 250 words, together with 4 to 6 keywords
is required. The abstract should not only indicate the scope of the paper but should also summarize the author's
conclusions.

4. Headings: Headings for sections should be numbered in Arabic numerals (i.e. 1.,2....) and start form the left-
hand margin. Headings for subsections should also be numbered in Arabic numerals (i.e. 1.1. 1.2...).

5. Footnotes: The footnote reference number should be kept to a minimum and indicated in the text with
superscript numbers. Footnotes may appear at the end of manuscript

6. Equations and Mathematical Formulas: All equations and mathematical formulas should be typewritten or
written clearly in ink. Equations should be numbered serially on the right-hand side by Arabic numerals in
parentheses.

7. References: All the citations and references should follow the APA format. The basic form for a reference

looks like
Authora, A. A., Authorb, B.,B., & Authore, C. C. (Year). Title of article. Title
of Periodical, volume number (issue number), pages.

Here shows an example.
Scruton, R. (1996). The eclipse of listening. The New Criterion, 15(20) s 5213

The basic form for a citation looks like (Authora, Authorb, and Authorc, Year). Here shows an example.
(Scruton, 1996).

Please visit the following websites for details.

(1) APA Formatting and Style Guide (http://owl.english.purdue.edu/owl/resource/560/01/)

(2) APA Stytle (http://www.apastyle.org/)

No page charges are levied on authors or their institutions.
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Final Manuscripts Submission: If a manuscript is accepted for publication, the author will be asked to supply
final manuscript in MS Word or PDF files to clp@hp.iis.sinica.edu.tw

Online Submission: http://www.aclclp.org.tw/journal/submit.php
Please visit the [IJCLCLP Web page at http://www.aclclp.org.tw/journal/index.php
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