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Abstract

In this paper, we take Determinative-Measure Compounds as an example to
demonstrate how the E-HowNet semantic composition mechanism works in
deriving the sense representation for a newly coined determinative-measure (DM)
compound. First, we define the sense of a closed set of each individual determiner
and measure word in E-HowNet representation exhaustively. Afterwards, we make
semantic composition rules to produce candidate sense representations for a newly
coined DM. Then, we review development set to design sense disambiguation rules.
We use these heuristic disambiguation rules to determine the appropriate
context-dependent sense of a DM and its E-HowNet representation. The
experiment shows that the current system reaches 89% accuracy in DM sense

derivation and disambiguation.
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Representations, Extended How Net, How Net

1. Introduction

Building a knowledge base is time consuming work. The CKIP Chinese Lexical Knowledge
Base has about 80 thousand lexical entries, and their senses are defined in terms of the
E-HowNet format. E-HowNet is a lexical knowledge representation system. It extends the
framework of HowNet (Dong et al., 2006) to allow semantic composition. Based on the
framework of E-HowNet, we intend to establish an automatic semantic composition

mechanism to derive sense of compounds and phrases from lexical senses (Chen et al., 2005b),
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(Huang et al., 2008). Determinative-Measure compounds (abbreviated as DM) are the most
common compounds in Chinese. As a determiner and a measure normally coin a compound
with unlimited versatility, the CKIP group does not define the E-HowNet representations for
all DM compounds. Nevertheless, construction patterns for DMs are regular (Li et al., 2006).
Therefore, an automatic identification schema in regular expression (Li et al., 2006) and a
semantic composition method under the framework of E-HowNet for DM compounds were

developed.

In this paper, we take DMs as an example to demonstrate how the E-HowNet semantic
composition mechanism works in deriving the sense representations for all DM compounds.
The remainder of this paper is organized as follows. Section 2 presents the background
knowledge of DM compounds and sense representation in E-HowNet. We’ll describe our
method in Section 3 and discuss the experiment result in Section 4 before we present

conclusions in Section 5.

2. Background

There are numerous studies on determiners as well as measures, especially on the types of
measures’. Tai (1994) asserts that classifiers and measures words are often treated together
under one single framework of analysis. Chao (1968) treats classifiers as one kind of measure
word. In his definition, a measure is a bound morpheme which forms a DM compound with

the determiners enumerated below.

1. Demonstrative determiners, €.g. IF;* “this”, #[I “that”...

ii. Specifying determiners, e.g. & “every”, F‘[ “each”...

iii. Numeral determiners, e.g. ~ “two”, FI;’? V= “three percent”, D“[Flfv—i “four
hundred and fifty”...

iv. Quantitative determiners, €.g. — “one”, ffrﬂ] “full”, &% “many”...

Measures are divided into nine classes by Chao (1968). Classifiers are defined as

‘individual measures’, which is one of the nine kinds of measures.

i classifiers, e.g. 4 “a (book)”,

il. classifier associated with V-O constructions, e.g. = “hand”,
. group measures, €.g. ¥ “pair”,
iv. partitive measures, e.g. £~ “some”,

' Chao (1968) and Li and Thompson (1981) detect measures and classifiers. He (2002) traces the
diachronic names of measures and mentions related literature on measures. The dictionary of measures
pressed by Mandarin Daily News Association and CKIP (1997) lists all the possible measures in
Mandarin Chinese.
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v. container measures, €.g. £i “box”,
Vi temporary measures, i. £ “body”,
Vil. Standard measures, e.g. * "l “meter”,
viii. quasi-measure, €.g. B “country”,
iX. Measures with verb, e.g. 7~ “number of times”.

As mentioned in the introduction, Chao considered that determiners are listable and
measures are largely listable, so D and M can be defined by enumeration, and that DM
compounds have unlimited versatility. In this paper, we adopt the CKIP DM rule patterns and
Part-of-Speeches for morpho-syntactic analysis, and, therefore, inherit the definition of
determinative-measure compounds (DMs) in Mo et al. (1991). Mo et al. defined a DM as the
composition of one or more determiners together with an optional measure. It is used to
determine the reference or the quantity of the noun phrase that co-occurs with it. We use the
definition of Mo et al. to apply to NLP and somewhat different from traditional linguistics

definitions.

2.1 Regular Expression Approach for Identifying DMs

Due to the possible infinite number of DMs, Mo et al. (1991) and Li et al. (2006) proposed to
identify DMs by regular expression as part of their morphological module in NLP. For
example, when the DM compound is the composition of one determiner, e.g. numerals in (1),
rules (2a), (2b), or (2¢) will be first applied, and then rules (2d), (2¢), or (2f) will be applied to
compose complex numeral structures, and finally rule (2g) will generate the pos Neu of
numeral structures. From the processes of regular expression, the numerals 534 and 319 in (1)

are identified and tagged as Neu.”

(1) ?jﬁ:’ﬁ%% b SRy 319588V T
guli wubaisanshisi ren wancheng sanbaiyishijiu xiang zhi lu

encourage 534 persons to accomplish the travel around 319 villages

% The symbol “Neu” stands for Numeral Determiners. Generation rules for numerals are partially listed
in (2).
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@ a NOI  ={o = = 097,45, Jud HALELT,

B B )

b NO2 = (3% 8 E5 I I I O P R B
. NO3  ={1,2,3,4,5,6,7,8,9,0.F1. " Ffu));

d. IN1 -=> { NO1*, NO3*} ;

e. IN2 > NO2* ;

f. IN3 > {INLIN2} {206,545} (P07 5

g. Neu > {IN1,IN2,IN3 } ;

Regular expression approach is also applied to deal with ordinal numbers, decimals,
fractional numbers and DM compounds for times, locations etc.. The detailed regular
expressions can be found in Li et al. (2006). Rule patterns in regular expression only provide a
way to represent and to identify morphological structures of DM compounds, but do not
derive the senses of complex DM compounds.

2.2 Lexical Sense Representation in E-HowNet

Core senses of natural language are compositions of relations and entities. Lexical senses are
processing units for sense composition. Conventional linguistic theories classify words into
content words and function words. Content words denote entities and function words mainly
serve grammatical functions which link relations between entities/events. In E-HowNet, the
senses of function words are represented by semantic roles/relations (Chen et al. 2005a). For

example, ‘because’ is a function word. Its E-HowNet definition is shown in (3).

(3) because|[XE}  def: reason={};

which means reason(x)={y} where x is the dependent head and y is the dependent daughter of

In the following sentence (4), we’ll show how the lexical concepts are combined into the
sense representation of the sentence.

(4) Because of the rain, all the clothes are wet. [5G > ?‘ﬁﬁﬁﬂii{l ’



Automatic Sense Derivation for Determinative-Measure 23

Compounds under the Framework of E-HowNet

In the above sentence, ‘¥ wet’, “4/J§ clothes’ and “™* | rain’ are content words while ‘ﬁﬂ
all’, v Le’ and ‘[N £ because’ are function words. The difference of their representation is
that function words start with a relation but content words have under-specified relations. If a
content word plays a dependent daughter of a head concept, the relation between the head
concept and this content word will be established after parsing process. Suppose that the

following dependent structure and semantic relations are derived after parsing the sentence

4).

(5) S(reason:VP(Head:Cb:[<£E|dummy:VA:™ [-|)[theme:NP(Head:Na: &) |

quantity: Da: Head:Vh:j§4|particle:Ta: +") o
Y I

After the feature unification process, the following semantic composition result (6) is
derived. The sense representations of dependent daughters became the feature attributes of the
sentential head ‘wet|J§4’.

(6) def: {wet|&:

theme={clothing| #$7},
aspect={Vachieve[E 5},
manner= {complete@f},

reason={rain| ™ [} }

In (5), the function word ‘[NEE (because)’ links the relation of ‘reason’ between head
concept ‘J§ wet’ and < * 4 rain’. The result of the composition is expressed as reason(wet|
1§)={rain| " [}, since, for simplicity, the dependent head of a relation is normally omitted.
Therefore, reason(wet|i§¢)={rain| » [/} is expressed as reason={rain| ™ [ }; theme(wet|

154)={clothing| ~¥74} is expressed as theme={clothing| 4} and so on in the expression (6).

2.3 The sense representation for determiners and measures in E-HowNet

The sense of a DM compound is determined by its morphemes and the morphemes of DMs are
determiners and measures which are exhaustively listable. Therefore, in order to apply a
semantic composition mechanism to derive the senses of DM compounds, we first need to
establish the sense representations for all determiners and measures. Determiners and
measures are both modifiers of nouns/verbs and their semantic relation with head nouns/verbs
are well established. We, thus, defined them by a semantic relation and its value like (7) and
(8) below.
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(7) The definition of determiners in E-HowNet

this 35 def: quantifier={definite| 4}
def: ordinal={1}

o,

first F1
one — def: quantity={1}

For measure words, we found that some measure words contain content sense, but for
some measure words, such as classifiers, their content senses are not important and could be
neglected. So, we divided the measure words into two types, with or without content sense,
with their sense representations being exemplified below:

(8) The definition of measure words in E-HowNet

a) Measure words with content sense
ﬁ?ﬁ bowl def: container= {bowl\ﬁﬁ}
K meter def: length={meter| * "}

£| month def: time={month|* |}

b) Measure words without content sense
% copy def: {null}
fiil room def: {null}
= kind def: {null}

3. Semantic Composition for DM Compounds

To derive sense representations for all DM compounds, we study how to combine the
E-HowNet representations of determiners and measures into a DM compound representation
and make rules for automatic composition accordingly. Basically, a DM compound is a
composition of some optional determiners and an optional measure. It is used as a modifier to
describe the quantity, frequency, container, length, etc. of an entity. The major semantic roles
played by determiners and measures are listed in Table 1. Since an E-HowNet sense
representation is basically a feature value structure, we will apply feature unification process

for semantic derivation of DMs. The basic feature unification processes (Duchier et al., 1999)
is as follows:
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If a morpheme B is a dependency daughter of morpheme A, i.e. B is a modifier or an argument

of A, then unify the semantic representation of A and B via the following steps.
Step 1: Identify the semantic relation between A and B to derive relation(A)={B}.

Step 2: Unify the semantic representation of A and B by insert relation(A)={B} as a sub-feature
of A.

As exemplified in (9) and (10), a feature unification process can derive the sense
representation of a DM compound if its morpheme sense representations and semantic head

are known.

(9) one— def:quantity={1} + bowl ﬁ: def: containeF{bowl\ﬁli} >

one bowl — ﬁ% def: containeF{bowl\ﬁi :quantity={1}}

(10) this "F:F def: quantiﬁett{deﬁniteﬁéfﬁ,} + % copy def:{null} >

this copy iﬁqﬁ def: quantiﬁer:{deﬁnite|§}ﬁ}

Table 1. Major semantic roles played by determiners and measures
Semantic Role D/M

quantifier e.g. ;,F% ~ HE R :Zf FoE s EH S0

ordinal e.g. 57~ F’I

qualification eg. B M S P A s s R ETER S ) 2
9~ s pIgt - f

quantity eg. — ~ = \F'J VEELE IR E B - T E T
IR ﬁ‘}kl'? CEES TG L S Y S ]
TR e M 2R PR N2l ifi‘f TP~ e

~ 7 =. £z

THr Y

Formal={.Ques.} eg. ff» Pﬁ ~ e

Quantity={over, eg. ff ~ 7 kb % R S S S BSE B T

approximate, exact}

position e.g. JI=7 [T By BT B

container e.g. L)~ [FICT) A AT G~ B B

.

S () RO ) A S B ) S ()
) S BB S ABCO) S AR S SO0 S BEGREE) < ) -
) REE U R o H W g




26 Chia-Hung Tai et al.

length e.g. JNE > 5T NN s AR s ] R R B
N E[ AU~ [ (inch) ~ P(feet) ~ ffi(yard) ~ [ (mile) ~ - (R~ %
=N I = N B R EURN e SRS~ IR N
@'\'Pﬁ\"ﬁﬂ MO RNy S S %Pﬂ“@ﬁ'ﬁ"%?
size g. s FR‘ fﬁg,z\ e Pk,;\‘ﬂ S PS

EI\_T‘f LI ﬂﬂj R IR

—Elr

veight €.9. J - 2T - R ] wa FW(E'H) AT -
~ VHE S f;f INER F.Jﬁ 5 LR ﬂd %[\ﬁ i,

> VB R 255 - R ,“ia

volume o0, P 2AQD T (A1 B e
ijrﬁ](gallon) J '(bus el)» 23~ 2 NS (,‘ .
NRA T BH-ER 44@171\ *ﬂ;h{x ﬂj
] s b YRS }'El‘ﬂijgl\ﬁ\[\[[‘mi 7@

time e.g. f%(%p\g;«;\ﬂ FheH ~ 55 jjéatjiuw%gﬁ%

E“’ . [J\,f,EI(i‘r.h 123) ~ 5~ (P~ B
PTG ) SRR F
EN‘FI fm }%. ;ak ‘['J« IS N

address eg R L I S IR (- S SR 4 1O Eﬁ&**ﬁ E
Ol N NN N NN

place e.g jﬁ . Al S IR A

duration e.g [QECI(%) ﬁ; #rpd s h

There are, however, some complications that must be resolved. First of all we have to
clarify the dependent relation between the determiner and the measure of a DM in order to

construct a correct feature unification process.

3.1 Head Morpheme of a DM Compound

In principle, a dependent head will take semantic representation of its dependent daughters as
its features. Usually, determiners are modifiers of measures, such as ‘i}ﬁ (this)’ and ‘= (one)’
are modifiers of ‘ZF"’?:’ (bowl)’ in the examples of lﬁlﬁz, - Tj%’, inf ﬁ% For instance, Example
(11) has the dependent relations of

NP(quantifier:DM(quantifier:Neu:— |container:Nfa:ﬁ’?ﬁ)|Head:Nab:5‘@)



Automatic Sense Derivation for Determinative-Measure 27

Compounds under the Framework of E-HowNet

MFE
quantifier
Dk
quantifier container Head
Meu Mfe Mah
— i 1]

Figure 1. The dependent relations of — /@ﬁ “a bowl of noddle”.

After the feature unification process, the semantic representation of “-—  def:
quantity={1}” becomes the feature of its dependent head “ﬁb’ def: containerz{bowl\ﬁ’}” and
derives the feature representation of “one bowl — ﬁb def: container= {bowl|’ﬁi:quantity={ 13}
Similarly, “one bowl — ﬁ"?ﬁ” is the dependent daughter of “noodle5¥ def: {noodle|5&}”. After

the unification process, we derive the result of (11).

(11)  one bowl of noodles|— ﬁ";‘:iﬁ def: {noodle[5¥:container={bowl|

ﬁ’:quantity: {133}
The above feature unification process, written in rule form, is expressed as (12).

(12) Determiner + Measure (D+M) > def: semantic-role(M) =

{Sense-representation(M): Representation(D)}

The rule (12) says that the sense representation of a DM compound with a determiner D
and a measure M is a unification of the feature representation of D as a feature of the sense
representation of M as exemplified in (11).

Nevertheless, a DM compound with a null sense measure word, such as “this copy|3§¢ ”,
“a copy|~ %47, or without measure word, such as “these three|i§§ ”, will be exceptions, since
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the measure word cannot be the semantic head of DM compound. The dependent head of
determiners become the head noun of the NP containing the DM and the sense representation
of a DM is a coordinate conjunction of the feature representations of its morphemes of
determiners only.

For instance, in (10), “copy” has weak content sense; therefore, we regard it as a
null-sense measure word and only retain the feature representation of the determiner as the
definition of “this copy\iﬁit”. The unification rule for DM with null-sense measure is

expressed as (13).

(13) Determiner + {Null-sense Measure} (D+M) = def: Representation(D);

If a DM has more than one determiner, we can consider the consecutive determiners as
one D and the feature representation of D is a coordinate conjunction of the features of all its
determiners. For instance, “this one\iF;p ” and “this 0ne|i§~ 7> both are expressed as
“quantifier={definite| “ﬁ—_}‘F’[ }, quantity={1}".

Omissions of numeral determiner occur very often while the numeral quantity is “1”. For
instance, “iﬁ ” in fact means “this one|i§~ 7. Therefore, the definition of (10) should be

modified as:
iﬁi def: quantifier={definite| 71‘—_’}?[}, quantity={1};
The following derivation rules cover the cases of omissions of numeral determiner.

(14) If both numeral and quantitative determiners do not occur in a DM,

then the feature quantity={1} is the default value of the DM.

Another major complication is that senses of morphemes are ambiguous. The feature

unification process may produce many sense representations for a DM compound.

3.2 Sense Disambiguation

Multiple senses will be derived for a DM compound due to ambiguous senses of its morpheme
components. For instance, the measure word “ffl (head)” has either the sense of {pfi|head},
such as “#pfiF 157 full head of white hair” or the null sense in “~ Jfi-f a cow”. Some DMs
are inherent sense ambiguous and some are pseudo ambiguous. For instance, the above
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example “— FfI” is inherently ambiguous, since it could mean “full head” as in the example of
“~ PHF 152 full head of white hair” or could mean “one + classifier” as in the example of “~

PFI-f a cow”. For inherently ambiguous DMs, the sense derivation step will produce
ambiguous sense representations and leave the final sense disambiguation until seeing
collocation context, in particular seeing dependent heads. Some ambiguous representations are
improbable sense combination. The improbable sense combinations should be eliminated
during or after feature unification of D and M. For instance, although the determiner “~  has

ambiguous senses of “one”, “first”, and “whole”, Y K has only the sense of “one meter”,

so the other sense combinations should be eliminated.

The way we tackle the problem is that first we find all the ambiguous Ds and Ms by
looking their definitions shown in Appendix A. We, then, manually design content and
context dependent rules to eliminate the improbable combinations for each ambiguous D or M
types. For instance, according to Appendix A, “PE” has 3 different E-HowNet representations
while it functions as a determiner or measure, i.e. “def:{null}”, “def:{head|pfi}”, and
“def:ordinal={1}”. We write three content or context dependent rules below to disambiguate

its senses.

(15) P “head”, Nfa, E-HowNet: “def:{null}” : while E-HowNet of

3=

the head word is “f¥4({animate| f $})” and its subclasses.

(16) Bl “head”, Nff, E-HowNet: “def: {head|pfi}” : while pre-determiner is

— (Nega) “one” or ?Ijxﬂ] “full” or = “all” or ?LZ “total”.

(17) pf “first”, Nes, E-HowNet: “def:ordinal={1}" : while this word is

being a demonstrative determiner that is a leading morpheme of the

compound.

The disambiguation rules are shown in Appendix B. In each rule, the first part is the
word and its part-of-speech. Then, the E-HowNet definition of this sense is shown, followed
by the condition constraints for this sense. If there is still remaining ambiguity after using the
disambiguation rule, we choose the most frequent sense as the result.
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3.3 Simplification and Normalization for Sense Representation

Members of every type of determiners and measures are exhaustively listable except numeral

A=~

U
ZF”and “Z T A ”and “Z " 2 H . So, we have to unify the numeral representation

determiners. Also, the formats of numerals are various. For example, “5020” is equal to

into a standard form. All numerals are composed of basic numerals, as shown in the regular
expressions (2). Their senses, however, are not possible to define one by one. We take a
simple approach. For all numerals, their E-HowNet sense representations are expressed as
themselves. For example, 5020 is expressed as quantity={5020} and we will not further define
the sense of 5020. Furthermore all non-Arabic forms will be converted into Arabic
expressions, e.9. “~ " & 4 7 is defined as quantity={5020}.

The other problem is that the morphological structures of some DMs are not regular
patterns. Take “[q{[i'4f (two and a half)” as an example. “f (half)” is not a measure word. So,
we collect those words, like “% (many),  (half), # (many), = (up), *~ (big),
(more)” to modify the quantity definition. So, we first remove the word “4f > and define the
“ffli” as quantity={2}. As the word “4 ” means quantity={0.5}, we define the E-HowNet
definition for “fqff#4 ” as quantity={2.5}. For other modifiers such as “% (many),
(many), & (more), ¢ (more),” we use a function over() to represent the sense of “more”,
such as “4 “%{fi# more than 10” is represented as quantity={over(10)}.

In E-HowNet, complex word senses are expressed by some limit number of basic or
primitive concepts. Nevertheless, some certain domain concepts can hardly be expressed by
primitive concepts, for instance “££.=' (joule),” “H/F* (rupee),” “=~ F 4 (five thousand
and twenty),” etc.. Therefore, we simplify our representations and consider many domain

specific concepts as basic concept without further decomposing into primitive concepts.

Appendix A shows the determiners and measures used and their E-HowNet definition in
our method. Now, we have the basic principles for compositing semantics of DM under the
framework of E-HowNet.

The following steps show how we process DMs and derive their E-HowNet definitions
from an input sentence.

I. Input: a Chinese sentence.

II.  Apply regular expression rules for DM to identify all possible DM candidates in the

input sentence.
III. Segment DM into a sequence of determiners and measures.
IV. Normalize numerals into Arabic form if necessary

V. Apply feature unification rules (12-14) to derive candidates of E-HowNet
representations for every DM.



Automatic Sense Derivation for Determinative-Measure 31

Compounds under the Framework of E-HowNet

VI. Disambiguate candidates for each DM if necessary.
VII. Output: DM Compounds in E-HowNet representation.

For an input Chinese sentence, we use the regular expression rules created by Li et al.
(2006) to identify all possible DMs in the input sentence. Then, for every DM compound, we
segment it into a sequence of determiners and measures. If any numerals exists in the DM,
every numeral is converted into decimal number in Arabic form. For every DM, we follow the
feature unification principles to composite semantics of DM in E-HowNet representations and
produce possible ambiguous candidates. Then, the final step of sense disambiguation will be

carried out.

4. Experiments and Discussion

A corpus-based approach was adopted in developing our proposed method. We need a
developing set to derive an exhaustive list of determiners and measures. We try to extract
DMs and their morpheme components, i.e. determiners and measures, from the developing set
and observe the instances of DM to decide their senses and sense representations. Furthermore,
sense disambiguation rules will also be developed according to the context of sense
ambiguous instances. First, we need to know how many DMs are sufficient to derive a list of
determiners and measures with high coverage, if it is not exhaustive. Therefore, we extract
DMs from different size subsets of Sinica Treebank and observe their character token
coverage. The results are shown in Table 2 and Figure 2. We find that the set of determiners
and measures extracted from more than 15000 sentences is sufficient to cover more than 99%

of DM instances in the Sinica Treebank.
Table 2. The character token coverage of different subsets of Sinica Treebank
Sentences 0 5000 10000 15000 20000 25000 30000

DM char
distribution 0| 0971816 | 0.987363 | 0.994014 | 0.996259 | 0.997755 | 0.999169

coverage

char distribution

0.8
0.6

0.4 +— char distribution

O T T T 1
0 5000 10000 15000 20000 25000 30000 35000 40000

Figure 2. The growth diagram of DM character token coverage.
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Therefore, we randomly selected 16070 sentences from Sinica Treebank as our
development set and 10000 sentences as our testing set. The development set contained 3753
DM tokens and the testing set contained 1604 DM tokens. We used the development set to
derive lexical sense representations and to design disambiguation rules. A total of 405
determiner types and 211 measure types were found, in which 367 out of the 405 determiners
were numerals. Since the numbers of numeral determiners are infinite, all numerals will be
converted into their Arabic form automatically instead of representing their E-HowNet sense
representations individually. The rest of the determiners and measures are encoded with their
E-HowNet sense representations manually. For words with ambiguous senses, we also derived
their disambiguation rules according to their contextual information shown in development

corpus. Finally, a total of 40 disambiguation rules were developed, as shown in Appendix B.

The sense representations of a DM compound will then be derived by a semantic
composition process under the framework of E-HowNet. The evaluation of the sense
derivation for DM compounds can be divided into two parts: the first part is the correctness of
the semantic composition process, and the second part is the correctness of the sense

disambiguation process.

DMs
(1604)

define undefine
(1547) (57)

ambiguous
{850)

unambiguous
{697)

697 representations 193 4 representations

695 meaningful
representations

2 meaningless
represetations

1934 meaningful
representations

Figure 3. The evaluation result of the semantic composition process.

Figure 3 shows the evaluation result of the semantic composition process. The semantic
composition process produced 2631 representations from 1604 words. The program failed to

produce E-HowNet representations for the remaining 57 words because of undefined
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morphemes. Ambiguous senses were found in 850 words out of the 1604 words. The quality
of the result candidates is pretty good. Table 3 shows some sample results. For testing the
correctness of our candidates, we checked the formats of 2631 candidates manually. Only 2
candidates out of 2631 displayed wrong or meaningless representations, with both coming
from unambiguous words. Therefore, the covering ratio of semantic composition process, i.e.
deriving meaningful representation without considering sense correctness, is 96%
((1547-2)/1604).

Table 3. Sample results of semantic composition for DM compounds.

DM Compounds E-HowNet Representation

A ﬁﬁ def:role={money]| E,???f:quantity= {200000} }

Pl— i def:qualification={other|{}},quantity={1}

TRIEAAS def:role={score|;J §fquantity={236} }

e~ def:time={day| [ ' :qualification={preceding| -"*}, quantity={5}}
- Fi- A %!F“ f& | defirrole={USD|Z_7t :quantity={11670000000} }

F

DMs
{1604)

1
define undefine
{1547) (57)
F 1
ambiguous
(850)
1

unambiguous
(697)

unableto
disamblguate
{10}

disambiguitous
answer
[840)

—

right answer wronganswer
(667) (30)

right answer
(765)

Figure 4. The accuracy of composed sense for DM compounds.
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For checking sense correctness, after the disambiguation processes, the resulting
E-HowNet representations of 1604 DM tokens in their context were judged manually. Among
them, 850 token DMs were sense-ambiguous and the composition process failed to generate
answers for 10 of them. Therefore, the composition rules cover 98.8% (840/850) of the
ambiguous DM tokens and the precision of the disambiguation rules is 91% (765/840). In all,
there are 1432 correct E-HowNet representations for 1604 DM tokens in both sense and
format, i.e. the current model achieves 89% ((667+765)/1604) token accuracy. Among the 172
wrong answers, 57 errors are due to undefined ambiguous morpheme sense, 30 errors are

unique but the wrong answer, and there are 85 sense disambiguation errors.

After data analysis, we conclude the following error types.

A. Unknown domain error:

U ﬁ‘_ “7th batter”, U EI:I.[f “7th inning”

As there is no text related to the baseball domain in the development set, we get poor
performance in dealing with text about baseball. The way to resolve this problem is to
increase the coverage of sense representations and disambiguation rules for the baseball

domain.

B. Sense ambiguities:

In the following parsed phrase, NP(property:DM: =2 #} “first half ”|Head:DM:~ o

77 “twenty minutes or twenty points”), the E-HowNet representation of = - 7

“twenty minutes or twenty points” can be defined as “defirole={score| ;J

B :quantity={20}}” or “def:time={minute| 7 £ :quantity={20}}”. More contextual
information is required to resolve such kinds of sense ambiguity.

For the type of unknown domain error, the solution is to expand the disambiguation rules

and the sense representations for morphemes. For sense ambiguities, we need more

information and better features to determine true senses.

5. Conclusion

E-HowNet is a lexical sense representational framework and intends to achieve sense
representation for all compounds, phrases, and sentences through automatic semantic
composition processing. For this purpose, we defined word senses of the CKIP Chinese
lexicon in E-HowNet representation. Then, we tried to automate semantic composition for
phrases and sentences. Nevertheless, many unknown words or newly coined compound words
may occur in the target sentences. In fact, DM compounds are the most frequently occurring
unknown words. Therefore, our first goal was to derive the senses of DM words automatically.
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In this paper, we take DMs as an example to demonstrate how the semantic composition
mechanism works in E-HowNet to derive the sense representations for all DM compounds.
We analyze morphological structures of DMs and derive their morphological rules in terms of
regular expression. Then, we defined the sense of all determiners and measures in E-HowNet
format exhaustively. We created some simple composition rules to produce candidate sense
representations for DMs. Then, we reviewed the development set to write some
disambiguation rules. We used these heuristic rules to determine the final E-HowNet
representation and reach 89% accuracy. The current version did not exhaustively collect all
determiners and measures. The system, however, can be improved by gradual extension of the

representations of new determiners and measures without retraining.

In the future, we will use similar methods to handle general compounds and to improve
sense disambiguation and semantic relation identification processing. We intend to achieve
semantic compositions for phrases and sentences in the future and we had shown the potential

in this paper.
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Appendix A. Determiner and measure words in E-HowNet representation
LFH (Determiners)

Dl->i§ s Hf = ng S N ?J s s EL S B0 EE def: quantiﬁett{deﬁniteﬁé}‘ﬁ} ;

iﬁﬂf ~ B def: quantiﬁer={deﬁnite|i‘—_’fﬁ,}, quantity={some|#="}

D2->37 ~ [ def: ordinal={D4}

D3-> I ~ fi] def: qualification={preceding| %} ; ™ ~ & def:
qualification={next| ™ % } P - F1 defordinal={1} : “ def:
qualification={last|#& %} ; 7 defiordinal={2}

e

D4->— ~ T FJJ » €5 def: quantity={1 ~ 2 ~ 10000 ~ 2...} or def:ordinal={1 ~ 2 -
10000 ~ 2.}

D5->f'1 ~ "4, def: ordinal={1 ~ 2...}

D6->E {4 ~ T~ E e~ fl ~ 2~ 49~ LI~ BI9Y def: qualification={other|{}}

D7->& ~ (Zff ~ = ~ = > T 115:55 + — “J def: quantity={all| = }

D8-> def: qualification={individuall ; i’}

D9->F T~ Ffy s - s Iﬁﬂ]’ﬁ L Iﬁﬂj? + I def: quantity={some|£"}

D10->4 def: quantity={half]5 }

DI11->%’p ~ 2% « 7 def: quantity={.Ques.}

DI12->ff" ~ Pﬁ * {1 def: fomal={.Ques.}

DI3>Hr~ 7% ~ L% ~ 5 %~ 3 s 2 L % s Bl N 2l
b~ F 4 AHC § % deft quantity={many| 2} 5 "pF" ~ DR S5
[[fe1 def: quantity={few|’[’} ; %% def:quantity={some|t="}

D14->8% ~ 5~ V % ~ ¥ def: approximate() ; |l B T def: exact() : LT > B
8%~ 2 B - % def: over();

DI5>>0~1-2-3-4-5-6-7-8-9-0-~1-2-3-4-5-6-17-
8 ~ 9def: quantity={1 ~2~3 -~4...}

g

p=t

El 55 (Measure word)
?J%ﬁ'néi?-?j(Measures with content sense )
N>R I =~ BFT 38 > 5o~ iy AT~ = i def {2, )

NIRRT~ =7~ T~ 25~ B0 9~ B - 507 deft position={fl
=" [ ..:quantity={all| = }}
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Nfe-> 3 51 Fi—
L) I AC)EE) 56T~ B B mED) w6
SR(6D) ~ FP7 HRE) AR ~ BEC) > B RGBT RO
ﬁ"l"*(g')‘ Gl ) FEQRRE) ~ )~ FBCT) ~ REE AT~ B 3
B B B R T def container={ £i,[fl,...}
Nfg->A84= 51—
EX LY R (Y NS NS IR NS L TR [T
;}F‘LN . (F i MU~ [ (inch) ~ PN(feet) ~ ffi(yard) ~ [E (mile) ~ GA)IE' ~ Y ET ~ T
B N B ] s o B I O T R
DR R S e S :@7[‘ SR s RN s K EF o def: length={ 2 7’?,...}
SR A A S [ TR 5 5 T
ﬁff:[ N ij ARNESN ﬁij 7} - 11 SN N ijl}“\PEJ iF‘P o def* SlZe_{ F‘R
FEURIEO s gl 2T SIS PT iR T TSI
ﬁ% SR S IO AT T R B s R R
B~ BT~ [P VR o deft weight={ i,
%Fkiiﬁu’yp S () 4[) B ] 4[( )~ B Ff[},q; (pint) .
I (gallon) » ¢ (bushel) ~ - el CEfiEA
-F[‘;L“%‘ﬁ‘nxf -fﬂj7} _fﬁbgh{\ ‘fﬂj \j'ﬂjifvj ‘fij
PO ST VRN S SO T B S T e def Volume—{ L ALLD
?;‘E%II‘F'E‘FJFIJ S B S B S “&U ~ Pl gﬁ glglgl NI ﬂﬁgl(gﬁj 12
) sl AR %ﬁ defitime={f&F},EF,...} s ) ~ #&H def:time={second|*}} ;
57 ~ 53¢ def:time={minute|;J ##} ; E\ﬂj‘ s E\ﬂj‘ def:time:{hour|E\3j‘} TR
T%'[ defitime={night|{k} : = ([ ") defitime={day|['} ; B HI(%E/F= ~ 74 - ’ﬁj)
def:time:{weekVﬁJ} s Bl ~ Fl{py defitime={month|F]} ; & ~ &k ~ 5% ~ F 5
def:time={year| ¥ } ; J&F - rr:,JFyE def:duration={= }
%%ﬁf’,?ﬁm Qs v (JEH) ~ 3k ~ /) defirole={money]| E‘Tfﬁf} HEA N ‘-‘J(j) . j"'bj .
LSS SRANCY) ~ L R 8 R 3 XE 0 BN R

Fu o~ B S ’F[ff’if ?%Ffﬁ‘ * ijﬁ‘ def: role={77, ...,ﬁfm...}

H 70 7 (dozen) f?J (-] ) ~ Be(gross) ~ *Bi(great gross) ~ £ = -
TR TR PR R R @fﬁ‘,(erg) NS TN
BEEDS A0S [FRR S G S B RS TR R S P JTRR S R T
O~ FE %fﬁ . fﬁjjq,» S FREZE TR - fé%fﬁ . FF'IE' fLi(* [EN~ A’FF'[E
def: quantity={"737,..., B =" .}

Nfh->¥& £l Fil—

?E}[’?P'Tﬂf&'l R Sﬁﬂ . F'J SRR E AR 3 B def locatlon—{iﬁ

zrv
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fil...}
;[E*J R A ]~ 37 B S S SR I def: time= {4,
FRD %“ Ehd S (")~ TN (E) def duration={TimeShort|ﬁEﬁ i
ijﬁb {ij SRRk pl(bﬂ) SRR Y def: direction={EndPosition|iFﬁ.}} ;
PFI(pd) def: direction:{aspectHE'J}
f’[?”[ SERY > Y A7 [ AT o def: quantity={{[1,85...}
f’lﬂ B fJD Dy def.role:{y'}Q'(:quantity:{D4,Dl5}} ;
Nfi- >;1*J£| =H—
?ﬁﬁrﬁxﬂg’ DI R m‘ﬁ‘g@;ﬁ\[ﬁl‘;@u%@‘%ﬂ\w
CE AL A N ERN R R CORE CICDRE [ (CORE DY CDR
SN R TR A Ir . # g [fl' » Bl def:frequency={D4, D15} ;
Hooodef:{ Hy FJ[J defrole { FT?T :quantity={D4,D15}} : fh
def: {{{ll:quantity={D4,D15} }
Nfc->FE Bl Fil—
%}~ &= def:quantity={double[¥&} ;
I3 ~ #F - defiquantity={mass|%¢ :manner={ InSequence| |4} }
% def:quantity={mass| %! :manner= {relevantPFE'%%}} ;
f[ll def:quantity={mass|5*:dimension={linear|#} } ;
Al 508) ~ B~ #5def: quantity={mass|5¢} ;
A= def: quantity={mass|%¢: manner= {relevantﬁ”ﬁ [
ﬁ{‘ﬁ def: quantity={mass|%¢:cause={assemble| K& }} ;
78~ W1~ B def: {kind({object/$fi})}
7 def:quantity={mass| 5¢ :cause={assemble| K & } } ;
A def:quantity={mass| %! :cause={pile[#&ht} } ;
%7 def:quantity={mass| 5! :cause={wrap| &/ 5} } ;
. def:quantity={mass| 5! :cause={assemble| K& }} ;
% def:quantity={mass|%*:manner={InSequence[ 5} } ;
= def: {kind({objectﬁ”ﬂﬁé} 0
Nfd- >IF’Z [173 EhE—
1= def:quantity={some|{=} ;
Iﬁﬂﬁ([’}} SYH O AR R ES YT iﬁ » &~ a7 def: quantity={fragment]

iy



40 Chia-Hung Tai et al.

[ def: quantity:{fragmenﬂfﬁﬂ :shape={round|[Ei'}} ;

I def: quantity={ fragment%ﬂ:cause: {pile|HEH}} 5

21 def: quantity={ fragment%ﬂ:cause: {hold|£¥}} 5

¥~ E1 def: quantity={ fragmentﬁﬂ:shape:{layered\iﬂ.l}}
Nfa—>f[§{’ﬁ‘gf§'u§aj

2% defiordinal={}

E?ﬁ%gﬁl—?ﬁj(null sense Measures)

Nfa-> Bl F—if ~ 5F > 3]~ 4 \Fl\%\zxﬁfi{ A7~ s ]
AR RS IRR IR AR (OB (¢ RIDRE DN qu i () R AR L

EJH TGN AL T B \E,L'E TR
R A LCORE =AY RN AT SRR RN R A

@ﬁﬁgﬁﬁﬁlﬁﬂﬁg CETS Fﬁ‘"ﬂ&tﬁ%_ﬁl

~ggJ~f’%"F’}‘}iﬁ‘ﬁi"mﬁ“%@‘ﬁf A AR N = AL
AR TEEE SR e TR ] ﬁ{qg

o def: {null}

TR B 7D 39 Y K
HIE~F - BB S I s B o def {null}
Nfd>ﬁff7?§ﬂ—ﬁ‘ TN N NN Eﬁ T

[~ 7~ 9~ 3E o def: {null}

Nfb-> 5% 25 8 R 5 ~ [ 1 f@ S~ s - def: {null}

Nfi->FEI TR~ %~ o S R BB TR
() B (P I T )~ A~ B R ()
2t Fﬁ;j GO g%,/—] N3 r—%l . LHIFL\[ ¥~ B o def: {null}

Nfh->¥E Ei 5
ﬁﬂ'%ﬂfll , i/[l AR ?’F} SIpts Fos Fos Par s & B o def: {null}

Il IRTERRUEEURS | ((T)RE BN 7N URE A Ok 2Rk AN RS N
EJ Rf A (p) = def {null}
A ]’*’1 :

ST

,
o
:

S S

‘

%ﬁi%%ﬁg%m
=

ﬁ A

C Rl R S o def: {null)
g(”ﬂ.ﬁ FIZVE s = 53— BT S © def: {null}
@(f' IRNED R R EUED (iR (N SR

AR QL T o def: {null)
rJGfI 1£) - Wﬂ VRS o def: {null)
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R R R R A I L aF fli def: {null}
Al BHERIp- B5) ~ [ AT R %ﬁw ~ 7% o def: {null}
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Appendix B. The rules for candidate disambiguation
Head-Based Rules

Rule 1

Rule 2

Rule 3
Rule 4
Rule 5
Rule 6

Rule 7

Rule 8

Rule 9

— , Neu, def:quantity={1}, while part-of-speech of the head word is Na, except
the measure word is =) “body” or & “face” or £i=" “nose” or PJ’EJ“ “mouth”
or =" “belly” or J# “cavity”.

4, Nfg, defirole={money] E,VFT}, while E-HowNet representation of the head
word is “{money]| é‘?ffﬁj‘}” or {null}, or the head word is £& “money” or 3 &
“USD” or the suffix of word is fFFJC “currency” and previous word is not D1.

T4, Nfd, def: {null}, otherwise, use this definition.

[F1,Nfa,def: {null}, while part-of-speech of the head word is Nab.
[21,Nfh,def:direction={aspect|{[![}, otherwise use this one.

PEl,Nfa,def: {null}, while the head word is Nab and E-HowNet representation of
the head word is “f7$* {animate|* 7},

Eﬁ,Nﬂl,def:direction={EndPosition|iFﬁ.}}, if the part-of-speech of the head word is
Na, do not use this definition. The prefix determiners are 1? “this” or #[ “that”
or b} “another”.

All Nfi, def:frequency={}, while the part-of-speech of the head word is Verb, i.e.
E-HowNet representation of the head word is {event/gi{%} and it’s subclass.
Except POS of the head are V_2 and VG, and if the word is {-% ~ [fil ~ [ 1}, do not
use this rule.

AlINfi, def: {null}, otherwise use this one. If the head word is {-* ~ [f' ~ [ I}, do
not use this rule.

Rule 10 ?“,B, 1. .. Nfh,def:location={ }, if part-of-speech of the head word is Na or

Rule 11
Rule 12

Rule 13
Rule 14

Rulel5

R=%D

prefix determiner is i this” or #[”that” or £ ”every”, do not use this
definition.

Sﬁﬁ,ﬁ&. ...,Nfa,def: {null}, otherwise use this definition.

ik Nfe,def:container={plate|%} ,while the head word is food, i.e. E-HowNet
representation of the head word is {edible| &%4} and its subclasses.

A% Nfb,def: {null},otherwise use this one.

77 ,Nfg, defirole={57 }, while the head word is #& “money”, i.e. E-HowNet
representation of the head word is {money]| ETJF’FJ‘} and its subclasses.

77,Nfg, def:size={7J }, while the head word is #4 “land”, i.e. E-HowNet
representation of the head word is {land|[Z£$3} and its subclasses.
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77,Nfa,def: {null}, while part-of-speech of the head word is Na or Nv. For
example: — 77285 - )45 s T ER

Rule 17 %’!]‘,Nﬂi;Nfd,def:{null}, while part-of-speech of the head word is Nab. If

Rule 18
Rule 19

part-of-speech of the head word is V, Naa or Nad, do not use this definition.
4 i+, def:frequency={}, while part-of-speech of the head word is Verb.

4 i+, def: {null}, otherwise use this definition.

Collocation-Based Rules

Rule 20 i Nfh,defirole={score| 7j g :quantity={D4,D15}}, while the sentence also

Rule 21

Rule 22

Rule 23

contains the words ¥ “give an exam” (E-HowNet representation is {exam|%
#4}) or H “get” (E-HowNet representation is {obtain|#H Z[[}) or . “lose”
(E-HowNet representation is {lose|%. 3. }) or E-HowNet representation of the
head word is {hold| £ },{catch| = },{occupy] ]IJTﬁEI },{rob| £ },{win| ‘&
5}, {forming|"™}55 }, {add|57 |1}, {suffer|3E; <>}, {sink| ™ {7}, {inferior| T-7[1} and
its subclasses, or the sentence contains the word 5‘/5’?7 ”score” , X &b (for
example,~ %} “the first inning” ), X 4 8 (for example, 4 #} “the first half

in game” ), then use this definition.

57 ,Nfg,def:time={minute|5] ##}, if the sentence contains the word Eﬁ “hour” ,
SpE “hour” , X E?T (for example, = E?!J? “5 o’clock” ) or X #} (for example,= -
[ “30 seconds™).

[1,Nfg,def:weight={[?1}, if the sentence contains the word E{ “weight” or El

El <
E

b “weight”.
["1,Nfg,def:role={money| éTﬂT}, if the sentence contains the word &L “silver” or

# “money” or _F“{[ & “gold”

Pre-Determinant-Based Rule

Rule 24

Rule 25

Rule 26
Rule 27

PEl, Nff,def: {head|pifl}, while the pre-determinant is ~ (Neqa) “one” or ?fxﬂ] “full”

A

or = “all” or _FEI_Z “total”.
Hill, Nff.def: {leg|¥ill}, while pre-determinant is — (Neqa) “one” or iﬁﬂj “full” or

A

= “all” or jl_ﬁZ “total” and the part-of-speech of the head word is not Na.

', Nfi,def:frequency={}, while part-of-speech combination is V+D4,D15+4].
%!ngg, def:time={%’ﬁ, while part-of-speech of pre-determiners are D4 or
D15(1~24) and part-of-speech of the previous word is not D1 or the previous

word is not | “have”.

Determinative-Based Rule

Rule 28

= ~ 2.1~ 2...., Neu, defiordinal={}, the determiners are 7, [,
2o, P, FEE - Je XXor 12XX, (four digits number).
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Rule 29 - ~ = .1~ 2..[.., Neu,def:quantity={}, otherwise use this definition.
Rule 30  fifT,Nes,def:ordinal={1},the word ffi “head” is a determiner.

Rule 31 [§,Neu,def:quantity={}, the word [ “a unit of weight equal to 50 grams” is
a determiner.

Measure Word-Based Rule

Rule 32 — \Nega,def:quantity={all| = }, the part-of-speech of the measure word behind
—~ is Nff, or the suffix of the measure word is =", (for example, Hi~
“cabinet”, #i" “bottle”) or BEE" “large basket”.

Rule 33 - ~ 2 .1~ 2..[4.., Neu,def:ordinal={}, if measure word is .

Head and Determinantive-Based Rule

Rule 34 7% Nfidef:frequency={}, while part-of-speech of the head word is a Verb
(Except POS V_2 and VG.), and determiners are not D1,D2,D3.

Rule 35 7% Nfi;Nfh,def: {null}, otherwise use this definition.

Rule 36 [ I,Nfa.def:{] I:quantity={= }}, while the pre-determiners are ?fxﬂ],;r“ ,or ?X

Rule 37 [ INfi.def:frequency={}, while part-of-speech of the head word is Verb, and
the pre-determiner is not ?Ijxﬂj,;x“ ,or ZEZ

Rule 38 [ I,def:{null}, otherwise, while the pre-determiner is D4 or D15, use this

definition.

Rule 39 [pl, def:frequency={}, while part-of-speech of the head word is Verb (Except
POS V_2 and VG), and the determiner is not D1,D2,D3.

Rule 40 [p, def: {null}, otherwise use this definition.



