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EHEF 50 2 AR FR RS REGERL » ASCEEH AR R S R m H RO & > —
MR FEEEN ~ 55— TS A PR - fEREMEE M T EF B 7 — sy
% G PR T N FEEA TR DIEBSERSRS - SHI TR ES - B
EM (Expectation Maximization ) JiiERUARaAT » (HIHGAEKREHE > EEDIF 2 20
[ElZE#E - MR =1 MI (mutual information ) 7% - HPEFFAERTHHAMY IERERT £ ER
EM JEAR[E > RIS AT DR B EEBORER SN G 1 - B RAE S R A 2R 51 5 =0t
g% BARE T RTREM: - fEAEEE MR AT BMEeH T A RE B R B T
SR EERL R A K ERHTRA S HRAEER - AR L E SRR > P
T 20% 08 s -

Abstract

This paper proposes two approaches to extract translation term pairs from Chinese-English
bilingual corpus with more than 500,000 patents. One approach is precision-oriented, in
which we compare six term alignment methods. Based on our experiments, we find that the
EM (Expectation Maximization) method is the best. However, it is time-consuming and hard
to extract many-to-many translations for the same concept. While the MI (mutual information)
method performs worst, the term pairs extracted may be totally different from those by EM.
This may inspire subsequent researches to study the possibility of hybrid term alignment
methods. The other approach is recall-oriented, in which a simple idea was proposed. With an
efficient implementation, 20% more term pairs were extracted based on an existing lingual
lexicon which already has more than one million term pairs merged from several sources.

Brdte © EAFRRHE - BARIEE - SAIESEEOAT - Sy HrRA

Keywords: Patent Corpus, Machine Translation, Cross-lingual Patent Analysis, Term
Alignment, Term Extraction.
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TH R T R F R EFEERE (1PO, Intellectual Property Office » BV & PO, Patent Office ) »
QISR EERERL AR WIPO ~ BRI EPO ~ SEE(HY UPSTO ~ HAHY JPO ~ BB
KPO ~ KFERY SIPO DU FREI TIPO » #E BHMEsE L n g (B2 ) rYSEFHEEE
RIS o ORI > AEBEHEERE SIS b (Rl @NE#EE ) - Bol Y BtakEeset -

HATEE C S B AR PR YA A (1] HEE SRR 40%5
MBI ZE (2] > HAR LEE RN H AR & A RS S Ay SE s A R AR R DU RE
[3]1 > SR HATGEMHE M LR ERESE S te R MR a v K o (HHATE 2
2 ey B ] R P2 (ISl 5 O SN E B s s - B PR B s B B B P R SR B e Mt
B - B G akA b T BT IKE - B SERAT SR T AR E IR R
SR R B Ay B NS BURHIL— R RERY B

FEE > REEERERE 87 fRATHET T AR S AT EEGRAISER; > LU B S A
REACHAE ] - B5580K1 33 e - MEREF A R E RS THRES T AR S T
WITAE (PERER 3 #E) > B5AR AR EARMIE MG ~ SARIEL
HIRRESCHIGY > (ISR A T AR TS - MRV A L B R — 25 BRSO AR vk
S TN RE RSB I F B0 AR IESTE = 1 SRR R BT -

SRR FERBOT A 5% ~ SR - (SRR A SRR 22 5 A B ok
AR R 54t ERITTE AT A > HEGE AN R B 5
W DUSAH RN S B AT A MRS © INIL - AERESET T SR H Bl 2 11T - BE
UK B S RE T A5 (aligned term pairs ) - /% LE2E H B LIRES I SCIRIESE -

ASH Y > AERAE e Bt R SR RO EERE R SR e G Re  — 7
A N TR 2275 DU S s aeny— 20k - — J7 it ] R AR B EY
SRR FEMRRE AR S A o 13 DUB RO AR ] OB RA SR -

= RHERE

FEFEHY 2 S HEEA e sAE o - THE RS R A A PR - LA AN R 28 A R A B
i EAE

[FIRE— © AAE R E Uy ) ~ SRR SRR - H Bl HRZ sy h  TeEEE S

A -
PR ¢ A — AR R SEMSEE IR - LUR IR AR - e
SRR - B AR G B -

Rl — 2 A A — B IR R A e (B BHEEERA R > FFEIH IE A

(bootstrap )~ fEfifEE [a] ( precision-oriented )i /5 =, » & H B @ pEIEk I #5525 57 ( translation
term pairs ) o — H B EEGE ARk 20T - Fpfid e R e TR el > A
{EAA A A (recall-oriented ) PRz BE 20 MR T

B b AR TR - P ] AR I - BN BIREA Y SR b
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A~ A - ELAR AR - & P EE Ry - R S ey
RS - D Re P el SR B S s R e HE AN S 5UE - AERE — A i
MEPEH BRI - i Gt — - FE > FTAERE AR T > DR
IR R AT A RO A S - e R N P Rl — R RE A R 1 - BT (]
AR BGHEREAANE > AAMHRARR -

Sah o RS A KRR FEE AR EBGE - DUE T AR EEpIm = -
HI B E MR (translation model ) JBHHE TR AT RERMRRY ER AR > MG A T EE
HITEA fpsEA] > FERE S B (language model ) SREAMERHIETE A BE MR BT &
R - &R > MENGAEZIERHE - SRE SR &8 )F (combinational
explosion ) BEMEERTERAIER o KL » 45 Manning 8 Schutze FY&EH (55 490 H)
[4] FREEEE 30 ({FHIAT o SRS ERREDIBR o (HiE B R E T
1 o BAMREE > BRI - fERHMEHAH G - JREIE AR R > (HIEHE TE
AR Fr Bl R | AR A s g e - T es vl USRI HEI T 2R
% - TEBEFATRE T CANAr R B R ) SORIRPTRAE AR SRR R - Bk
% BHRAEFEIRE > gacEED) -

LR Bt - ASCHEH R T 5 > 24 B bt g E T RE - R PP IR -
F—FrR -

R~ AP EIRERHEH

s i B
BRI i R A e 506510 f SR P
hsC BRI (—HRAEI ) 123280 {5 sz e
IR o R B2l 4 #9160 fEfeerh ~ Segaf (G1) |BasSinanyqas

ab + BRI AR AR RIS 4 5aAa 77 (AR - 3 170 (@A - AREREZ
HIRE A > of ~ SRR R A 2 BAn

#\i7 << Drying > heat A BV AL <> liquid crystal; thermotropic
[+ ]E < yellow wind WihEE T~ <liquid crystal; display; LCD
ARG ) » BVIREY ©nematic | Y& L7 < LCD (=liquid crystal display)
B [#+457] < dragonet WA~ g < liquid crystal display (LCD)
igE [k+75]) © cymenes Wik ey < liquid-crystal display {= LCD}

FEGATECRR A AT IR TR aa S > F A BT (FER—ssE— iz )
HAREZRAIETY - N AN P HER (RISERRAVRAE) - (ERREEKRS -
H HEEFISAERAT IR - H AR —— S bt T3 L - At ST AR
AN > EARAFAERBAIANE PR SSA @A > 77 110 Ffk > A2
HUBIBTALRE 2 ~ Wes ~ akETE > (HTREE NS -
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S — - BRI G5 > AE—FoR > 3 RYIPP BRI -

SR | ZERI TS ELE 71 | Method for producing rutin Chinese medicine composition | FTEEE& R
— | EEH # FHEE 858 . . . .. . -
| ;E; 177 ehée Am B6G method, producing, rutin, Chinese medicine, composition FrEEREEY
SIS Eoeis l i /;U\E/': . . .. .. =
Y 7 AT A R 28 rutin, Chinese medicine, composition, producing, method | BRAE A&
Ik
Run 1: Run 2:
Co(Z=7 i /7, rutin) Co(Z=75H /7, Chinese Co(Z=Z75H /7, rutin)
Co(H%#, Chinese medicine)  medicine) Co(HZE, Chinese
Co(fH %, composition) Co(H72E, composition) medicine)
Co(#Hfk, rutin)
- Co(Z=ZFil /7, rutin) Co(Z=E7FI /7, Chinese
#151] Co(H12#, composition) Co(Z=FH /5, composition) | medicine) et ekt
Co(#HJ#, Chinese medicine)  Co(H'%%, Chinese medicine) | Co(H'%E, rutin)
Co(fH, rutin)
Co(Z=FH) H, Chinese Run 3:
medicine) Co(ZEFH 5, composition) - .
el PR , rut
Co(H%E, rutin) Co(HZE, rutin) CoG=THI 3, rutin)
Co(fHJk, composition) Co(%H%, Chinese medicine)
— ~ TR A GaER A o R
(—) FEIAER
%5‘6 TEER] PO SEEERE A - B TR R oy sk ARIBIEENRI A ~ 230 H

i BB ) » T A6 » 3

/44

HET TR

THBIRIETER TR - F— Ryt - FREFERL -

TR IR B DO A » H R Hﬁiﬂiii‘ﬁ%‘é H—

AR FHER SR 2CR) > ARG E ] FIRRER > 75

/__

LfTu
H] AR BRI =
HEATSCATE IR A - 10 HANEE HEE]

A TERE B -
A o 38 N s FR I A i
) e NI

H) o REASRIIERERY TR » RIS TAEIAE S - INIL > AEH RS HEE r -5 & T
B AR =LA -

(=) BB

[Eraal B EIAR > 2 SRS s IR A RS SR o Rl —
TSR T AT ) R > A AT RELL R ALy

B T I WERE

" rutin |

—a © N 0 FECHIREANE -

AL 2 3

—¥%

SUIEDL - HERE A D BN - B AN AT -

L - AR B - SR P
ARELAS MRS © RILHEY > BAMIERA Tseng WIRHSERIRENGE R [5-7] > Hon]
TR R A R AR

AR
FEHY T oRHY  (maximal ) BT H - FEREFTRE T ERORHY 0 J24E
AT RS R - S R R B R B BRI Ao
> BT -

SR » FPABLED
PR R R ARG - PR - eSO B
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R FIRE TR - 5544 » HAn] DS TR OCR RUSERRGASERAN ( BT IEME/A A8 5
(HW SRR ) (8] HEE MIDI B S LEn BB AR [9] > w5
H] R AT BE

NIRRT - HAM A DUEEEHET TRaRets v > (B8 P s ORIy - PP R B i 2
THRLARHET TRASEEHY » DL RRASE Ay B SR s ne S B R - T ke -

SRIM > BRI AR o HA — A B A - RN IE A B A

(greedy ) » i CHEEATERE T BRI B — (el - IR TRase s 1)« FRAMfs iR
ik o SRR R S R TR (DS AIMRZE ARSI ) sRAETRA R B —
TRl ~ A AR AREEGEST - TR R ARG o A B
FrPRYER—Ayse et o B AYB T ROR TR o Hodr o eI ARY T G
Jhtends BN IEETTIIA 3 T2 ERsem sk - #Ita 123280 {Erh sG] -

method for making yarns and

[ AEAERE 9 AR BIE Ke FLAH RS L
constitution structure thereof
g, ®Uyk > o #HREK, | © ° making yarns - constitution

2 S e 1 A &

FikE structure

. e, FRAE A R 3, 8 HR BV | making yarns:2, winding:4, yarn:3,
o e | e e . nEme, ¥
2 MHEAERE2, EiR2 weaving:2, constitution structure:2

JEPEEER R EE T | RS, RO making yarns, constitution structure

] — ~ A B A ST CE AR R DI B R R B R R S B S A R D

(=) Flseitde -

BEAEREEY > JEZRAN rTRERT R AhETE s - DI RE Sy R R & - MR DUHE
A o R AR PRI SRR (RS A] DU AR RIEE R TR > SR S ezl
%) BN AT IR S I R - R RIA R AHER - DU R L EEE
AABE Y] o EAR > EIRA AR A o S BRI AT DA - R IR TR AR R
ZANAlREY (implausible) Ff%f -

(PU) BHFIEHE

— EAJ S ARSI > A5E DA B IRRAS rTRERYRA A PR TR » B2 T ARBITRIRNE
R~ AR TE HAVECE - AL RE R - — RS - EEE YT
IERERIRISES - R EMISEBAR AR LRI R - B RS TITyIERAT

1. fHA & (MI » mutual information )
MIGHEARE [4]

Mi(c,e) =log, plc,e)
(a=log. e
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FEFAHIREF > ple.e)Fon 150 o Blae sl e —RUHERAER —AIEHIHER - 1T p(x)
AFOREERRSE x HHHER—AUAAOMER < S5 iR n] i K rTREMEASET (maximum
likelihood estimation ) $50i - JRRIAHHERAHEES > BROAETBAEBEIORTS -

MI FEEEFEAY (symmetric) » JRE[ MI(c,e)=Ml(e,c) - [fij H MI AL F5 18 - (HI945
SR e BEAR MI R Rt aiaa =N B ARGE S R A EEEA L [4] 0 (HERERIH5E -
NETRY SRS MI BRI ANE[10] o HAREG TR - AT ALL S > DUt
Phimbasss

2. fHEA 47 (CC, correlation coefficient )

Ak Chi-square 2R3 M i {[E 709 FERRTE [4]

(fll X fzz B flz X f21)2

FcFc * FeFe *
,E:Epfn s fioe fzzﬁj\lnjﬂfﬁ?ﬁﬁﬁ%ﬂcﬁfﬁﬁﬁﬁgﬂemﬁfﬁﬁg/@%ﬁ%ﬁ ~ cHH IR {Hey? R,
FRPJEI ~ cH B E e B SR ~ DU TR FE B A AR TR > Hp
Fc ~ Fo* ~ Fe » Fe* BN 3l RATTHIESINI &7t -

2’ (ce) =

Fe~ PG o B SGRRA] e £ ) R RESI 2 ST

c HHHL | c g | 53

e iR f11 f12 Fe
e VGHI | £y 16%) Fe*
&5t Fc Fc* N

Chi-square ] FHAASARMK AT 55 (test for dependence ) » [MANFREGEE HA-E A H &S
i o BEE Y 0 2] 1 2f - HEZE MERRERIP T

£, xfy, -1, x1f,)

v FcFc*FeFe*

FHEREAIES -1 2+ 2 [ > WTEUR R BP0 BAHRA B EAHRAIRE R - fEANEA -

FAME FHAHR R CC DL T IREAZ 34 (co-occurrence ) o Chi-square Eil CC #f
TR TR -

3. "lREMELLM] (LR, likelihood ratios )

ek L3 E] Chi-square (2% CC) ¥F{F#AEREALIIEE » s - KRR
IFANEE A SR REURA 20 RS & [4] © LR HILLESHE G N ERFG DG - A
AN FEEEE 4] AT HGRIEM > a0F -
LR(c,e) =log L( f,,, Fc, p(e|c)) +1og L( f,,, Fc*, p(e]| c*))
—log L( f,,, Fc, p(e)) —log L( f,,, Fc*, p(e))

HHIL (K, nx)=x"(1-x)"", p(e)=Fe/N, p(e|c)=fi1/Fc, p(e|c*)=fir/Fc* - Ml HiE % » Wikt
B LRAG(EZ BIFE -

CC(c,e) = (
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4. Dice 1284 (DC, Dice coefficient )
{EE R Dice {REH F A iy S Wi 7RI
DC(C,G) :2f11/(FC+FG):2fl1/(2fll+f12+f21)

A B > HETEMERSEE > SOk AR A 2 IR R I 2 B 52 2 [10] -
5. 78 ERE (FC, fractional count )

SR IR > FTHREERTEA - AR S UMY (inter-sentence ) > [TV AT HIEIAIAIY
[ (intra-sentence ) &M ° [@—H &R > H HIVECE » A HETREVAHS - NIt
BoSHH A TR - TESL S UERS: 1/6 M58 o (E[R—A S ERHE L8 > ] LL

IGERE— A SRR > B TR ) R T ruting BOBSKRIE 2/6 - ARGAEAE
FTH R A TP RREEReR (MRS - ATRFRAMATERNY FC H - HEtRAASET ¢

FC(C, e) = Zpsp(,') (Ca e)

for _all i,s.t.(c,e)esp(i)

Herhisp()Zr il 7% (H RS G c B sCR e ) » 1T psp(C.e) 2R A E SRS A%
A S (e, ) HURIREER - JEARAUFC > HABEZ EIFRAY -

6. EM 7347 ( Expectation-Maximization analysis )

FA AT #RA RN o B BOERAAYEET (penalization of
implausible alignment ) » Fe(TE IR ] DI bl A8 5 ik AT—F > ARIOLFE AR IE DR
Fe o BRI AER T AR RS (RN - ARIRIIHEEE AN FTRERY 5 H BCES > AN
fiEER > AnfE—fY Run 2 B8 Run 3 AR < 5@k > AT AMERE (ST 1) BEERYRE -

SR > AEBAM S HET TRl A i B AT ARTT - R EM 53 » il T DHEET TRA 30 AT
I - RGN R B HIRA ST > [RIRR B PR 2 AR SRR S o RIS B o =R B R
{EE » AERTRRYRIE T - AR AR B GR > ARZ Gt A AT REFT R A AU
YA SRR - [ MR E P EREL M P BRI TR SU5k v DIH Bl SRRt -

E-step : fEFPHH15Gi ¢ BLHECRT e [FIRRHBIN AE R + SBSIECEHER plelo)yfil
s(c,e) = 2 plelo)=ple[a)* 1,

for _all i,s.t.(c,e)esp(i)
Ho o 8 ARG - Tip(elo)FFREFMEERE R 1 BEt @ BFC(c.e)
M-step * MREE LIl EREHIRGR - BTG GRCTHER
s(c,e)

P(e\0)=m

Hrhv LR B s(c,v) AN 0 BYTEACE » R =RIUR— ([ =GRe= " BRENFERS ) HYHEH -
FEFTA YRS e B ARV SRR S Rl HHER F RBn tn — BRI~ » AER)A Ep(cle)
RS 1YL N > KGEVUREMAERR - ciled O RRIRRRIRRBCRGS, - i HAA R
AR - SREGERIHAAIHIE -
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F<— ~ EM JpHriEd

Loop 1 Loop 2 Loop 3 Loop 4
c=Ha B PRI fiu | s(c.e) | plefe) | s(e.e) | plele) | s(ee) | plefe) | s(c.e) | plefe)
el= display devices 2 2 2/8 0.5 |0.1818 | 0.3636 | 0.1081 | 0.2162 | 0.0584
e2= electroluminescent lamp | 1 1 1/8 | 0.125 | 0.0455 | 0.0455 | 0.0135 | 0.0135 | 0.0036
e3=lamp driving circuit 1 1 1/8 | 0.125 | 0.0455 | 0.0455 | 0.0135 | 0.0135 | 0.0036
e4= driving circuit 4 4 4/8 2 0.7273 | 2.9090 | 0.8649 | 3.4595 | 0.9343
Y ~ BT
TRFRLRY 506510 F S HHo AL B L » 1L 463MB HISCFHE A » LUEEIAA B ~ Bl
» Rt E =P SRR 5 EAIEEA EETEE (Pentium 4, 3.20GHz, 2GB RAM ) » #iE7p 2

H
5945 1) > MEATHRGRATT

WY ~ BRI

REBI B R BAG R AR T

Number of bilingual texts processed (463MB) 506510
Number of empty Chinese Title 0
Number of empty Chinese Abstracts 281
Number of empty English Title 0
Number of empty English Abstracts 166532
Number of Doc. with both abstracts empty 2
Number of bilingual texts yielding empty term pair | 322309
Number of term pairs generated 1180281
Number of unique term pairs after merging 455696

# Lt 455696 {ElFA%T - LLp—Ei-h AT a A5 1o =G
CPU T2500 2.0 GHz, 2 GB RAM )> HAGEINATA A LS 15 D> LLEM JpAfT[AJIRE K p(cle)

Bl p(elc) FH FLIEEIFS FTfe 2T RRIRF AT RS 1296 75 -

» FEAHAEER 1340 75 (Intel

A TR AT 5 AR e B R R RS

298 > PHERERGIEAE] 6 108 o FILEYIATRER - DLFC FRREVINIER > dgidH
AT 10 SAATEAES > AIRALATR

%‘%EEL LA EC BEFPBYRT 10 {EFH %

c FC |p(elc)|p(cle)] DC | MI | CC |LR| f}; | Fc | Fe

e R semiconductor dev1ce 2078.30{ 1.00] 1.00{0.79|5.58|0.79| -1{2455|2764|3429
BRI display device 867.83| 1.00| 1.00[/0.70|6.22{0.70| -1{1225|1909|1589
WeLEEREEE  |liquid crystal display device 772.08| 0.98| 1.00(0.64(6.21{0.65| -1/1078|2072|1292
a?@%( electrical connector 750.25| 1.00| 1.00/0.80|7.15/0.79| -1| 830|1045|1029

B electronic device 326.45| 1.00| 1.00[{0.57|6.90{0.59| -1| 541|1180| 706
%?ﬁ‘é%i%ﬂ backlight module 323.25| 1.00| 1.00[0.74|7.70/0.74| -1| 498| 807| 546
YWRELEEREEE  |liquid crystal display 292.15| 0.01| 1.00]/0.27|5.03|0.27| -1| 451|2072|1227
PERESIE AR |semiconductor memory device | 237.50] 1.00] 0.98]0.57|7.74/0.59| -1| 302| 394| 661
* YRERREREEE |liquid crystal 218.15| 0.01| 1.00{0.27|5.10{0.27| -1| 431|2072| 1119

SRR L e thin film transistor 197.08| 1.00| 1.00(0.71(8.43/0.72| -1| 280| 467| 320

* 5F  SERRAI A
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TERTH > WG TS UREEE | BB =520 T liquid crystal display device | »

"liquid crystal display | Ei " liquid crystal ;- HPRiTRIEEHER - 55 = (@285 » HIL
AR plelo) L 1> FLERBET 0 - 7 EM ERVETEATTA] » BRI
HETRIRR » EE— P (BE30) M5 WA E 7 TS S SR = e
o HAATET  HEESREERL AT 0 o JRRIEAE RN B 2 R 2 -

FRFRPEY LR > HETFEES logOMITER » (HINRZ MR A E R - TMTEkHH
achs-1 o FHE E > HLLLR FRF  Hgl 10 ZEYREAIFRSHTR -

75~ LULR HRPHIAT 10 {fFEEf

c FC |p(elc)|p(cle)] DC| MI |CC| LR |fy, |Fc|Fe
IREBIERKY)  |epoxy resin composition 44.62|0.97 | 1.00 |0.87]10.47|0.87|757.59| 99|114|113
iEGEES S illumination system 67.64| 1.00 | 1.00 [0.82]10.32]0.83(731.76| 98[133|106
RS record carrier 50.93| 1.00 | 1.00 [0.87|10.58]0.87(703.34| 91{105|104
JESERERE %) |photosensitive resin composition|65.58] 1.00 | 1.00 [0.72] 9.86/0.72(697.28|102|137|148
BRI AR data processing system 52.29| 1.00 | 1.00 [0.87(10.65/0.87(675.94| 87|100|100
BRAZ MU heat exchanger 60.58| 1.00 | 1.00 [0.81]10.40/0.81|662.40| 89|119(102
Hihs base station 38.96| 1.00 | 1.00 [0.80]10.42]|0.80(638.43| 86|111|104
EE AR information storage medium 48.62( 1.00 | 1.00 {0.83]10.59(0.83|633.72| 83|103| 96
AR L H semiconductor chip 55.06| 1.00 | 1.00 [0.59| 9.33[0.59(630.94{101|186|155
W lEl silicon wafer 51.56| 1.00 | 1.00 [0.80{10.55]|0.81{602.65| 80[{106| 93

—RIME > AT DRI A SRR R —— R AR FLRTN A B A
B DIBEERZ AT TR R - AR EAMS REUR - A& @l ik > R K Er A
FRZ > ANEE— - DIERRINZ A LI - AERERTR - S RIREMEYFE R DT
Rk DR HBOR KA 1 3 S 18 8 T2 - PRI REI Y 5 RAVRIES -
B 94 ENCHIE— o £ 7 FINCAER B! - A I HARAEE - BIANFHRZEA A B 8 (1
fi2fn ) > R 2R (P PRf: -

o~ FIAPE 5 AR e {5

e N BRI EHESE
(p(cle)+p(elc))/2=1.0 18322
(p(cle)+tp(e|c))/2=1.0 and f};>=5 94
DC=1.0 156353
DC=1.0 and f;;>=5 51
MI=17.49= maximum 152907
MI=17.49 and {;;>=5 33
CC=1.0 156353
CC=1.0 and f;;>=5 51
LR>186.13 (£ 1) 249
LR>186.13 and f;;>=5 249
FC>311.01 (£ 2) 6
FC>311.01 and f1;>=5 6

a1 R AP+ 3k fEEHEAE=26.07+3%53.35
aF 2 0 B A 3 ok R HE 7E=08.20+3%94.27
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REHH Bl PPt B T hgbd 725 5 0ATERT n=50 i

EZRFR IR EE - RS T AR BIEE

FEEL > F=H e ML -

Py i FC |EM | DC | MI | CC | LR

N T Agi R 58 | 50 | 50 | 50 | 50 | 50 | 50

SHERI AT 3006 (396 |1
FI ~ BT IERT n=50 {18 TR R S B S Bl B A

FC EM DC |MI|CC|LR

FC

EM | 9 (18%)

DC 0 0

MI 0 0 0

cC 0 0 45 (90%)

LR | 2 (4%) | 10 (20%) 0 0

FIEFRH AT R R A BB AN S (DC B CC fRSL) - BRI REfH# At
W IERRERAES - 8 T EF T ARMIRAERRE - TRMPABRNZARGRAEEA 445 > 447 160 BfE e
Al o ZGEERHTLIYT 455696 {HFA%S - fHHE PRy 7050 (E > AR
MIRRELS T EG RSt > HABIANERTFR + M5 HT 25963 (H5% » MEAAERbA R R -

7<)\~ BE 5 IEET n {85 E A TS R

HESH=
=

[E1:]

EHER S S IEYANG T
o S BT AR TR 50 IEMERR S R BB LR - AERAIERILUTR < G
{EM>LR>FC} > {DC=CC} >> MI > Jj:H[] EM Hi
LR ~ FC WHEFRER LS » = a R - HGZ DC Bl CC» @iE R EIEH

EEASHEEA ~ BEERRer T FRE AL TR RS BRAMTRLRS T o
Planget—Frr

Ft - CEEE )

c e FC |p(elo)|p(cle)] DC|MI |CC|LR | f}; | Fc | Fe
e RS | semiconductor device [2078.3| 1 1 10.79|5.58[0.79| -1 |2455|2764|3429
e L  semiconductor devices|28.583| 0 1 10.03|4.93]0.09/130| 48 |2764| 105
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Abstract

The Chinese aspect marker le has long been considered very difficult for CSL learners.
Therefore, we created an computer-based interactive multimedia CSL program of the
perfective le based on the linguistic studies of the perfective le [3,25,26,28,29] and explored
its effectiveness. Results of this study didn’t show that the multimedia program as a
self-learning tool outperform the printed materials significantly. Nevertheless, the result
indicated that both the interactive multimedia program and the printed materials within their
own groups do have significant effects on the members of the individual groups. This
significance is the evidence supporting that the CSL program of /e based on linguistic

generalizations is effective.

" This research was based on the project funded by the National Science Council (NSC) of the Republic of
China under Contract No. NSC 97-2631-S-415-002. This paper is a revised and developed version of the first
author’s master’s thesis. The second author is the primary investigator of this project and the third author is the
co-investigator. We thank Dr. Jenny Yi-Chun Kuo and Dr. Jung-hsing Chang for their insightful comments at
the oral defense. We also thank the anonymous reviewers of the ROCLING conference for their precious
comments. All remaining errors are ours.
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1 Introduction

The perfective le has a high frequency of occurrence in Mandarin Chinese [5]. The perfective
le in Chinese is difficult to Chinese as Second Language (hereafter CSL) learners. Chao [5]
investigated how much a 30 year-old British man comprehended the perfective /e by a fill-in
test and found that the subject made mistakes frequently. Kao [13] examined the usage of the
perfective le, the durative zhe and the experiential guo of a corpus consisting of Chinese
inter-language of students abroad and also found that most errors are about the perfective le,
compared to the other two. Furthermore, Li [18] found that CSL students mistakenly treat the
perfective le as English past tense.

According to [14], [19], [21], [25], [28], [29], etc., the perfective le can go with four situation
types, which are Achievement, Accomplishment, Activity, and stage-level State, and the
interaction of /e with different types leads to different interpretations, such as completion,
termination, and inception. In light of [5, 13, 18, 31], the perfective le is quite difficult to CSL
learners. Li [18] and Yeh [31] further suggested that linguistic studies about the interaction of
the perfective le with verbs be utilized in CSL learning and teaching. Thus, we created a CSL
program of the perfective le based on the studies of the perfective le with four situation types
[3, 25, 26, 28, 29].

Several studies [1, 4, 6, 12, 30] have noted that multimedia through technology can help with
language learning and instruction. Although Computer Assisted Language Learning (CALL)
has been widely accepted as a useful educational tool for four decades, the application of
CALL on Chinese started late from 1995 [22]. According to Zhang [34], CALL programs on
grammar need to be explored because it is a less common addressed area. Thus, we
digitalized the CSL program of the perfective le as a computer-based interactive multimedia
program in which we took Form Focused Instruction' (FFI for short) as our approach and
Concise Narrated Animation® [23] as the concept of multimedia presentation. Few studies, if
any, have reported the effects of Computer Assisted Language Learning on CSL grammar.
Therefore, we examined whether the interactive multimedia program designed in the study is
effective in CSL learning the perfective le. We predicted that this interactive multimedia
program is effective and if applied correctly, it is far more efficient than the printed

" In terms of acquisition of language as a second language grammar, Ellis [9] points out “focusing on linguistic
form aids the acquisition of grammatical knowledge”. Thus, we used Form Focused Instruction and draws
attention to the forms and structures of the perfective /e as the approach of the CSL program.

? Concise Narrated Animation (CNA), a simple way to present multimedia, reminds us of ignoring the unneeded

materials shown in multimedia and showing the most important part of ready-to-learn knowledge.
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materials.” Two questions were explored. First, in contrast with the printed materials, is the
interactive multimedia program designed in the study more effective on helping CSL learners
with comprehension of the perfective le? Second, if the interactive multimedia program
proves positive, is it more useful in terms of syntactic behavior or the semantics of the
perfective le learning? We hope that the study can contribute to unraveling the effect of
Chinese multimedia program on grammar as a self-learning tool and provide teachers with a
teaching tool for efficient instruction.

The remainder of the paper is organized as follows. In Section 2, we present methodology
including participants, instruments, data collection and data analysis. Section 3 reports results
and discussion. Results were presented with various analyses following each of these
descriptive sections. Discussion included the effect of the interactive multimedia program vs.
the printed materials, assessment of the interactive multimedia program and the printed
materials as multimedia in presentation modes [23]. Finally, Section 4 concludes this study.

2 Methodology

This study chose a quantitative method to investigate the effect of interactive multimedia
program on Chinese Aspect Marker le learning. Based on the research goal, this study
examined if the multimedia interactive program is more efficient and effective than the
printed materials on Chinese Aspect Marker ‘/e’ learning.

In addition to the CSL program for the instruction and practice of /e, a questionnaire, a pretest,
and a posttest were used in the study. The CSL program included the interactive multimedia
program and its printed materials. Multimedia in the interactive program means presentation
using auditory and visual material. For example, the interactive multimedia program used
audio narration and animation to present the content in the CSL program designed in the
study. A questionnaire is to know the background of all participants. The result of the pre-test
and posttest were analyzed, using Independent T-test to determine the effect of the interactive
multimedia program.

All participants were divided into two groups. One is the control group and the other the
experimental group. The control group studied the perfective le through the printed materials
and the experimental group through the interactive multimedia program. The major
difference between the multimedia program and the printed materials is the way to present
the contents in the CSL program of the perfective le. The printed materials present the target
sentences by the printed text and pictures, while the interactive multimedia by audio narration
and animation. Figure 1 shows the research design.

* The printed materials contain hard copies of the interactive multimedia program designed in the study. They
include target sentences and pictures retrieved from the animation of the program.
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1
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(presented with audio narration (presented with printed text
and animation) and pictures)

I_[ 7 Units and Exercises ]_

Figure 1. The Research Design

2.1 Participants

Thirty four participants for this research were selected from the population of CSL students
enrolled at the CSL program in National Chiayi University and other CSL institutes in
Taiwan, and overseas compatriots in Brunei and Australia’. All of them learned Mandarin
Chinese as a second language. Twenty of the participants were female and fourteen were
male. They came from various countries. Thirteen of them come are from Thailand, four
Indonesia, four Korean, three the U.S.A., two France, one the U. K., one Japan, one
Honduran, one Mongolia, and one Philippine. Besides, two overseas compatriots are in
Brunei and one is in Australia. The amount of time that the participants have studied
Mandarin Chinese ranged from half a year to three years. Also, all of them have learned the
perfective le. Their ages ranged from eighteen to fifty-seven years.

These 34 participants were divided into two groups randomly, 17 students for each. One is
the control group learning the perfective le through the printed materials and the other
experimental group through the interactive multimedia program. In order to establish the
homogeneity of the two groups, we calculated the average scores of the pretest of these two
groups respectively out of a maximum score of 100 and got the mean score of the control
group 48.63, and that of the experimental group 55.49, as shown in the following Table 1.
Also, results of the independent T-test indicated no significant differences (t = -1.845, p > .05)
between the two groups. Therefore, the level of comprehension of the perfective /e with four
situation types between the control group and the experimental group is roughly the same.

Table 1. Independent T-test Results on the scoring between the two groups in the pretest

Group N M SD t
Control 17 48.63  19.97 -1.845
Experimental 17 55.49 12.70

Note: Maximum score=100, p > .05.

2.2 Materials and Instruments

* These three overseas compatriots don’t speak Mandarin at home, and nor do they study in Chinese school.
That is to say, Mandarin Chinese is not their native language. They study Chinese by themselves.
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The experiment consists of two parts. One is learning materials, i.e. the CSL program of the
perfective le, including interactive multimedia program and the printed materials. The other
parts are the pretest and the posttest. In the following 2.2.1, the design of the CSL program
and its content validity were discussed. Then in the following 2.2.2, the pretest and the
posttest were introduced. In addition, their item difficulty (P) and discrimination (D) indexes
and reliability were also examined through a pilot test.

2.2.1 The CSL Program of the Perfective le

The content in the CSL program is about the interaction of the perfective le with four
situation types. The CSL consisted of seven units, seven to sixteen target sentences for each
unit. Both Unit 1 and Unit 2 contained seven sentences showing the interaction of the
perfective le with Achievement. Unit 3 and Unit 4 presented sentences with Accomplishment
le, consisting of ten and eight sentences respectively. Both Unit 5 and Unit 6 were composed
of eight sentences with Activity plus le. As to Unit 7, there are sixteen sentences with State le.
The negative evidence column next to the target sentences showed error sentences, which
were also included in the CSL program.” The patterns of target sentences in every unit came
from the representative literature [3, 14, 19, 21, 25, 26, 28, 29]. Words in the CSL program
are chosen from the Mandarin 800 words for beginner provided by the Steering Committee
for the Test of Proficiency-Huayu (SC-TOP).® We picked up verbs for these 800 Chinese
words and classified them into four situation types based on the following tests.

In the CSL program, we had two exercises following every unit. Every exercise contained
five to eight items. Most of these items were from the target sentences. The form of these
exercises was designed according to two content objectives as follows: (i) Learners are able
to comprehend the interpretations of the interaction of the perfective le with four situation
types, and (ii) Learners are able to know the collocation of the perfective le with four
situation types. For example, Kan donghua, Xuan juxing ‘Choose the sentence that
corresponds to the animation’ could fit the objective (i) and Jixingtidnkéng ‘Insert le in the
right place’ conform to (ii).

As above mentioned about the content of the CSL program, we digitalized it as the interactive
multimedia program and collected it in a Compact Disc as the instrument of the experimental
group. In the multimedia program, the target sentences were presented with animation and
audio-narration.

Also, the multimedia program obeyed seven principles’ for the design of multimedia
message/presentation [23]. Thus, we showed every target sentence by words and animation
for multimedia principle. The target sentences were near the animation for spatial contiguity
principle and were presented with their corresponding animation at the same time for
temporal contiguity principle. In order to meet coherence principle, on the screen are only
animation and its corresponding target sentence. We used audio narration for modality

> According to [11], the positive input is not sufficient to reset a parameter for L2 learners and thus the

alternative approach negative evidence can help.

According to The Steering Committee for the Test of Proficiency-Huayu (SC-TOP), those who have learned
Chinese more than half a year are familiar with these 800 words, see the following website.
http://www.sc-top.org.tw/download/800Words Beginners.pdf.

The multimedia principle is to use words and animation rather than words alone, the spatial contiguity
principle to place printed words near corresponding pictures, the temporal contiguity principle to present
words and their corresponding animation at the same time, the coherence principle to avoid unneeded
adjuncts, the modality principle to present words as narration rather than on-screen text, redundancy principle
to avoid adding on-screen text to a concise narrated animation, and the individual difference principle to
consider the students’ background.

297



principle and avoid any redundant text to the animation for redundancy principle. This
program was designed for CSL learners who have learned Chinese for at least half a year. In
so doing it leads to fit individual difference principle.

On the other hand, the printed materials as the instrument of the control group represented
target events by pictures. The pictures in the print materials were retrieved from animation of
the interactive multimedia program. The major difference between the multimedia program
and the printed materials is their presentation. The multimedia program presented the target
sentences with animation and the audio narration on the screen while the printed materials
presented them with pictures on paper. Besides, in Exercise, the interactive multimedia
program offered the instant feedback. Once the users click on the right answer, the computer
will give positive feedback immediately. On the contrary, the users who practice in Exercise
of the printed materials have to check their answers with the Answer Sheet attached. They
cannot get an immediate feedback.

In order to establish content validity of the CSL program designed in the study, we invited
four scholars whose inputs and feedback were useful. Three of the scholars are linguists and
the other one specializes in Computer Assisted Language Learning and E-learning. They were
invited to review the instruments including the interactive multimedia program, the printed
materials, and the following pretest and posttest. They judged the appropriateness of target
sentences and their presentation. Thanks to their help, the content validity of the CSL
program can be built.

2.2.2 Pretest and Posttest

Both the pretest and the posttest consisted of sixteen true/false and fourteen multiple-choice
questions in Mandarin.® In terms of testing understanding of the perfective le with four
situation types, true/false questions in each test was given to the subjects for grammatical
judgment while multiple-choice for the semantic comprehension. When the test took place,
these questions were shown on the projector/computer screen. The true/false questions were
shown one by one while the multiple-choice were presented three choice items and each
clips’ based on which the participants answered for each question. These questions in each
test were mostly picked up from the target sentences in the CSL program designed in the
study. As previously mentioned, their content validity was established as a result of the
review of the scholars. Next, the item analyses10 of these two tests were performed to
establish their internal consistency through a pilot test, discussed as below. In addition, their
reliability was calculated by Cronbach's Alpha.

This pilot study was given to 20 CSL learners who study Mandarin in Taiwan. They are 14
males and 6 females. The amount of time they have studied Mandarin Chinese ranged from
three month to six years. Also, all of them have learned the perfective le. Their age ranged
from eighteen to fifty years. They were given the pretest and posttest simultaneously and also
asked to complete a questionnaire for their L2 background. They spent 10 minutes on the
pretest and then 10 minutes the posttest without any discussion based on the slides we
designed in advance. They did these tests according to what they saw on the

8 According to [10], the learning outcomes can be measured in a formal grammar test including a
multiple-choice and a grammaticality judgment task.
° Thanks to two undergraduate students Xiao, Yu-Wun and Chao, Hui-Jiun in Department of Foreign Languages
of Chiayi University for their performance in the video clips.
When it comes to Item Analysis, test items are listed according their degrees of difficulty (easy, medium, and
hard) and discrimination (good, fair, poor). These distributions provide a quick overview of the test, and can
be used to identify items which are not performing well and which can perhaps be improved or discarded.

10

298



projector/computer screen on which questions were shown one by one. After the tests, the
scores of the true/false and that of multi-choice in each test were calculated separately by the
percentage of correct answer out of a maximum score of 100. Then, item difficulty (P) and
item discrimination (D) indexes of the true/false and that of the multiple-choice were
examined respectively in each test. For the item difficulty index (P), the higher the value is,
the easier the question is.'" For the item discrimination index (D), the higher the value gets,
the better the item differentiates among participants on the basis of how well they know the
materials being tested.'” Regarding the result of item difficulty and discrimination on
true/false questions in the pretest, the mean difficulty is .47 and the mean discrimination
is .45. The results indicate that true/false questions in the pretest are difficult and
determinable. The results of pretest on multiple-choice questions in which the mean difficulty
is .48 and the mean discrimination is .53, present that multiple-choice questions in the pretest
are difficult and distinguishable among students’ performance on the test. As to the results of
true/false in the posttest, the mean difficulty is .37 and the mean discrimination is .20 while
on multiple-choice, the mean difficulty .31 and the mean discrimination is .24. The results
indicate that the true/false and the multiple-choice in the posttest are quite difficult with
positive discrimination.

Overall, both pretest and posttest on true/false or multiple-choice questions are difficult and
differentiable to participants’ knowledge of the perfective le with four situation types."’
Regarding the reliability'* of the pretest and posttest, it was established by the Cronbach's
alpha. The greater the reliability is, the stronger the relative number of positive relationship
among the questions would be. High reliability means that the questions of a test tended to
"pull together." Participants who answered a given question correctly were more likely to
answer other questions correctly. In the pilot study, the Cronbach's alpha of the pretest is .68
and that of the posttest is .60. Generally speaking, the results show that both the pretest and
the posttest are reliable of testing comprehension of the perfective le with four situation

types.

2.3 Procedures

Before the experiment, all participants were given the pretest for 10 minutes. The participants
were tested on their knowledge of Chinese the perfective le with four situation types in terms
of semantics and the syntactic behavior. Twenty-seven participants were tested in their
Mandarin class, and seven participants online.”> Those tested in the class were given the
printed paper while those online were offered the website'® on which they took the pretest.
All of them were instructed to make a grammatical judgment for 16 True/False questions and
semantics judgment for 14 multiple-choice questions. These questions were shown one by
one on the projector/computer screen. Thus, they answered them according to questions
presented on the screen. In addition, they are informed that it is not allowed to discuss in the
test.

" 1In practice, item difficulty is classified as "easy" if the index is 85% or above; "moderate” if it is between 51

and 84%; and "hard" if it is 50% or below.
12 Generally speaking, item discrimination is identified as "good" if the index is above .30; "fair" if it is
between .10 and .30; and "poor" if it is below .10.

'3 Four questions of item discrimination indexes are negative. As suggested by scholars, the negative value of
these four questions might be as a result of participants’ uncertain about the answer. Thus, their answering
these questions was not out of their understanding of the perfective /e.

' The reliability of a test refers to the extent to which the test is likely to produce consistent scores. In practice,

their approximate range is from .50 to .90 for about 95% of the classroom.
Seven participants who had difficulty in coming in person for taking the test accepted the online test.

' We had our tests post on the website, see http://student.ncyu.edu.tw/~s0954185/LS.html.
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After the pretest, participants were randomly divided into two groups, the experimental group
and the control group, with an equal number of participants (N=17) in each group. To begin
with the experiment, the experimental group received the CD which contains the multimedia
program while the control group the printed materials. The period of learning the perfective /e
through the multimedia program for the experimental group or printed materials for the
control group is seven weeks. After that, all participants took the posttest.

Those tested in the class got the printed paper while those online were provided the website
on which they took the posttest. All of them were informed to make a grammaticality
judgment for 16 True/False questions and semantics understanding for 14 multiple-choice
questions. Being similar to the pretest, these questions in the posttest were shown one by one
on the projector/computer screen. Meanwhile, participants answered them by reading the
questions shown on the screen. Besides, the researcher avoided the discussion between
participants.

2.4 Data analysis

After the data collection, the pretest was calculated, using the percentage of correct answers
out of a maximum 100. As we noted before, we used an independent T-test to establish the
homogeneity between the control group and the experimental group. The result showed that
there was no significant difference between the two groups before using CSL program. In
addition, the posttest was also computed by using percentage of correct answers out of a
maximum 100.

For Research Question One, we examined if the multimedia program involved in the
experimental group is more effective than the printed materials in the control group in terms
of comprehension of the perfective le with four situation types. We used Paired T-test to
examine the performance within these two groups. Then, the Independent T-test was
employed to compare the performance between two groups.

For Research Question Two, if the result of Research Question One is positive, we
investigated if the multimedia program is more useful in terms of the syntactic behavior or
the semantic comprehension of the perfective le with four situation types. As has been
discussed, the true/false questions tested understanding of the perfective le in terms of its
syntactic behavior; the multi-choice questions addressed semantics. Thus, the score of the
true/false and that of multiple-choice questions in the experimental group based on the pretest
and the posttest were calculated respectively by the percentage of the correct answers out a
maximum 100. The paired T-test was used to compare the experimental group’s performances
on the syntactic behavior to that on the semantic of the perfective le. The independent
variable was the experimental group and the dependent variable was the difference between
the pretest and posttest in terms of true/false and multiple-choice questions.

3 Results and Discussion

In this section, we answered Research Question One: In contrast with the printed materials, is
the interactive multimedia program designed in the study more effective on helping CSL
learners with comprehension of the perfective /e? First, a paired T-test was used to examine
performance of members within each group. The result showed the effectiveness either of the
interactive multimedia program or of the printed materials although participants’ responses
through investigation by questionnaire'’ showed that not all of the participants used the CSL

7 The purpose of the questionnaire is to understand how often participants used the interactive multimedia
program or the printed materials and whether they used it.
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program. For example, eight people used the multimedia program and eleven learned the
perfective le through the printed materials.

Then, an Independent T-test was performed to compare performances between the interactive
multimedia group and the printed materials group. The results revealed that the interactive
multimedia program as a self-learning tool on 8 experimental subjects didn’t outperform
more significantly than the printed materials on 11 control subjects. That is to say, the answer
to Research Question One is negative. However, the result of the paired T-test for the
performance of members within each group proved that the CSL program designed in the
study is effective no matter how it is presented: it can be represented in words and pictures,
on the one hand, and audio-narration and animation, on the other hand. This implied that the
CSL program created in the study on the basis of linguistic studies is useful for the CSL
learning of the perfective le with four situation types. Also, the mean score obtained from the
result suggested that the CSL learning of the perfective /e is not easy.

Although the answer to Research Question One is negative, we still make further inquiry into
Research Question Two: If the interactive multimedia program proves positive, is it more
useful in terms of the syntactic behavior or the semantics of the learning of the perfective le?
A Paired T-test was performed to compare the effect of the syntactic behavior and that of the
semantics in terms of learning through the interactive multimedia program. Also, we
investigated the difference between the performance of the syntactic behavior and the
semantics in the printed materials since we found its effectiveness within group. Thus, two
Paired T-tests were employed and the results revealed that there is no significant difference
between the performance of the syntactic behavior and the semantics either in the multimedia
program or in the printed materials. What these findings implied is that the CSL program
designed in the study was equally involved the learning of the syntactic behaviors and the
semantics of the perfective /e.

Finally, we assessed the interactive multimedia program by the criteria of a good CALL
program for CSL, proposed by Zhang [34] and discussed the specific questions of the
program itself based on the participants’ responses from the survey as previously mentioned.
In addition, we considered the printed materials as a kind of multimedia in “presentation
modes” based on Mayer [23] three views of multimedia. That may be the reason why there is
the significant difference between the multimedia program and the printed materials.

3.1 Effects of interactive multimedia program and printed materials

For Research Question One, we used an Independent T-test to investigate if the interactive
multimedia program is more effective than the printed materials as a self-learning tool in
terms of the learning of the perfective le with four situation types. Before that, a Paired T-test
was employed to examine the effect of the interactive multimedia program and the printed
materials. We did a survey through questionnaires as previously mentioned in order to know
the frequency of participants’ using the CSL program designed in the study as a self-learning
tool. However, their responses were obtained: Not all of the participants used the CSL
program. For example, 8 experimental subjects used the interactive program and 11 control
subjects used the printed materials.

Thus, we showed the Paired T-test results of 8 experimental subjects on the learning of the
perfective le through the interactive multimedia program and 11 control subjects through the
printed materials. The Paired T-test results of 8 experimental subjects in Table 2 indicated
there was a significant difference (t = -3.845, p < .05) between the mean scores of the pretest
(M=49.58) and the posttest (M=62.50). The Paired T-test results of 11 control subjects in
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Table 3 indicated there was a significant difference (t = -4.042, p < .05) between the mean
scores of the pretest (M=45.15) and the posttest (M=58.18). In simple terms, these results
revealed that the interactive multimedia program and the printed materials had a significant
effect on 8 experimental subjects and 11 control subjects18 respectively although their mean
score of the posttest is not high. This implied that Chinese aspect marker /e was not easy to
learn for CSL learners.

Table 2. Paired T-test Results of 8 Experimental Subjects

Task N M SD t
pretest 8 49.58 14.52 _3.845%
posttest 8 62.50 7.51

Note. Maximum score = 100, * p < .05

Table 3 Paired T-test Results of 11 Control Subjects

Task N M SD t
pretest 11 45.15  14.09 -4.042%
posttest 11 58.18  7.80

Note. Maximum score = 100, * p < .05

Next, an Independent T-test was employed to answer Research Question One. There was a
detailed descriptive statistics in the following Table 4. The figure indicated that there was no
significant difference between the mean scores of the interactive multimedia program (M =
62.50) on 8 experimental subjects and the printed materials (M = 58.18, t = -1.218, p > .05)
on 11 control subjects. That is to say, the interactive multimedia program didn’t outperform
the printed materials significantly."

Table 4 Independent T-test Results between these Two Groups

Group N M SD t
Experimental 8 62.50 7.50 -1.218
Control 11 58.18  7.80

Note. Maximum score = 100, p > .05

What is more, a Paired-sample T-test was employed to Research Question Two although the
answer to Research Question One is negative. Research Question Two aimed to investigate if
the interactive multimedia program is more effective in the learning of the syntactic behavior
learning or the semantic. We also attempted to examine the performance of the syntactic
behavior and the semantics on the learning of perfective le through the printed materials since

'8 The number of the experimental subjects may be too few to prove their effectiveness. Thus, we used the
Wilcoxon Test, one type of the nonparametric methods which are most appropriate when the sample sizes
are small, to reexamine the result. The results of Wilcoxon Test showed that there was a significant effect
within these two groups (p < .05).

' A Mann-Whitney Test, one type of the nonparametric methods for small sample size, was performed to
reassure the reulst of the Independent T-test. The result of the Mann-Witney Test also showed that there was
no significant difference between these two small groups.
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the multimedia program didn’t show more effectiveness than the materials. The following
Table 5 showed the Paired T-test result of the difference between the performance of
true/false for the syntactic behavior and multiple-choice for the semantics of 8 experimental
subjects. The figure indicated that there was no significant difference between the syntactic
behavior and the semantics in terms of the pretest and the posttest in the multimedia group (t
=1.35, p>.095).

Table 5 Paired T-test Results of the difference between True/False and multiple-choice of 8
experimental subjects

Task N M SD t
True/False 8 17.97 11.298 1.35
Multiple-Choice 8 7.14 17.908

Note. Maximum score = 100, p > .05

Table 6 below presented the Paired T-test result of the difference between the performance of
the true/false and multiple-choice of 11 control subjects. The figure also indicated that there
was no significant difference between true/false for the syntactic behavior and
multiple-choice for the semantics in terms of the pretest and the posttest in the control group
(t = - .376, p > .05). What the findings of the above Paired T-test in Table 5 and Table 6 *°
implied was that the CSL program designed in the study took account of the learning of both
the syntactic behavior and the semantics of the perfective /e.

Table 6 Paired T-test Results of the difference between True/False and multiple-choice of 11
control subjects

Task N M SD t
True/False 11 11.93 17.56 - .38
Multiple-Choice 11 14.29 11.07

Note. Maximum score = 100, p > .05

All of these findings above could imply that that the CSL program of the perfective /e created
in the study on the basis of linguistic studies is useful for the CSL learning of the perfective le
whether it is presented with words and pictures, comprised of the printed materials, or
audio-narration and animation, of the computer-based interactive multimedia program. The
CSL program designed in the study also considered both the syntactic behavior and the
semantics in terms of the learning of the perfective le. Meanwhile, the mean scores obtained
from the result revealed that the perfective le is not easy for CSL learners.

In the following, we assessed the interactive multimedia program by the criteria of a good
CALL program for Chinese set by Zhang [34] and reviewed responses from the experimental
group who used the interactive multimedia program as a self-learning tool.

3.2 Assessment of interactive multimedia program

* In order to make the result more reliable, we used a Wilcoxon Test for small size group to examine the

difference between performance of the true/false for the syntactic behavior and true/false for the semantics of
8 experimental subjects and 11 control subjects. The results of the Wilcoxon Test showed that there was no
significant difference between the performance of True/False and multiple-choice questions.
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Zhang [34] argued that success or failure of a CALL program depends on the technology,
language knowledge and language pedagogy. We took account of these three aspects while
creating the multimedia program in our study. For example, for language knowledge, we
adopted some well-established linguistic studies about generalization of the perfective le with
four situation types for the content. Form-Focused Instruction, a type of language pedagogy
known for teaching grammar, was used as our concept of arranging the content. As for
technology, the well-known Macromedia Flash for animation design and Authorware
integrating the components including sounds and clips.

Furthermore, Zhang [34] pointed out that the creativity and abstractness of grammar requires
real ingenuity when designing CALL programs for CSL. Following this argument, we didn’t
give any grammatical explanation in our program. Instead, we used animation and
audio-narration for target sentences. Animation can illustrate the abstractness and creativity
of grammar. Audio-narration which comes out with the text is supposed to help beginning
learners ease the anxiety when they don’t recognize some words in these target sentences
shown on the screen. It was said that the learner’s emotional state plays an important part in
student motivation and receptiveness to learning.

On the other hand, Zhang [34] proposed that some learners, especially those at the beginning
level may feel overwhelmed when confronted with many choices. They may feel more
comfortable following a teacher-suggested sequence of activities. In our study, we were
unlikely to overcome the barrier because the multimedia program in the study was taken as a
self-learning tool rather than an assisted-teaching tool. Learning through the interactive
multimedia program on their own without teachers’ assistance reflected the participants’
responses received through questionnaires, as previously mentioned. From their responses in
the questionnaires, we found that almost half of them didn’t know how to start the
multimedia program. For example, they had difficulty in downloading Flash Player required
for them to see the animation even though we attached the guide sheet”! showing instructions
to use it. Thus, half of the experimental group never used it as a self-learning tool because of
technical problem. This is the major reason resulting in that the effect of the interactive
multimedia program didn’t show more significantly than its printed materials.

Secondly, the cause for the failure of the multimedia program is those know how to use the
multimedia program were not used to it while reading without any teacher stand-by. In this
case, we learn that the tutorial sessions of using the multimedia program can be offered in the
future studies as it is better to have a teacher stand-by to provide a sense of security.
According to Zhang [34], learner’s positive affect is the principle for language teaching,
especially for CSL CALL programs.

In addition to the above-mentioned clues for effect of the multimedia program, two specific
problems about the multimedia program itself we acquired from participants’ responses
through the questionnaire and interview are stated as follows. The first is the lack of easy
access. The users cannot reach the multimedia program by just one click-on. Instead, they
have to download Flash Player first if they haven’t installed that in their computer and follow
the instruction sheet to do the following three procedures including opening the specific
folder as the first step, finding the index.swf file as the second step, and opening that file by
Flash Player as the third step. Not until completing these three steps can users get start the
multimedia program and skip to the menu page. Judging from the above procedures, starting
the multimedia program in some way is not easy and simple, especially for users who don’t
get used to using computer.

2! In the guide sheet, the procedures of using program were listed one by one.
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The second cause induced from the participants’ responses, is its instructions unfamiliar with
the subjects. Take words shown on the button items or icons as example. It is somehow too
complicated for users to understand its function. Take the word HuiZhiuimilit ‘back to the
main menu’ of the icon as the example, it is beyond the beginner-level. Even though we
stated the functions of the icons on the instruction sheet, it was unlikely to be available for the
beginning CSL learners, who simply cannot understand Chinese characters.Another
illustration is interactive practices or games. The instructions for practices are too difficult to
understand for CSL beginners. We also indicated how to do the exercises on the guide sheet.
However, those wordy instructions likely resulted in learners’ low motivation of keeping on
the program.

So far, it seemed that the multimedia program didn’t have a more apparent effect than the
printed materials. We have discussed the reasons for less significant effectiveness of the
multimedia program. The major reason is that not all of the participants use it as a
self-learning tool. To make sure all subjects use the program in the future studies, we should
provide tutorial sessions, in which they are asked to use it with teachers’ assistance. Two
more reasons related to the presentation of multimedia program are the lack of easy access
and instructions of unfamiliarity with the experimental subjects, in particular those of the
icons and practices. We learn that making access easy is the most important thing for
activating users’ motivation and reducing their anxiety while learning. The easier the access
to the program is, the higher the motivation of learners has. Besides, instructions for the icons
and practices are supposed to take students’ background into consideration. Also, it is
required to understand their real language proficiency. For example, some participants who
said that they have learned Mandarin more than half a year do not know all the 800 words for
Beginner. Thus, they may not comprehend some words in the program. For this point, we
think the experienced TCSL teachers can be good supervisors or advisors for presentation of
the interactive multimedia program. With their suggestion, the program can be more
comprehensible for users.

3.3 The printed materials as multimedia in presentation modes

In this section, we argued that the printed materials in our study are considered as a kind of
multimedia presentation. Based on Mayer [23], there are three views of multimedia - delivery
media, presentation modes, and sensory modalities respectively.

bl

In terms of the second view “presentation modes,” multimedia means using two or more
presentation types to present the materials. The focus is on more than one way to present
teaching materials, such as words and pictures. This view is consistent with a cognitive
theory of multimedia leaning [23], which assumes humans have separate information
processing channels for verbal and pictorial knowledge. For example, a textbook which
contains words and pictures is multimedia in this view because materials can be presented
verbally as printed text and pictorially as static graphics.

The printed materials in our study are a kind of multimedia based on Mayer [23] presentation
mode because words and pictures in the printed materials are more than one way to present
them verbally and pictorially respectively. From the result mentioned above, its effectiveness
was established by looking at the performance within the control group using it as a
self-learning tool.

4 Conclusion

After a quantitative analysis of the data and discussion of the interactive multimedia program
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and its printed materials, the findings were concluded as follows. The results of the present
study may be summarized by pointing out that both the interactive multimedia program and
its printed materials are able to show significant effect within their groups in terms of the
learning of the perfective /e with four situation types. What these findings implied is that the
CSL program designed in the study is useful as a self-learning tool for the CSL learning of
the perfective le. Also, the below 65 points of mean score of the posttest indicated that
Chinese Aspect marker [e is not easy to learn for CSL learners. This is in complete agreement
with the studies [5, 13, 18, and 31] we mentioned in Section 1.

However, for Research Question One, the results did not reach our assumption in which the
interactive multimedia program was more effective than the printed paper. These results may
be explained by the following two causes. Firstly, participants’ responses showed that only
eight people used the interactive program and 11 people used the printed materials. Secondly,
the printed materials composed of words and pictures are considered as multimedia [23].
Regarding Research Question Two, the results indicated that there was no significant
difference between the learning of the syntactic behavior and the semantics of the perfective
le. What these findings implied is that the CSL program of the perfective le as a self-learning
tool designed in the study considered both the learning of the syntactic behavior and the
semantics.
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Abstract

In this paper, we propose a framework for combining outputs from multiple on-line ma-
chine translation systems. This framework consists of several modules, including selection,
substitution, insertion, and deletion. We evaluate the combination framework on IWSLTO7 in
travel domain, for the translation direction from Chinese to English. Three different on-line ma-
chine translation systems, Google, Yahoo, and TransWhiz, are used in the investigation. The
experimental results show that our proposed combination framework improves BLEU score
from 19.15 to 20.55. It achieves an absolute improvement of 1.4 in the BLEU score.

Keyword: Machine translation, System combination

1 Introduction

The on-line machine translation is one application that is becoming popular nowadays. As
each on-line translation system has its own strength and weakness, it is reasonable to expect
that a framework capable of combining multiple on-line machine translation outputs may have
the potential to produce translation results of better quality than the single-system outputs. In
fact, this proposition has been shown to be true in certain published works, e.g., [1,2].

In this paper, we propose such a combination framework. The system is essentially sequen-
tial with the following basic components. First, one of the output sentence is selected as the
raw best hypothesis. This raw best hypothesis is subjected to further post-processing modules
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of substitution, insertion and deletion, based on the information provided by the unselected
hypotheses and the source sentence.

This paper is organized as follows. In Section 2, we review related works of system combi-
nation for machine translation. In Section 3, we describe our proposed method for this problem.
In Section 4, we present our experimental results. In Section 5, we draw conclusions.

2 Review

Our review of machine translation system combination is divided into three different cate-
gories: the sentence-level combination, the phrase-level combination, and the word-level com-
bination.

2.1 Sentence-Level Combination

The sentence-level combination simply chooses one of the hypotheses as the combination

output. That is, suppose the outputs from systems 1 through N are Hy, ..., Hy,
H* = arg max S (H), (D
He{H,,...,Hy}

where S (H) is a (re-)scoring function for hypothesis H. The design of the scoring function is
the core problem in a sentence-level combination system. For example, different features with
weights trained by the minimum error rate training (MERT) [3] can be used [4].

Note H* is chosen as is without further processing. This approach renders the search space
very limited. Such deficiency does need to be compensated by a rather sophisticated re-scoring
mechanism for good performance. Still, that may not be enough, when the best hypothesis
appears to be a mixed-and-matched solution.

2.2 Phrase-Level Combination

In the tribe of phrase-level combination, the phrase-level alignments are aggregated. The
combined phrase translation table is used to re-decode the source sentence, generating a new
hypothesis [2]. A phrase-based machine translation system, such as one based on GIZA++ [5],
can be employed to generate phrase-level alignments. Potentially, the phrase-level combination
can produce a final output sentence which is better than any of the input sentences.

2.3 Word-Level Combination

In the word-level combination approach, the candidate word for each word position is con-
sidered one by one. A consensus network [1] [6] can be constructed. As shown in Figure 1,
the counts of word appearance in a given position based on the optimal word-alignment is
used as the edge weights. For each section, the word with the maximum weight is then cho-
sen, constituting the final hypothesis'. This idea actually comes from the automatic speech
recognition [7].

To generate a consensus network, a skeleton (seed) has to be chosen as the reference for the
optimal alignment. In [8], using the output of the consensus network as skeleton and re-aligning
all hypothesis leads to a better accuracy.

'Note the edge weights may be fine-tuned to reflect the scores of each system.
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like(2) € (2) watching(2)

enjoy(l) to(1) watch(1)
Figure 1: The consensus network of combining “I like watching TV”, “I enjoy watching TV”
and “I like to watch TV”.

3 Method

Our proposed system combines three on-line machine translation systems. Let the source
sentence be denoted by C. Given C, the target sentences from these systems are denoted by
Eg, Ey, Erw, respectively for Google, Yahoo, and TransWhiz. With Eg, Ey, Ery and C as
input, the combination system performs the following steps.

e selection: One of E;, Ey, Ery with the highest language-model score is selected. We
denote the selected sentence by E, and the unselected hypotheses as F' and G.

e substitution: Some words in E are considered and may be substituted. The hypothesis
after substitution is denoted by E’.

e insertion: Each position in E’ is considered to insert an extra word. The hypothesis after
insertion is denoted by E”’.

e deletion: Each word in E” is considered to be deleted. The hypothesis after deletion is
denoted by E*.

E™ is the final output sentence. The overall process is depicted in Figure 2. We next describe
the implementation details.

Source Online
C . C,E;.Ey,Epy .
Sentence ——— | Translation > Selection
Systems
C,E,F.G
. C,E"F,G . C,E".F.G L
Deletion [&—— Insertion < Substitution
E’ Target
> Sentence

Figure 2: System Organization.
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3.1 Selection
The selection is based on a language-model score,

E = arg max L log ps.(H), )
He(Eg.Ey.Epy) |H]
where H is the hypothesis, |[H| is the length of the hypothesis, and ps, is the 5-gram language
model probability. The language model used in the selection module is a 5-gram language
model trained from the English side of the IWSLTO7 training data. Note that in (2), We use the
per-word log probability to avoid the (unfair) preference of short sentences. The per-word log
probability is that the langauge model score of H devided by its length.

3.2 Substitution

The substitution of words in E is based on the following idea. If a word w appears in both F'
and G (the unselected hypotheses) but not in £, it is likely to be better to include w in the output.
To safeguard against redundancy, we find a word w’” in E to be replaced by w. To make sure
that such a replacement is a sound operation, we compare the language model scores before and
after the word substitution. A statistical machine translation system using MOSES [9] trained
by the IWSLTO07 data is used to determine the alignments between source and target sentences.
The pseudo code for substitution is given in Algorithm 1, and an example for substitution is
given in Example 1.

Algorithm 1 Substitution
Require: C,E,F,G
Ensure: E’

1: extract the set of candidate words for substitution;
S=({F}n{G)—{E}?

2: forallw’ € S do
3:  if find the word ¢ € {C} which is aligned to w’ then

4: if find the word w € {E} which is aligned to ¢ then

5: compare the translation-model and bi-gram language-model scores to decide
whether to replace w by w’;

6: end if

7:  end if

8: end for

Example 1 (Substitution)

The input is
o C: BABELXEEFFIREIRE] H A o
e E : I want to deliver this special delivery to Japan.

e F : I want to send this to fast and particularly pass Japan especially.

e G : I'd like to send this Speedpost to Japan.

2We use notation {E} to denote the set of words in sentence E.
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S = {send}, W = send, ¢ = 1%, w = deliver.

The system checks the translation-model score
pi(sendiE) > p,(deliver|i%), 3
and the language-model score
log ppe(send|to) + log pp,(thislsend) > log pj.(deliverito) + log py,(this|deliver),
and decides
e E’ : I want to send this special delivery to Japan.
The reference is

e R: I want to send this by special delivery to Japan.

3.3 Insertion

The insertion of words into E” is based on the following idea. If a word w in E” also appears
in F or G, we check the adjacent words of w in F or G for possible insertion. The pseudo code
for insertion is given in Algorithm 2. An example for insertion is given in Example 2.

Example 2 (Insertion)

The input is

o C: A b E N 2

e E’ : Do you have subway map?

e I : You have subway map?

e G : You have a subway map?
The set of words I in this example is

I = {you, have, subway, map}.
The system checks language-model score
log pye(alhave) + log p,,(subwayla) > 2log pp.(subwaylhave),

and decides

e E” : Do you have a subway map?
The reference is

e R: Do you have a subway map?

3p, is the translation probability.
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Algorithm 2 Insertion
Require: C,E',F,G
Ensure: E”

1: extract the set of words;
T ={Eyn({F}u{G)H*

2: forallw € 7 do

3:  if find the word u immediately before w in F or G then

4: if the bi-gram language-model scores of inserting u before w in E’ is larger than the
orginal then

5: decide inserting u before w in E’;
6: else
7: consider replacing the word before w in E’ by u;
8: end if
9: endif
10:  if find the word v immediately after w in F or G then
11: if the bi-gram language-model scores of inserting v after w in E’ is larger than the
orginal then
12: decide inserting v after w in E’;
13: else
14: consider replacing the word after w in E’ by v;
15: end if
16:  end if
17: end for

3.4 Deletion

The deletion of words in {£”'} is based on the following idea. A word w € {E”} is a candidate
for deletion if there is no word ¢ € {C} with nonzero translation probability (p;(w | ¢)). To avoid
the deletion of the word in phrases, a candidate word w is deleted only when none of the
bigrams formed by w and its immediate neighbors appear in the training data. The pseudo code
for deletion is given in Algorithm 3. An example for deletion is given in Example 3.

Algorithm 3 Deletion
Require: C,E",F,G
Ensure: E*

1: extract the set of candidate words for deletion;
D={welE"}|tw|c) =0,V j}

2: for allw € D do
3:  if none of the bigrams formed by w and its immediate neighbors in the training data

then
4: w 18 to be deleted;
5:  endif
6: end for

“we use the adjacent words of I as the candidate set for insertion.
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Example 3 (Deletion)

The input is
o C:HFHEFTEMREE ?
o E” : Where is the handicraft article store?

The set of words D is
D = {article}.

The system checks that “handicraft article” and “article store” are neither in the training
data and decides

o [* : Where is the handicraft store?
The reference is

e R: Where is the handicraft store?

4 Experiments

4.1 Setup

We use IWSLTO7 C_E task to run this experiment. IWSLTO07 contains tourism-related
sentences. The test set consists of 489 Chinese sentences, each of which is accompanied by six
reference sentences. Note that the Chinese sentences are word-segmented. The IWSLT07 C_E
task we present in the Table 4.1.

Table 1: IWSLTO07 C_E task.

Sentences
Train 39953
Dev 2501
Test 489

We use the on-line machine translation systems of Google®, Yahoo® and TransWhiz’. We
input the 489 Chinese sentences of the test set to these engines, and get 1, 467 English sentences
back.

We use the training data in IWSLTO7 task to train our 5-gram language model with SRILM
[10]. We use MOSES to train the translation model from the training data in IWSLTO7 task.

The BLEU [11] measure with six references per sentence is used in our evaluation. The
answers are treated as case-insensitive.

Shttp://translate.google.com.tw/translate t
Shttp://tw.babelfish.yahoo.com/
Thttp://www.mytrans.com.tw/mytrans/freesent.aspx
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4.2 Results

The experimental results are presented in Table 4.2. The progressive improvements can be
clearly seen in this table. Systems A to C are the three on-line machine translation systems
ordered by their performance in BLEU.

e selection (sel): The selection module leads to an absolute improvement of 0.58 BLEU
score. Using the language model to select an output from multiple hypotheses is effective,
as the selection module selects the most fluent sentence according the 5-gram language
model. We think that the selection module can be further improved by joining other
features to select the hypothesis.

e substitution (sub): The substitution module leads to a small absolute improvement of
0.07 BLEU score. In this module, a rare word can be replaced by the common word.
The candidate set of substitution is small, so we cannot achieve much improvement in
this module. Yet it still fixes certain errors in the output. We think that the substitution
module can be further improved by replaceing words not only from other hyptoheses but
also from dictionaries.

e insertion (ins): The insertion module leads to an absolute improvement of 0.29 BLEU
score. It inserts the articles and the adjectives. Given E already contains most of the
correct words, the improvement is somewhat limited. We think that the insertion module
can be further improved by joining words from other source. For exmaple, phrase tables,
dictionaries, and others.

e deletion (del): The deletion module leads to an absolute improvement of 0.46 BLEU
score. It deletes the redundant words, incorrect words, and out of travel domain words in
the output. These words are error sources of our combination hypotheses.

The total improvement over the single best system is 1.4 BLEU absolute.

Table 2: Experimental results.

System BLEU
System A 19.15
System B 12.39
System C 10.51
+sel 19.73
+sel+sub 19.80
+sel+sub+ins 20.09
+sel+sub+ins+del | 20.55

5 Conclusion and Further Work

In this paper, we propose a combination framework that combines the outputs of multiple
on-line translation systems. It uses selection module, substitution module, insertion module,
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and deletion module. We evaluate out method with the IWSLTO7 C_E corpus. The experiments
show an overall improvement of 1.4 BLEU absolute.

Our proposed framework changes the hypothesis only locally. In the future, we plan to
consider long-range information for better performance. Moreover, our system uses unselected
hypotheses to decide which is the incorrect word in the selected hypothesis, but sometimes
the wrong words are chosen. Therefore, we may work directly on the words in the selected
hypothesis, and only use the unselected hypotheses after problematic words are spotted.
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Abstract

Voice conversion has been used in many applications. The methods based on vector
quantization codebook and Gaussian mixture models need dynamic time warping on parallel
sentence corpus for generating mapping functions. Recent study tries to use less training data,
and even without parallel sentence corpus. This paper presents a voice conversion method
without using parallel sentence corpus. It applies the formant mapping and line spectral
frequency mapping to accomplish a voice conversion system.
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Abstract

Speech recognition is one of the im  portant p arts of search field in speech processing.
Nevertheless, the speech environment and speech distance will mainly affect the reco gnition
result. In this paper, a high adaptation far-fie 1d noise speech recognition system is proposed.
This system is combined with the m ethods of independent component analysis and subspace
speech enh ancement, and then furth er filteri ng the noise of speech to improve the speech
quality for recognition. The experimental results show that the proposed system is suitable for
several presented noisy environments, and it can effectively improve the recognition rate. For
the SNR evaluation, this proposed sy stem can make enhanced speech SNR with 20dB higher
than original corrupted speech which ranges from 0dB to 10dB.
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Keywords: Speech Recognition, Blind Source S eparation, Independent Component Analysis,
Subspace Speech Enhancement, Microphone Array.
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Abstract

Search engines return thousands of pages per query. Many of them are relevant to the “query
words” but not interesting to the “users” due to different domain-specific meanings of the
query terms. Re-classification of the returned documents based on domain specific meanings
of the query terms would therefore be most effective. A cross domain entropy (CDE) measure
is proposed to extract characteristic domain specific words (DSW’s) for each node of existing
hierarchical web document trees. Domain specific class models are built based on the
respective DSW’s. Such class models are then used for directly classifying new documents
into the hierarchy, instead of using hierarchical clustering techniques. High accuracy can be
achieved with very few domain specific words. With only the top 5~10% DSW’s and a
maximum entropy based classifier, 99% accuracy is observed when classifying documents of
a news web site into 63 domains. The precision and recall of the extracted domain specific
words are also higher than those extracted with conventional TF-IDF term weighting method.

Keywords: Domain Specific Words, Hierarchical Classification, Maximum Entropy
Classifier, Cross-Domain Entropy.

1 Re-classification Issues

Search engines today return thousands of pages per query. Many of them are relevant to the
“query words” but not always interesting to the “users”. The major problem is that search
engines do not distinguish query terms with multiple word senses. For instance, given the
query term “Jaguar”, most search engines are unable to identify whether it refers to an animal,
a car, or an air gunship (strike fighter plane). Given a user name, most search engines cannot
distinguish the person as a teacher, a technician or a government officer -either.
Re-classification of the web documents, so that users can quickly identify the interested
documents, is therefore highly desirable.

For easy access, hierarchical classification of documents into a well-justified document
hierarchy would be the most appropriate [2, 3, 4, 5, 6]. By “well-justified”, we mean a
hierarchy that was created or customized by human web masters, instead of an artificial
hierarchy created with some automatic clustering approach. An effective classifier and a set
of discriminative features for word sense disambiguation (WSD) are the key components for
such purposes.

345



Many methods have been proposed to extract useful “features” for building classification
models [13]. For hierarchical classification into an existing document hierarchy, the most
effective approach would be to extract discriminative domain specific words (DSW’s) for
each node of the hierarchy, and build a classification model for each node directly based on
such words.

A method for learning domain specific words from a web hierarchy, building associated
domain-specific class model, and then classifying the documents directly into such a
hierarchical document tree is therefore a key issue for re-classification.

2 Domain Specific Words as Discriminative Feature Words for
Document Classification

For effective word sense disambiguation (WSD) in the reclassification process, characteristic
domain specific words (DSW’s) associated with each node of the document hierarchy will
play an important role. The existence of some DSW’s in a document will be strong evidence
for the document to be a specific class and for the embedded words to be of specific senses.
For instance, the existence of the domain specific word “basketball” in a document will
strongly suggest the “sport” class of the particular document, even though it might have been
accessed by a query term like “Pistons” (which normally has a machinery sense). With the
DSW “basketball”, the special usage of Piston as a basketball team, rather than its
“machinery” sense, are likely to be recognized. Actually, both of them act as domain specific
words of the sport domain, and enhance each other for supporting the “sport” class when both
appear in the same document. DSW identification is therefore an important issue for
document re-classification.

However, manually acquiring the associated domain specific words for each node in the
hierarchy is most likely unaffordable in terms of time and cost. Therefore, learning domain
specific words automatically from existing web hierarchy is the key step for web document
re-classification. In addition, new words (or new usages of words) are dynamically produced
day by day. For instance, the Chinese word “Jf;%” (piston) is more frequently used as the
“sport” or “basketball” sense (referring to the Detroit Pistons) in Chinese web pages rather
than the “mechanics” or “automobile” sense. It is therefore desirable to find an automatic and
inexpensive way to acquire the whole set of domain specific words of the hierarchy directly
from web corpora.

Actually, the directory hierarchy of a Web can be regarded as a kind of classification tree
for web documents. Each node of the hierarchy is associated with a special class label,
identified by the directory name, and a large number of documents with some kind of domain
specific words. For instance, the documents under the “sport” hierarchy are likely to use a
large number of domain-specific words for the “sport” class. Hence, the domain specific
words for each node can be extracted by removing “non-specific terms” from the associated
document sets provided a measure of “domain specificity” is well established. A
cross-domain entropy (CDE) measure will be proposed for this purpose.

With these DSW’s, associated with each node, a class model for each such node can be
established for direct classification of web documents into the document hierarchy.
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3 Classification by Clustering vs. Direct Classification into Web
Hierarchy

As indicated, for easy access, hierarchical classification of the documents into a
well-justified document hierarchy is important. Automatic construction of the document
hierarchy by document clustering, however, might create a hierarchy that is not acceptable by
users.

The conventional clustering approach to classify web documents into a hierarchical
structure is to collect “important terms” in all web documents as their representatives and
measure the distance between document pairs using some well-known distance metrics
between documents. For instance, the vector space model [10] measures the cosine of the
angle between two document vectors, consisting of weights for important terms, as a
similarity measure. Documents with high similarity or short distances are then clustered
bottom-up to build a hierarchy. The clustering hierarchy is then manually inspected for
adjustment into a customized hierarchy if necessary.

There are several disadvantages with this approach. First of all, since the documents are
clustered based on distance or similarity measures that do not have a direct link with any
ontological criteria, the hierarchical relationship among the clustered web documents is not
guaranteed to fit any naturally created hierarchy by most web masters. In particular, most
clustering algorithms merge documents in a binary way, which is far from the way a human
user would do. The mismatch of such hierarchical structures implies that the clustered one
might not match human perception quite well. The clustering results may therefore not be
acceptable by the users. Furthermore, due to such mismatch, the clustered hierarchy may not
be adjusted comfortably by the web masters. As far as the computation cost is concerned,
computation of document distances based on pairwise distance metrics will be time
consuming. (Admittedly, clustering might be preferred in some circumstances [4].)

Fortunately, clustering is not the only option since a large number of web documents,
which are natively arranged in a hierarchical manner, are created every day. One can readily
learn to classify documents directly into a customized hierarchy by learning the domain
specific words of each node from the training documents associated with each node, and
creating a class model for each node.

4  Building Domain Specific Classifier Models with Domain Specific
Words Detected from Web Hierarchy

Since the web documents already form an extremely huge document classification tree, we
propose here a simple and automatic approach to acquire the domain specific words in the
hierarchical web documents. The domain specific words for each node can then be used to
build their respective classifier models for each node of the document tree.

This simple approach is inspired by the fact that most text materials (webpages) in
websites are already classified in a hierarchical manner; the hierarchical directory structures
implicitly suggest that the domain specific terms in the text materials of a particular
subdirectory are closely related to a common subject, which is identified by the name of the
subdirectory. If we can detect domain specific words within each document, by removing
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words that are non-specific to the subdirectory, then the resultant DSW’s would be good
representative for building classifier models for the subdirectory where they reside.

For instance, a subdirectory entitled ‘entertainment’ is likely to have a large number of
web pages containing domain specific terms like ‘singer’, ‘pop songs’, ‘rock & roll’, ‘album’,
and so on. Since these words are good representatives of the ‘entertainment’ domain, they can
be used to build a class model for the ‘entertainment’ domain. A new document accessed by
the query term ‘album’, as well as other domain specific terms, can then be classified into the
‘entertainment’ class easily, instead of into the ‘photo album’ class or something else.

Since a large number of documents had been classified into various web hierarchies, and
update of the hierarchies is a daily routine of the various webmasters, the training corpora is
not sparse. As such, we will pay almost no cost in training the classifier models for various
domains and customized document trees.

The idea might extend equally well to other hierarchically organized Internet resources,
such as news groups and BBS articles. Extending the idea to hierarchically organized book
chapters might also be possible.

The advantages of building classification models directly from the sets of DSW’s
associated with each node, by removing non-specific terms from documents, are many folds.
First, the original hierarchical structure reflects human perception on which directory a
document should be classified into. Therefore, one rarely needs to adjust the hierarchy; in the
worse case, one may be more comfortable to adjust the hierarchy if necessary. Second, the
computation cost is significantly reduced, since pairwise computation of document distance is
now replaced by the computation of “domain specificity” of documents against domains. The
reduction is significant, from O( X |djx 2|d|) to O(X |d[x|DJ|), where |d| and |D| represent the
number of documents in individual domains and number of domains, respectively.

5  Domain Specific Word Acquisition: A Cross-Domain Entropy
Approach

Since the terms in the documents include general terms as well as domain-specific terms,
the only problem then is an effective model to exclude those domain-independent terms from
the documents. The degree of domain independency can be measured with the cross-domain
entropy (CDE) as will be defined in the following DSW (Domain-Specific Word) Extraction
Algorithm. Intuitively, a term that distributes evenly in all domains is likely to be independent
of any domain and therefore is unlikely to be a DSW. The CDE provides a way to better
estimate domain independency than traditional inverse document frequency (IDF). The
method is first revealed in [7] and is summarized as follows.

First of all, a large collection of web documents is acquired using a web spider while

preserving the directory hierarchy. Since our target is Chinese documents, a word
segmentation algorithm [12, 9] is applied in order to identify terms in the documents.
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For each subdirectory d,, we find the number of occurrences 7, of each term w, in all

the documents, and derive the normalized term frequency f; =n,/ N, by normalizing n,

in that directory. The directory is then associated

i

with the total document size, N, = Zn

with a set of <w,,d,, f; > tuples, where w, is the i-th words of the complete word list for

all documents, d ;

J; =n;/ N, is the normalized relative frequency of occurrence of w, in domain d,.

is the j-th directory name (refer to as the domain hereafter), and

Domain-independency of the terms are then estimated with the following Cross-Domain
Entropy (CDE) measure [7]:
H = H (w)=-3 B logE,
j

Terms whose CDE is above a threshold is unlikely to be specific since such terms are evenly
distributed in many domains.

To appreciate the fact that a high frequency term will be more important in a domain, the
CDE is further weighted by the term frequency in the particular domain when deciding which
terms are important DSW’s. Currently, the weighting method mimics the conventional
TF-IDF method [10] in information retrieval. In brief, a word with entropy Hi can be think of
as a term that spreads in 2**Hi domains on average. The equivalent number of domains a

term could be found then can be equated to Nd, =2" . The term weight for w, in the j-th

N
VVij = nlj Xlng [W]

where N is the total number of domains. Unlike the conventional TF-IDF method, however,
the expected number of domains that a term could be found is estimated by considering its
probabilistic distribution across all domains, instead of simple counting.

domain can then be estimated as:

The directory tree, after domain independent terms are removed from the associated
documents, now represents a hierarchical classification of the domain-specific terms of
different domains. The lists of domain specific words in the subdomains can thus be used for
building domain-specific class models for disambiguating ambiguous words in various
contexts.

The Appendix shows a list of highly associated domain-specific words of low

cross-domain entropies and high term weights (with literal English translation) in 4 special
domains [7].

349



6 DSW-Based Document Classification Model

Given the DSW’s for various domains, some discriminative classification models have to be
developed in order to make the best use of such information source. This is particularly true
for DSW’s that are sense ambiguous since sense ambiguity will make a DSW less useful as a
representative of a domain unless quantitative measures related to the domain, such as the
posterior probabilities of the term under various domains, are known.

For instance, if we use the DSW’s simply as the (sense-insensitive) index terms in
conventional VSM-based (Vector Space Model-based) search engines, and use them to
calculate the similarity between documents for clustering without distinguishing the distinct
senses of the same term, then we may classify a document into a class that has “relevant
documents” including the same index term, such as the keyword “bank”, but not the
“interested documents” relevant to “the organization where money is saved or withdrawn”.

This ineffective use of the index terms (or DSW’s) results from the fact that a VSM does
not take domain specificity (such as “the probability of the index term in a domain™) into
consideration when calculating the similarity between the query keywords and the document.
Such ineffective use is also a main reason why people are calling for document
re-classification or web mining at the backend of those quick (but dirty) search engines.

Inspired partly by such an observation, a Bayesian classifier, which incorporates the
domain specificity measure as a posterior probability into the model parameters, is adopted.

With a Bayesian classifier, the document classification task can be formulated as finding
the most probable domain label of a document, given the set of words w/' in a document:

d = argmaxP(d | wl")
d
= argmaxP(wl" | d)P(d)
d

d : class label of document
(i.e., the "domain")

w;': words in the document

If we assume that a document is representable by the domain specific words in the
document, we can simply restrict w]' to the set of DSW’s of all domains. If we further

assume that each domain specific word is generated independent of others, then we can
simply have:

d =argmax [[ P(w |d)P(d)
d w,eDSW
where P (d ) is the prior probability that the domain d is addressed, which can be estimated

by the number of documents in d normalized by the number of all document. Furthermore,
P(wi |d ) represents the posterior probability that a DSW will appear in the domain d.

Intuitively, the more a DSW in a document matches the right domain, the higher score one
will have for that domain. It is this probability factor that provides the domain specificity
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information. With this factor included, one can retrieve “interested documents” better, since
an interested document relevant to “money” will now be retrieved not merely because it has
the ambiguous keyword “bank” but other associated DSW'’s.

The above Naive Bayesian assumption, however, has the problem on how to smooth the
empirically obtained probabilities if some domain specific words do not appear in some
domains. To make this smoothing issue well resolved, a maximum entropy-based classifier [1,
11, 8], is, instead, adopted so that word uni-gram counts in each domain can be used as a
feature to estimate the posterior probability of the document, subject to the constrains that the
expected feature values will fit the empirical counts, and all other unseen features are
smoothed equally probable.

Given such a classifier, the text version of the web documents can be filtered with domain
specific words so that only domain specific words in the training documents are used for
training the class models (i.e., the posterior probabilities for each domain). The testing
documents, filtered with domain specific words, are then classified based on the class models.

7  Classification Performance with Domain Specific Words

To see how the DSW-based text classifier achieves high classification accuracy with very few
DSW'’s, a large collection of Chinese web pages was collected from a local news site. The
HTML web pages are about 200M bytes pre-classified into 138 proprietary hierarchical
domains of the news site (including the most specific domains at the leaf nodes as well as
their parent domains towards the root). About 16,000 unique words are identified after word
segmentation is applied to the text parts.

Totally, there are 4,279 documents in the collection. On average, each domain has about
30 documents. For simplicity, a held out estimate of the classifier performance, based solely
on the DSW’s, is adopted. (An n-fold cross validation would be better though.) The training
set for the classifier consists of about 9/10 of the documents in each domain; the other 1/10 of
the documents is used as the test set. Since some domains have only a few documents, they
are excluded from performance evaluation to factor out biases introduced by insufficient
evaluation data. The final set of documents for training and testing consists of 3,322
documents in 63 domains. Each domain has at least 23 documents for training.

To train the classifier models, the training documents are first word segmented with a
word-unigram based word segmentation model [12, 9]. Those words that are not identified as
domain specific words are then filtered out from the documents, leaving a bag of
domain-specific words, like the one shown in Table 1, for model training. Each row in this
table is derived from a sentence (or phrase) of the un-filtered document.

The set of domain specific words depends on the threshold applied to the list of word types
in each domain, sorted by decreasing term weight Wij. The simplified document
representation as shown in Table 1 is filtered by the top 5% words that have the highest term
weights (hereafter, “the top 5% domain specific words” for short) of each domain. Although
the full text is not shown, it is not difficult for a person to classify it into the “US-stock”
domain if one is given this domain as a candidate. This characterization by DSW’s is exactly
the basis for document classification without resorting to the full text.
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Table 1. A Document about “US-stock” filtered

with the top 5% DSW's.
(Each row is a filtered sentence.)

The evaluation is based on the bags of words filtered with the top 20%, 10%, 5% and 2%
of the domain specific words, each sampling step uses approximately half of the entries of the
next higher sampling threshold.

Furthermore, since the TF-IDF (term frequency inverse document frequency) approach [13,
10] is widely used in information retrieval applications for indexing important terms within
documents, it can also be applied to identify domain specific words in various domains. To
make a comparison, the TF-IDF term weighting method is also applied to the same corpus to
see the differences.

The training set performance and the test set performance are depicted in Figures 1 and 2,
respectively, showing the percentages of accurately classified documents by using different
sets of DSW’s of different sampling thresholds. Three term weighting strategies are shown in
the three curves, where the “CDE” model refers to the proposed term weighting method based
on the cross-domain entropy measure, “IDF” refers to the traditional TF-IDF approach, and
“RAW?” refers to the case where all the words in the unfiltered documents are used for
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training the classifier. The details of the two figures are also shown in Tables 2 and 3
respectively.

Note that, the RAW model is equivalent to using the constant threshold of 100% for
extracting domain specific words from the word list sorted by decreasing term weights. The
performance is therefore a constant, shown as a horizontal line, in comparison with other
models with different thresholds.

It is obvious from the curves that the performances of the other two models will eventually
drop to the horizontal line if one tries to increase the number of DSW’s to achieve “better”
performance. This is not surprising since the model will then be contaminated by other
non-specific words. And this is exactly what the domain specific words are valuable. The
performance curves at the low sampling thresholds are therefore the major criteria for
comparing various models [13].

In this area with low sampling thresholds, the CDE model is consistently better than the
traditional TF-IDF approach, even though the differences are small. And, it breaks the
performance of the RAW model much faster.

One must not be over-optimistic to the test set performance shown here, though, since the
number of documents under testing is only 301 documents. With 5% of most heavily
weighted terms, there are only 3 mis-classified documents. Hence it quickly reaches the
highest performance when the domain specific words are doubled to 10%. Due to the small
number of test documents, the performance figures may have a great variance. A more
conservative performance might be acquired if the performance is evaluated against a larger
data set. However, as a conservative estimate, it would be safe to say that with 5~10% most
heavily weighted terms, a 99% accuracy is possible for this task.

Training Set Performance

100.00
% .50 r~—
=y
s 9.0
g —e—CDE
T80 —— IDF

8.0 RAW

1 2 3 4
% domain specific words (2, 5, 10, 20%)

Figure 1. Training Set Performance
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% domain specific words 2, 5, 10, 20%)

Figure 2. Test Set Performance

%DSW CDE IDF RAW

2 98.71 98.58 99.40

5 99.47 99.01 99.40

10 99.64 99.64 99.40

20 99.64 99.64 99.40
Table 2. Training Set Performances

%DSW CDE IDF RAW
2 98.34 98.01 99.34
5 99.00 98.67 99.34

10 100.00 100.00 99.34
20 100.00 100.00 99.34
Table 3. Test Set Performances

8 Domain Specific Words Acquisition Results

Although the DSW acquisition performance is not the main focus of this paper, it is
interesting to summarize some of the results in [7].

In 5 sample domains of small sizes (with 300 word types or less), the current approach
extracts domain specific words at an average precision of 65.4% and an average recall of
36.3%, corresponding to 45.8% F-measure, if the top-10% words with highest term weights
are extracted as domain-specific words. In other words, by only gathering the first 10% of the
whole word list, the current term weighting measure can identify about 36% of the embedded
domain specific words, and one can identify significant amount of DSW’s about every 1.5
entries from the top-10% list of low entropy words.

In comparison with the popular TF-IDF (term frequency inverse document frequency) term
weighting approach, it is observed that the top-20% sampling threshold for the baseball
domain results in 51.6% F-measure with the CDE-based approach, as opposed to 47.8 % with
the TF-IDF weighting method.
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From all the observations, the CDE measure does indicate the “degree of specificity” more
informatively. In particular, the degree of domain specificity of a term is estimated by
considering the cross-domain probability distribution of the term in the current CDE-based
approach. In contrast, the TF-IDF approach simply counts the number of domains a term is
found as a measure of randomness. The CDE approach is therefore gaining a little bit
performance than a TF-IDF model.

The results partially confirm that one can extract a large domain specific lexicon at little
cost from the web pages by removing non-specific words from web documents.

9 Concluding Remarks

In this paper, a method for learning domain specific class models for nodes of a
hierarchical web document tree from domain specific words associated with each node is
proposed for web document classification. With this approach, web documents can be easily
re-classified into an existing web hierarchy directly, instead of being re-clustered with other
documents to form a hierarchy that is unlikely to fit any human classification criteria.

With only the 5~10% of most heavily weighted DSW’s and a maximum entropy based
classifier, classification accuracy of about 99% is observed when the method is evaluated on a
task that classifies web documents into the 63 domains of an existing news web site.
Furthermore, the performance of the current term weighting method is consistently better than
the conventional TF-IDF approach in the current task, in terms of classification performance
and domain specific word acquisition performance. The current approach is therefore an
appropriate candidate for applications of this kind.
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Appendix: Sample Domain Specific Words

Baseball Broadcast-TV Basketball Car
L N v oy i _—
panese pofesions| TEFOP " iy
( apan;zessgglgssmna (cable TV) (one minute) (Kilo-c.c.)
. il B
e (Donj\ll: ;)Lllg vV =7 T ﬁjﬁl
(baseball games) Station) (three seconds) (small car)
i) iy s H
(warm up) (start to work) (girl’s teams) (used car)
JEIEY (athlete) Ak 'H1 (on air) t7k (fold; clip) | J[#¥Z (engine cover)
B~ [”F{T‘E{ e e
It ask z tank
(time table) (radio-tv office) UK [ (tank)
[E1il (cost) 1[Sp) YU (foul) I
e Al TR
SR (baseball t | = (shot s
FI! (baseball team) (Ho-Hsin T{/ Station) IR (shot)

(market atmosphere)

Iﬁ[&% (manager)

FrH%h (government
information office)

P15 (male team)

FIpYES (destination)

AR-F (practicing) 12, 5] (defense) L1 (car delivery)
#fl (Hsin-Lung . T [Filbe
i1 (channel j
team) JBEL (channel) (championship) (of the same grade)
= . ] o 2 [AEIE S
diamond) (TV) (co-development)
. - : I b= R (safety
= (pitch Y, !
o= (pitcher) [ wj(movie) (Piston team) system)
palll il | i —
A (season) 2 ff] 5] (national male 5% (luggage)
(hot) team)
A4 (schedule) sy (video) # i)(Wallace) = % 7 (trunk)
N[F (the Sun team) |15%% (entertainment)| 4% (Philadelphia) Pipt (cc)

Appendix. Sample domain specific words with low cross-domain entropies in 4 special
domains [7].
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Abstract

In this research, we proposed a system that can use automatically generated templates
for detecting Chinese spelling error. At first, we use frequently used Chinese characters to
produce the Chinese confusion set. Based on a dictionary, our system automatically generated
negative vocabulary template with the help of Chinese confusion set. Error types include
pronunciation-related errors and radical-related errors. And our system uses word segment to
capture more accurately the negative template. We hope that such a system can help the
teachers on the checking of students’ essays, and also can help students learn to write
effectively. Consequently, the students would improve their writing skill.

Keywords: Template generation, Template mining, Pragmatics Knowledge Base.
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Abstract
In this paper, integration of speaker identification and speech recognition for

intelligent doorway application has been proposed. Two target speakers will be
identified through an one-word speech utterance. Moreover, this utterance will be
recognized to be a pre-defined speech command. The speaker identification in the
proposed framework is based on support vector machine (SVM). The
“one-versus-one” approach is applied in this paper to classify test point input utterance
according to the number of votes. As for the speech recognition, we use confusion
matrix to develop an efficient phonetic set for a command-based multi-lingual system,
the confusion matrix calculates acoustic similarities between every two phonemes. The
proposed framework has been realized in the intelligent doorway application and will

be applied to many other daily life computer speech applications.

Keywords: SVM, confusion matrix, HTK, speaker identification, speech recognition.

1. Introduction
In the real world, there are three commonly applications in speech recognition

system, such as “who is speaker?”, “what is content?”, and “where is speaker?”. The
contribution of this paper is to propose a practical consolidated framework to integrate
both the speaker identification and speech recognition, with the aim at satisfaction of
human computer interface in recognizing “who is speaker?” and “what is content?” at

same time.

Support Vector Machine has been explored and proved in speaker recognition for
many years [1][2]. SVM has many desirable attributes that can classify and robust to
sparse data without over-training and to make linear and non-linear decision via kernel
functions [3]. However, due to complicated algorithm and time-consuming process in
training SVM, thus it still not gained widespread utilization in many applications.
Ubiquitous Robot Companion (URC) proposed a text-independent speaker
identification using microphone-array on a robot and intends to enrich the interaction
between human and robot [4]. Far-field speaker recognition proposed two approaches
to improve the robustness of speaker recognition. The first is to use the conventional

method based on acoustic feature. The second approach is to make use of higher-level
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linguistic feature. However, the adverse environmental condition and adverse
training-testing conditions still need to be considered and conquered under proposed
benchmark environment [5]. Ubiquitous and robust text-Independent speaker
recognition [6] proposed a new microphone-array configuration of framework for
benchmark. This framework is used a mixer to received speech signal from six
microphones, then the six channel speech signal are mixed and output only one signal

for feature extraction.

The mixed-language speech recognition has been researched for many years
[71[8][9]. In this proposed consolidated of speech recognition system, the speaker
independent voice command recognition is adopted, and with a string size of tens or
more words. In addition, an acoustic and phoneme modeling based on confusion
matrix for ubiquitous mixed-language speech of recognition system is integrated in
proposed framework [10]. This system allows users to use given command to control
electrical device via speech. The system is also flexibly applied in different
command-based control applications by changing the dictionary description and

grammar in each new work.

The reminder of this paper is organized as follows. In Section 2, the basic
theories of SVM algorithm for data classification as well as confusion Matrix of
acoustic model for bilingual speech recognition are described. In Section 3, the
proposed framework of consolidated speech recognition system is presented. The
experimental results of proposed architecture are shown in Section 4. Finally, we draw

our conclusion in Section 5.

2. Literature Review

2.1 SVM based Speaker Identification

The main concept of SVM is to use a partition hyperplane to maximize the distance
between support vectors of two classes features, and then to create a classifier between
two clusters of sample. The gain of the SVM-based pattern recognition method is
robust to sparse training data samples [11] [12]. This optimal hyperplane is obtained

by minimizing the following constrained optimization problem as shown in Eq. (1).

1 >
{E&EEWTWJr C[;é}
subject to ’ (1)
yi(wh(x,)+b)+<& -120, 1<i<n
&0, 1<i<n
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where x; is a training sample, y; is the corresponding target value, we R,, is a vector
of weights of training instances, b is a constant, C is a real value cost parameter, and ¢;

is a penalty parameter (slack variable).

If &(x;) = x;, the SVM finds a linear separating hyperplane with the maximal
margin. If @ maps x;into a higher dimensional space, then it is called a nonlinear SVM.

For the nonlinear SVM, the dimension of the vector w can be large or even infinite.

The constrained optimization problem in Eq. (1) can be handled by Lagrange

multiplier approach. The Lagrange function is constructed as Eq. (2)

N
L(w,b,&,a, 1) :%WTW+ CZ@
i=1

N N (2)
—Zai[y,.(wai +b)+ &, —1]—2;4;.

where «,u are the Lagrange multipliers.

Based on the duality theorem, Eq. (2) are the primal problem and its corresponding
dual is formulated as in Eq. (3).

w,b,&

. 1
min EwTer cY Y&

. r . 3)
subjectto y,(w x,—-b)+& -120, 1<i< N

£ >0, 1<i<N

where C > 0 is the upper bound of the Lagrange multipliers, { is penalty, b is bias,
N is number of training data {(x;y:), (x2,2), (X3,3),....., (x;¥1)}, w is coefficients
vectorand y € {*1}.

The objective function of the dual problem in Eq.(3), can be formulated and
summarized as the Eq.(4) by vanished the primal variables of w, b and (.
max imizeL, = Z a, —%Z QALY Y XX,
i i,j

subject to

0<a<C @
Z a,y, =0
Thus the éolution of objective function is given as in Eq. (5)
N
W= Zl: a,y.x, (5)
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To train the SVM is to search through the feasible region of the dual problem and
maximize the objective function, and the optimal solution can be checked using the
KKT conditions. The further detail training algorithm is described in [13].

Alternatively, the classification approaches in SVM classifier is essential to be
stressed as 1).One-versus-the rest approach. 2).One-versus-one approach [9]. The first
approach is to construct K separate SVMs, in which the & model yx(x) is trained using
the data from class Cj as the positive examples and the data from the remaining K-1
classes as the negative examples. The second approach is to train K(K-1)/2 different
2-class SVMs on all possible pairs of classes, and then to classify test point according
to which class has the highest number of ‘votes’. In this paper, the one-to-one
approach is adopted in our proposed framework in testing phase for speaker

identification.

2.2 Confusion Matrix of Acoustic Model for Bilingual Speech

Recognition

The confusion matrix is basically a confusion matrix, which is a supervised
learning skill in the field of artificial intelligence and pattern recognition [10]; the
confusion matrix is also called a matching matrix as well in unsupervised learning.
Each column of the confusion matrix is defined as the instances in a predicted class,
while each row is defined as the instances in an actual case class. The advantage of
confusion matrix is simple to be observed if the system is confusing two classes. The

example of confusion matrix is shown in Table.2.1.

Table.2.1. the example of confusion matrix.

Actual case class

[m] [d] [b]

Predicted i 20 > >
class 7 0 100 0
9 10 0 90

The rows of the confusion matrix are always normalized by summarized number of
total symptoms for evaluation. And the value of the confusion frequency in the

estimated matrix is as the relative number of confusion. Eq.(6) is given by

card{k:Q is classified as k}

§ = -
card{k : €'}

(6)
where card is defined as number of elements. s : is a confusion matrix estimation

which is obtained for the set of models, it contains the estimation of how likely it is

that a given model is classified as other model.
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The procedures of the mixed-language acoustic model based on Mandarin and

English are shown in follow:

1). Clustering the similarity phones set acoustically and phonetically in English and
Mandarin.

2). The monophonic sets are built by single Gaussian acoustic model.

3). For each phone in Mandarin, we calculate the dissimilarity of the phone set based
on the confusion matrix to all the phones in the same group for English. If the value
is below a threshold, the source phone in Mandarin would be mapped to that phone
in English. Otherwise, both the phones would be modeled separately in the bilingual
system.

4). If some phones in Mandarin can not map to phone cluster in English, in such cases
will not try to map this phone in mandarin to English.

5). While the list of phones in bilingual system is finished, the lexicon for Mandarin is
edited by using the mapping rules. The mixed-language phone set is shown in the

Table 2.2.
Table 2.2. The mixed-language phone set

I+ | M| Engs | Model-| I | M| Eng< | Model| I+ | M+ Eng+ | Model~
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3. Proposed Framework
3.1 Proposed Consolidation of Speech Recognition Framework

The appealing work of this paper is to propose a framework, which is integrated
the speaker identification and speech recognition into a consolidated speech
recognition system, this architecture is shown in Fig 3.1. This system is capable of
dealing with one specified word of speech signal as prior defined, then using SVM
based speaker identification procedure to find out the target speaker, at the same time
the same speech signal is then used to examine second target speaker by confusion
matrix based of speech identification system. The scenario is such as: The Speaker A
pronounces a sentence as, “I want to leave message to Speaker B” to proposed system:,
then the SVM based speaker identification will recognize Speaker A by the input
speech utterance, and the speech identification system will recognize the Speaker B by

the same word string of speech utterance.

Speech Recognition System

- S —
Configuration Seript File

File HMMs (.nmf)

T/ Speaker B
» HCopy |—» MFCC |—» HVite »> %

(}5\;2:%?;6) Dictonary HMM List
¥/\

Speaker Identification System

Speech Signal Pre- Featu{e S Vst Vgt
process Extraction
“Speaker A says: [ want to
leave a message to Speaker B” End Point
Detection
- ——- ¥ P
- i =—
. Multiple Pre-Emphasis LPCC SVM St
. Microphone > > or » Tttt ! peaker
. Matrix ¥ MFCC g Model
Database
— - Frame ﬁ/ Speaker A

Blocking
¥ N SVM o
" | Classification -

Hamming

Windows

J

Fig.3.1 Proposed Consolidation of Speaker and Speech Recognition System
3.2 Feature Extraction and VAD Process of Consolidated System

The input speech signal of the consolidated speech system is collected from the
ubiquitous speech environment [6]. The ubiquitous speech environment is a
microphone-array framework which is composted of six microphones on the far-field
space, when the speech signal are received then mixed to be only one speech signal by

mixer and output for feature extraction. The 18th order of LPCC feature extraction
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method is for SVM based speaker identification, while MFCC features are obtained by
using HTK for speech recognition system.

Based on utilizing the information of energy, zero-crossing rate and the spectral
flatness, then the informational signal frame is thus detected and non-information
frame is ignored. If the silence is presented among two or more frames between
signals, then that particular segments must be removed from the original speech
signal.

VAD (Voice activity detection) method of EPD (end-point detection) is also
adopted. The goal of EPD is to identify the important part of informational signals for
further processing. The EPD is also known as "speech detection" or "voice activity
detection", which usually play an important role in speech signal processing and
recognition.

3.3 Multi-class SVMs of Testing Phase in Speaker Identification

The Multi-class (C classes) training process is to train C(C-1)/2 different 2-class
SVMs on all possible pairs of classes, and then to classify test points according to
which has the highest number of ‘votes’, this approach is called one-versus-one [12].
Table2.3 are shown that all possibly pair-wise classifier and listed as diagonal
symmetric matrix, each pair-wise classifier is defined as a hyper plane between two
classes. The repetitions of the pair-wise are presented from the diagonal symmetric
matrix. According to the analysis and utilize the diagonal pair-wise, then only
C(C-1)/2 “votes” , which also means that there are C(C-1)/2 hyperplanes are acquired

for comparison.

Table 2.3. The method of C-classes for SVM training process

.1 1vs.2 1vs. 3 1vs.C
.1 .2 | 2vs.3 2vs.C
.1 L2 .3 3vs.C

1 2 .3 C

In testing phase, the extracted input sample using discriminate function to make a
decision that whether the input sample are resided in Class 1 or Class 2. If the result of
discriminate function y=+1, then input data belongs Class 1, otherwise if y=-1 then it
is in Class 2. Eq.(7) is shown that symbol of vote; , is the normalized result of input

samples in Class 1, while vote, ; is the testing sample in Class 2.
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_ test pattern in calss 1

vote, , =
’ N
test pattern in calss 2 (7)
vote,, = Iy

vote, , +vote, | =1

Based on Eq.(7), when the input sample data after undergoing C(C-1) hyper plane or
vote;jcomputations except diagonal vote;; in Table.2.4. In order to find the high score
of the target speaker, then to summarize votes from each row beside diagonal votes in
Table.2.4. And then to compare values of summarized rows and to find out the
maximum through each class. Finally, the maximum value of the class is represented

the target speaker. The corresponding equation of evaluating target speaker is shown in
Eq.(8).

Table 2.4. The vote;; value of each class

Compare
Class j
I Class 1 Class 2 Class 3 Class C
Value
of type i
Class 1 vote; | vote; » vote 3 vote; ¢
Class 2 vote, | Vote, vote, 3 vote, ¢
Class 3 votes | votes votes 3 votes ¢
Class C votec votec votec s votec c

C
class i value is vote, = Zvote,. ;

J=1 (8)
target class = arg max vote,

1

3.4 HTK based Speech Recognition for Testing Phase

The components of proposed consolidated system in speech recognition are
included as 1) Tree lexicon, 2) The task grammar, and 3) Viterbi beam search [10].
The first component is to create a dictionary. The dictionary provides an association
between words used in the task grammar and the acoustic models, in that may be
composed of sub word (phonetic, syllabic etc.) units. The second component of task

grammar is to constrain on what the recognizer can expect as input, as the system
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built, then a voice operated interface is provided for name recognition, it is capable of
handling the word strings. In order to limit the scope of this work, only the syllable to
deal with name grammars is needed. The final component is the Viterbi beam search.
This component is essentially a dynamic programming algorithm, consisting of
traversing a network of HMM states and maintaining the best possible path score at
each state in each frame. It is a time-synchronous search algorithm in that it is to
process all states completely at time ¢ before moving on to time ¢ + /.

After three components are finished, and the recognizer is complete and ready for
evaluating the performance. The recognition process can be summarized as in the top
part of Fig.3.1 related to Speak B. In the beginning, the input speech signal is
transformed into a series of’acoustical vectors” (here MFCCs) by using the HTK tool
HCopy, in the same way as what was done with the training data. The input

observation is then processed by the Viterbi algorithm using the HTK tool HVite.

4. Experimental Results

In order to evaluate the performance of the consolidated system in real life, thus
the experiments are tested in the Aspire Home, which is located in the NCKU Chi-Mei
Building. The training and testing phase of the individual speaker identification system
and speech recognition system as well as proposed consolidated speech recognition

system are setup and evaluated, respectively.
4.1 Experimental Results of Individual Speaker Identification System

The component of speaker identification system is to use 18 order of LPCC
feature. Ten seconds of speech utterances is for training, and two second of speech
utterance is for testing. Total 10 persons are assessed in this case. The key elements of
speech preprocess include the end point detection and voice activity detection. The

parameters y and C are setting to be 0.0005 and 50, respectively. The

Single Microphone

(Omni-directional)

Wireless Microphone

(Omni-directional)

Microphone Array

(Omni-directional)

Accuracy Rate
(Silence Mode)

76.6%

91.6%

96.6%

Accuracy Rate

66.7%

86.6%

73.3%

(TV noise Mode)

Fig. 4.1. The experimental results of individual component in speaker Identification

system

sample rate is 16 kHz, and the frame size is 512 points. Three types of microphone
configuration is to be assessed, such as single microphone, wireless microphone and

microphone array. Two modes of background noise are also adopted, i.e. silence mode
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v.s. TV noise mode are built in test environment. The experimental results of

individual component in speaker identification system are shown in Fig. 4.1

4.2 Experimental Results of Individual Speech Recognition System

The training databases include English Across Taiwan (EAT) and Mandarin Across
Taiwan-400 (MAT-400). Using man-made sifting way, then EAT are totally remaining
8375 wave files, including English long sentences, English short sentences and English
words. The corpus contains 19221 words for training. In MAT-400, the MATDB-4
(1200) and MATDB-5 (400) category are adopted. By using man-made sifting way,
there are totally remaining 15400 wave files, including words of 2 to 4 syllables and
phonetically balanced sentences. The corpus contains 80903 words for training. There
are one hundred of testing word strings, which can be regarded as voice command, and
the content included Chinese movie name, English words and Chinese/English mixture
sentence and etc. There are totally 10 people to test this system. The speaker randomly
selected twenty sentences of testing string to evaluate the system. The experimental

results of individual component in speech recognition system are shown in Fig. 4.2

Number of Positive Negative Testing Accuracy
speaker | Identification | Identification Times Rate
8 male 127 33 160 79.38%
speakers
2 Female
24 16 40 60.00%
speakers
ol 151 49 200 75.5%
peaker

Fig.4.2. the experimental results in speech recognition system

4.3 Experimental Results of Consolidated System

The consolidated speech recognition system is examined in the real doorway of
Aspire House in NCKU. In this experiment, totally six persons are joined test. The
training and testing utterance period is the same as speaker identification system. In the
speech recognition, there are six sentences of word string for testing, each testing
pattern is formatted as “I want to leave message to XXX”, the sub-string “XXX” is
represented as the name of six speakers in English or Mandarin. When the speaker
pronounces the randomly selected testing pattern within six sentences, the system will
identify two target speakers at the same time from the real speaker and word string
speaker. Each speaker is to test the system for thirty times. In this test, the single
microphone configuration is used for assessment. The experimental results of

consolidated system are shown in Fig. 4.3.
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Positive Negative Consolidated
Identification | Identification System Accuracy
Speaker Identification
P 157 23 87.22%
Accuracy
Speech Recognition
164 16 91.1%
Accuracy

Fig.4.3. the experimental results of consolidated speaker and speech recognition

system
5. Conclusion

For human-centric digital life, this paper has presented an integrated architecture of
speaker identification and speech recognition for intelligent doorway application. This
framework is capable of recognize two target speakers via only one-word utterance.
The SVM is used for speaker identification and the confusion matrix is used for
develop the multi-lingual speech recognition system. This integrated system has been
realized in the intelligent doorway of our prototype digital house. The future work

intends to integrate a sound localization technique to localize the speaker position.
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Abstract

In this paper, a novel entropy-based voice activity detection (VAD) algorithm is presented in
variable-level noise environment. Since the frequency energy of different types of noise
focuses on different frequency subband, the effect of corrupted noise on each frequency
subband is different. It is found that the seriously obscured frequency subbands have little
word signal information left, and are harmful for detecting voice activity segment (VAS).
First, we use bark-scale wavelet decomposition (BSWD) to split the input speech into 24
critical subbands. In order to discard the seriously corrupted frequency subband, a method of
adaptive frequency subband extraction (AFSE) is then applied to only use the frequency
subband. Next, we propose a measure of entropy defined on the spectrum domain of selected
frequency subband to form a robust voice feature parameter. In addition, unvoiced is usually
eliminated. An unvoiced detection is also integrated into the system to improve the
intelligibility of voice. Experimental results show that the performance of this algorithm is
superior to the G.729B and other entropy-based VAD especially for variable-level

background noise.

Keywords: Voice Activity Detection, Bark-Scale Wavelet Decomposition, Adaptive
Frequency Subband Extraction.

1. Introduction

Voice activity detection (VAD) refers to the ability of distinguishing speech from noise and is
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an integral part of a variety of speech communication systems, such as speech coding, speech
recognition, hands-free telephony, audio conferencing and echo cancellation [1]. In the
GSM-based wireless system, for instance, a VAD module [2] is used for discontinuous
transmission to save battery power. Similarly, a VAD device is used in any variable bit rate
codec [3] to control the average bit rate and the overall coding quality of speech. In wireless
systems based on code division multiple access, this scheme is important for enhancing the
system capacity by minimizing interference. Common VAD algorithms use short-term energy,
zero-crossing rate and LPC coefficients [4] as feature parameters for detecting voice activity
segment (VAS). Cepstral features [5], formant shape [6], and least-square periodicity measure
[7] are some of the more recent metrics used in VAD designs. In the recently proposed
G.729B VAD [8], a set of metrics including line spectral frequencies (LSF), low band energy,
zero-crossing rate and full-band energy is used along with heuristically determined regions

and boundaries to make a VAD decision for each 10 ms frame.

In this paper we present a robust VAD algorithm for the detection of speech segment, which
is based on the entropy of the spectrum domain of selected critical subband. First, the
bark-scale wavelet decomposition (BSWD) is utilized to decompose the input speech signal
into 24 critical subband signals. In contrast to the conventional wavelet packet decomposition,
the BSWPD is designed to match the auditory critical bands as close as possible and has been
applied into various speech processing systems [9, 10]. The entropy, on the other hand, a
measure of amount of expected information, is broadly used in the field of coding theory.
Shen et al. [11] first used it on speech detection and revealed that voiced spectral entropy is
quite different from non-voiced one. Based on this character, the entropy-based approach is
more reliable than pure energy-based methods in some cases, particularly when noise-level
varies with time.

Since the frequency energy of different types of noise focus on different frequency subbands,
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Figure 1. The Block Diagram of Proposed VAD Algorithm

the effect of corrupted noise on each frequency subband is different [12]. The seriously
obscured frequency subbands have little word signal information left, and are harmful for
detecting VAS. Based on the finds, we adopt the theory of adaptive frequency subband
extraction (AFSE) to only uses the frequency subband which are slightest corrupted and
discard the seriously obscured ones. The frequency subband energies are sorted and only the
first several frequency subband with the highest energy are selected. Experiment results show
that when more frequency subbands are corrupted by noise, the number of the selected
frequency subbands decreases with the decrease of the SNR. A measure of entropy defined on
the spectrum domain of selected frequency subband by the AFSE approach is proposed to
refine the classical entropy-based VAD [12]. Finally, an unvoiced detection is integrated into

entropy-based VAD system to improve the intelligibility of voice.

2. Implementation of the Proposed VAD Algorithm

In the block diagram shown in Fig. 1, the proposed VAD algorithm consists of five main parts:
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bark-scale wavelet decomposition, adaptive frequency subband extraction, calculation of
spectral entropy, adaptive noise estimation, and unvoiced decision. In this section, the five

main parts are described in turn.
2.1 Bark-scale wavelet decomposition (BSWD)

Critical subband is widely used in perceptual auditory modeling [13]. In this section, we
propose the wavelet tree structure of BSWD to mimic the time-frequency analysis of the
critical subbands according to the hearing characteristics of human cochlea. A BSWD is used
to decompose the speech signal into 24 critical wavelet subband signals, and it is
implemented with an efficient five-level tree structure. The corresponding BSWD
decomposition tree can be constructed as shown in Fig. 2. Observing the Fig.2, the input
speech signal is obtained by using the high-pass filter and low-pass filter [14], implemented
with the Daubechies family wavelet, where the symbol | 2 denotes an operator of

downsampling by 2.
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Figure 2. The Tree of Bark-Scale Wavelet Decomposition (BSWD)

2.2 Adaptive frequency subband extraction (AFSE)

In fact, the frequency energies of difference types of noise are concentrated on different

frequency subbands. This observation demonstrates that not all the frequency subbands have
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harmful word signal information. In our algorithm, we must use only the useful frequency
subbands or discard the harmful subbands for detecting VAS. Since our goal is to select some
useful frequency subbands having the maximum word signal information, we need a
parameter to stand for the amount of word signal information of each frequency subband.
According to Wu et al. [12], the estimated pure speech signal is a good indicator. The
frequency subbands energy of pure speech signal is accomplished by removing the frequency

energy of background noise from the frequency energy of input noisy speech.

For the mth frame, the spectral energy of the &th subband is evaluated by the sum of

squares:

s

E(Em)= )| X (w,m)

D

’, (1)

where X (w,m) means the wth wavelet coeffience. w., and ., denote the lower
boundaries and the upper boundaries of the £th subband, respectively.

The Eth frequency subbands energy of pure speech signal of the mth frame E(&,m) is

estimated:
E(§’ m) = E(gvm) - ]\7(§5 m): (2)
where N(&,m) is the noise power of the &th frequency subband.

During the initialization period, the noisy signal is assumed to be noise-only and the noise
spectrum is estimated by averaging the initial 10 frames. To recursively estimate the noise
power spectrum, the subband noise power, N(&m), can be adaptively estimated by
smoothing filtering and be discussed later.

It is found that the more the frequency subband covered by noise would result in the smaller

the E(&,m). Since the frequency subband with higher E(&,m) contains more pure speech
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information, we should sort the frequency subband according to their E(&,m) value.

That is,

E(I,,m)=E(I,,m)=---= E(I,,m), (3)

where I, is the index of the frequency subband with the ith max energy.

It means that the index of the frequency subband with higher energy is the more useful index
of one. Moreover, we should only select the useful frequency subbands for VAD results
output. That is, the first N frequency subbands 1,,1,,...,I, are selected and denoted as the
useful number of frequency subband, N, , for the succeeding calculation of spectral entropy.
According to the relation between the number of useful frequency subbands N, and SNR
(shown as Fig. 3), we can see that the number of useful frequency subband increases with the
increase of SNR under three types noises including white noise, factory noise and vehicle
noise. N, =9 and N, =24 denote the boundary of N, among the range from -5dB to

30dB, respectively.
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Based on the above finds, a linear function can be used to simulate the relationship between

N, and SNR, and shown as Fig. 4.

u

9 ,SNR(m) < -5dB
N, (m)=1[(24-9) x%)(_s()_s)) +9] ,-5dB < SNR(m) =30dB 4)
24 ,SNR(m) >30dB.

where H is the round off operator, and SNR(m) denotes a frame-based posterior SNR for

the mth frame.

In addition, SNR(m) is depended on the all summation of subbnad-based posterior SNR

snr(£,m) onthe &th useful subband and defined as:

SNR(m) =10log,, Z snr(&,m), (5)
N,
where
_|x@Emf
snr(&,m) = NEm)
{Num.)l
= 24 |
=
= I
=
= |
e |
£
= |
F]
= I
£ |
4 |
e |
= |
g |
=
= |
F
| | -
30 -5 (dB)

Figure 4. A Linear Function of the Relationship Between N, and SNR
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2.3 Calculation of spectral entropy

To calculate the spectral entropy, the probability density function (pdf) and the entropy

calculation are both necessary steps.

The pdf for the spectrum can be estimated by normalized the frequency componemts:

P(E,m)=E(&,m)/ > E(w,m) (6)

w=1

where P(&,m) is the corresponding probability density, and N denotes the total number of

critical subbnad divided by BSWD (N =24 in this paper).

Some frequency subbands, however, are corrupted seriously by additive noise, and those
harmful subbands may result in low performance of entropy-based VAD if those are
extracted. Moreover, we use only the useful frequency subbands to calculate a measure of
entropy defined on the spectrum domain of selected frequency subbands. The probability

associated with subband energy modified from (6) is described as follows:
Nub
P(&,m) = E(§&,m)| > E(w,m), (7)
w=1

where N, i1s the number of useful frequency subbands.

Having finishing applying the above constraints, the spectral entropy H(m) of frame m

can be defined below.
H(m) == P(Z,m)-log[ P(Z,m)]. ®)
E=1

The foregoing calculation of the spectral entropy parameter implies that the spectral entropy
depends only on the variation of the spectral energy but not on the amount of spectral energy.

Consequently, the spectral entropy parameter is robust against changing level of noise.

392



2.4 Adaptive noise estimation

To recursively estimate the noise power spectrum, the spectral power of subband noise can be
estimated by averaging past spectral power values using a time and frequency dependent

smoothing parameter as following:
N(&m) = a(E,m) N(Em-1)+(1-a(E,m)) E(§,m) )
where «(&,m) means the smoothing parameter and be defined as

1 if VAD(m-1)=1,

T4 o FOmEm otherwise.

where T is used for center-offset of the transition curve in Sigmoid.

Observing (10), it is found that the smoothing parameter set one when previous
speech-dominated frame, the spectral power of subband noise keep until noise-dominated
frame. Otherwise, the smoothing parameter may be chosen as a Sigmoid functions when

noise-dominated frame.

2.5 Unvoiced decision

More unvoiced information is eliminated from conventional VAD algorithm. In order to
overcome this drawback, a method of unvoiced decision is proposed in this section.
According to the structure of BSWD tree (shown as Fig. 2), the three sub-energies

corresponding to the wavelet subband signals are defined as

8 12 18
E,= ZW/S’ E, = ZW;’ E,= ZW/'4 +Wl;' (1)
1 =9

j=13

The unvoiced segments are determined as:

Sunvoiced = {1 ’ lf EL2 g ELI > ELO and ELO/ELz < 099 (12)

0 , otherwise.
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2.6 Voice activity segment detection

Finally, the voice activity segment (VAS) is derived as:

VAS(m)=H(m)U S umoicea (M) - (13)

3. Experimental Results

The speech database contained 60 speech phrases (in Mandarin and in English) spoken by 35 native
speakers (20 males and 15 females), sampled at 4 KHz with 16-bit resolution. To set up the noisy
signal for test, we add the prepared noise signals to the recorded speech signal with different SNRs
range from — 5dB to 30 dB. The noise signals are all taken from the noise database NOISEX-92 [15].
Of the various noises available on the NOISEX database, white noise, factory noise and vehicle noise
are selected as speech containment. Fig. 5 shows the VAD result of the proposed algorithm on the
noisy speech signal "May-I-Help-you" under variable-level of noise. It is founded that the VAS of the
proposed algorithm can correctly extract speech segments especially for unvoiced segment /H/
occurred at /Help/ sentence in Fig. 5(b). Conversely, in Fig. 5(c) the VAS of standard G729B
performs fail during high variable-level of noise segment and unvoiced segment. In order to compare
with other VADs specified in the ITU standard G.729B, we introduce three criteria: 1) the probability
of correctly detecting speech frames P, is the ratio of the correct speech decision to the total
number of hand-labeled speech frames. 2) the probability of correctly detecting noise frames P, is
the ratio of the correct noise decision to the total number of hand-labeled noise frames. 3) the

false-alarm P, is the ratio of the false speech decision or false noise decision to the total
hand-labeled frames. Under a variety of SNR's, the P, P, and P, of the proposed algorithm are
compared with those of the VAD specified in the ITU standard G.729B [8] and other entropy-based

VAD [11]. The experimental results are summarized in Table I. It is shown that. In high SNR, the

result of Shen’s VAD is comparable to proposed VAD. But, the proposed VAD has superior
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performance to the Shen’s VAD and G.729B particularly in low SNR.

Input speech signal

¥ 10
1 T T T T T T T T T T
0l IMay | ini {Help1 iYour i
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Figure 5. Comparison Between the Two VADs: (a) Waveform of Clean Speech, (b) The

VAS of Proposed VAD, (c) The VAS of G.729B.

Table 1. Performance Comparisons for Three Noise Types and Levels

Noise Conditions P (%) P, (%) Pf (%)
Proposed Shen et | Proposed Shen et | Proposed Shen et
Type SNR(dB) G.729B G.729B G.729B

VAD al. [11] VAD al. [11] VAD al. [11]

White 30 99.8 93.1 99.1 99.2 84.6 99.8 15 12.9 1.6

10 95.6 85.2 94.6 98.7 81.5 95.4 4.6 17.3 49

Noise -5 92.4 78.1 85.2 92.1 72.7 823 8.4 255 10.2

Factory 30 94.6 929 943 93.1 88.9 93.0 10.2 13.6 10.8

10 89.7 84.3 85.1 89.7 83.3 85.1 13.2 18.4 15.7

Noise -5 80.5 74.6 74.8 85.3 73.6 76.5 16.2 242 20.1

Vehicle 30 96.8 953 96.5 94.2 923 93.1 6.3 143 6.5

. 10 92.5 90.1 91.1 89.6 84.1 85.3 9.5 17.4 12.4

Noise -5 88.4 81.4 82.7 84.1 79.4 82.4 14.7 215 19.6
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4. Conclusion

In this paper, a novel entropy-based VAD algorithm has been presented in non-stationary
environment. The algorithm is based on bark-scale wavelet decomposition to decompose the
input speech signal into critical sub-band signals. Motivated by the concept of adaptive
frequency subband extraction, we use the frequency subband that are slightest corrupted and
discard the seriously obscured ones. It is found that the proposed algorithm improves the
classic entropy-based approach. Experimental results show that the performance of this
algorithm is superior to the G.729B and other entropy-based approach in low SNR. The

proposed algorithm has excellent presentation especially for variable-level background noise.

5. Conclusion

This work was supported by National Science Council of Taiwan under grant no. NSC

98-2221-E-158 -004.
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Abstract

LangGeh orthography is a new writing style proposed by [1]. For Han family languages such
Taiwanese or Mandarin that uses Chinese character, LangGeh proposes writing with spaces
in-between, using simple short phrase as a unit. This is in contrast to word-based orthography
in English and sentence-based orthography in traditional Mandarin. Easy to add spaces,
LangGeh has the advangtages of reducing ambiguity, easier to read, and easier for text
processing in Chinese characters. Using the LangGeh orthography, we produce a parallel
corpus in Taiwanese and Madarin, about 150 thousand characters each. We then explore the
extraction of “phrase dictionary” from the parallel corpus, and begin the study of statistical
translation between Taiwanese and Mandarin[7][8].
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Keywords: LangGeh orthography, pharse-based translation pair, statistical translation,
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