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Abstract

The present paper notes that the lexical item PO, literally meaning ‘to break’, bears
multiple semantic imports in Mandarin Chinese. Given the lack of well-documented research
on the semantics of the lexical item, this paper aims to explore the various meanings of PO.
By examining the collocations of PO, thirteen meanings are identified, with predicative and
attributive senses. It is proposed that the manifold meanings are interrelated with each other
and that several meanings are derived from the core verbal meaning of the lexical item. Three
generalized metaphors are observed to assume a mediating role in the semantic extensions of
PO. In light of the semantic relatedness of the various meanings, the polysemous nature of

the lexical item PO is substantiated.
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1. Introduction

Since a growing number of psychological studies shed new light on human cognition in
1970s, the field of semantics has witnessed flourishing cognitive-oriented approaches to
semantic representations of lexicon and grammar—especially lexical semantics and cognitive
semantics (Rosch 1973, 1977, 1978, Lakoff and Johnson 1980, Lakoff 1987, 2002, Johnson
1987, Langacker 1987, 1990, 1999, Geerearts 1993, Talmy 1985, 2000a,b, Taylor 1989,
2002a,b, 2003, among others). These cognitive-theoretic proposals have spawned a
voluminous literature pertaining to conceptualization, categorization, semantic extension, and
grammaticalization of polysemous lexical items in Mandarin Chinese, such as guo ‘to cross’
(Wang 2002, Hsiao 1997, 2003, Wu 2003), gei ‘to give’ (Huang 2004), and kai ‘to open’
(Tsai 2006).

When it comes to the issues of polysemy, one point meriting our note is the distinction
between homonymy and polysemy. Homonymy refers to the relation between different
lexical entries which have unrelated meanings but accidentally exhibit an identical linguistic
form, orthographic or phonetic (Ravin and Leacock 2000). A polysemous word, in contrast,
is one single lexical item which bears different, but etymologically related, meanings (Lyons
1995, Ravin and Leacock 2000). The English word break is a case of polysemy (Tang 2004),

and breken ‘to break’ in Dutch also has multiple meanings (Kellerman 1978). The present
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paper observes that the lexical item PO, literally meaning ‘to break’, seems to bear versatile
semantic imports in Mandarin Chinese. A question arises as to whether PO is a polyseme or
two or more homonyms in Mandarin Chinese. It is noted that studies on the semantics of the
lexical item PO, if any, are underrepresented, or even undocumented. Hence, this study aims
to probe into the manifold meanings of PO. A cognitive approach will be drawn on to
explicate the relations between different semantics of PO and to substantiate the polysemous
nature of the lexical item.

This paper is organized as follows. Section 2 is concerned with the research background
of the present analysis. Section 3 deals with the various senses of PO and proposes a possible

account for the semantic relatedness of the manifold meanings. Section 4 concludes this

paper.
2. Research Background

In linguistics, the theory of prototypes has exerted a momentous impact on lexical
semantics and cognitive linguistics (e.g. Rastier 1999, Chu and Chi 1999, Ravin and Leacock
2000). The prototypical category framework has laid theoretical foundations for research on
polysemy, and mechanisms for meaning extension have also derived much inspiration from

prototypes. The prototypical theory and apparatus for semantic extension are reviewed below.

2.1 The Prototypical Category Theory

The human kind seems to have an innate ability for categorization; for example, our
brain divides the world into two primary types of entities, things that exist and situations that
take place (Huang, Li, and Li 2006). Frameworks for human’s categorization include the
classical approach, the prototypical approach, and the relational approach.! Among them, the
notion of prototypes is adopted in this paper.

Prototypes are amenable to two interpretations. The concept of prototypes is reminiscent
of the renowned American psychologist Eleanor Rosch (1973, 1977, 1978). Rosch introduces
the role of prototypes to elucidate human’s categorization. People categorize objects on the
basis of the resemblance between the objects and the prototypical members of the category.
According to Rosch (1978:36), prototypes can be defined as the ‘clearest cases of category
membership defined operationally by people’s judgments of goodness of membership in the
category’. A prototype of a category is thus viewed as a salient exemplar of the category.
Some instances of a category are more typical than others and hence emerge in human’s mind

more easily. For example, robin is a representative, prototypical instance of the category

' For detailed information of the classical approach, please refer to Katz and Fodor (1963), and for the relational
approach, please see Evens (1988) and Fellbaum (1998).
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BIRD in English,> while penguin is not a central, salient case.

Alternatively, prototypes are construed as an abstraction, a mental representation, rather
than as a particular, concrete referent or instance. Lakoff (1987, idealized cognitive models
(ICMs)), for instance, puts forth a prototypical concept of such a type—the cluster concept.
The cluster concept consists of several cognitive models. For example, the meaning of
MOTHER comprises the following cognitive models: the birth model, the genetic model, the
nurturance model, the marital model, and the genealogical model. MOTHER forms a radial
conceptual model; it has a central category where all the above models converge, as well as
peripheral categories where fewer models congregate.

One point of categories merits our note here. Categories are not homogeneous; they are
characterized by a prototype, with core and peripheral members, and fuzzy boundaries
(Rosch 1973, 1977, 1978). Membership in a category is not contingent on whether an entity
possesses all the attributes of a category. Rather, it is the degrees of family resemblances that
link category members together (proposed by Wittgenstein 1953).

It has been maintained that our categorization hinges much on the structure of the
outside world (Johnson 1987, Lakoff 1987). There are three levels of categories, i.e.
basic-level, superordinate, and subordinate categories. Above and below basic-level
categories exist superordiate and subordinate categories, respectively. The former are more
abstract and embracing than the latter. For instance, DOG is a basic-level category.
Superordinate to it is the category of ANIMAL, and the category of COLLIE, for example, is
subordinate. The relations of the three levels of categories form a hierarchical structure of our
language. Shifts from basic-level categories to superordinate ones lead to generalizations,

while specifications are achieved from basic-level to subordinate categories.
2.2 Semantic Extension

Polysemy is a consequence of lexical semantic evolution towards different but related
directions; different meanings are linked in terms of the semantic relatedness. Two traditional
concepts assume a mediating role in semantic extension, viz. metaphor and metonymy, and
avenues leading to polysemy involve semantic radiation and meaning chain.

Metaphors are one of the major mechanisms contributing to semantic change (e.g.
Bybee and Pagliuca 1985, Sweester 1986, 1990). Metaphorical extension refers to the
mappings across conceptual domains, from the source domain to the target, in which entities
exhibit resemblances (Lakoff and Johnson 1980). It has been proposed that metaphors are
grounded on our embodied experiences of the world and constitute part of our conceptual
system (Lakoff and Johnson 1980, Johnson 1987, Lakoff 2002). In addition to metaphors,

metonymy also accounts for semantic change. It refers to the process of establishing

2 Prototypical exemplars of a category may be subject to cultural-specific differences.
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associations between entities within a given conceptual structure (e.g. Taylor 1989, Hopper
and Traugot 1993).

One path to metaphoric and metonymic extension is semantic radiation. Semantically,
radiation is the process in which secondary meanings evolve from the central, core meaning
in every possible uni-direction like rays (cf. Lakoff 1987, Langacker 1990). The core
meaning is the prototype, from which different meanings are derived from. Nonetheless, the
radial process cannot satisfactorily explain all the semantic change. For a number of words,
the secondary meanings evolving from the core may become a hub for further semantic
derivation, which may in turn undergo onward semantic evolution. Such a route to semantic

extension is named meaning chain (cf. Lakoff 1987, Tayler 1989, Langacker 1990).
3. The Analysis

The present paper probes into the manifold meanings of the lexical item PO in Mandarin
Chinese. PO is a productive word in Mandarin Chinese. Based on Academia Sinica Balanced
Corpus of Modern Chinese’ and Chinese GigaWordCorpus,® 16,448 tokens of PO were
retrieved in total (219 tokens from the former corpus, and 16,229 tokens from the latter). Due
to the limit of time and space, nonetheless, this paper only examines the meanings of 200
tokens, but simultaneously has recourse to Lii (1999) as reference to bridge a gap that the

limited number of tokens analyzed might leave.
3.1 Multiple Meanings of PO

This paper notes that the lexical item PO has two syntactic categories, i.e. as a verb and
as an adjective. The semantics of a verb and of an adjective can be identified by probing into
their collocations. Based on the present data, the senses of PO as a verb can be classified into

ten types, and three meanings are singled out for PO as an adjective, as exemplified below:

(1) A verb meaning ‘to damage an intact physical entity/substance’
a. % =& 7 Chuanghu po-le. ‘The window broke.’
b. A 338 dapo boli ‘to break glass’

? Academia Sinica Balanced Corpus of Modern Chinese (Sinica 3.0) encompasses 5 million words in Mandarin
Chinese. The website for the corpus is http://www.sinica.edu.tw/SinicaCorpus/.

* Subsumed under the Sketch Engine (abbreviated as SKE, also known as Word Sketch Engine
http://www.sketchengine.co.uk/), Chinese GigaWordCorpus covers 1 billion words in Mandarin Chinese and
is the largest corpus of Modern Mandarin Chinese at present. The website for the corpus is
http://corpora.fi.muni.cz/chinese_all/.
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(2) A causative verb meaning ‘lit. to split an entity into two pieces’
a. L™ A >~ po men er ru ‘lit. to split the door into two pieces and enter (a room); to
burst into a room’
b. B e 1! po jian er chu ‘lit. to tear a cocoon apart and go out’
c. (3k b )BL; po lang ‘lit. to split waves of ocean into two parts’
(3) A verb meaning ‘to scrape the intact surface (of skin)’
a. (B )B. & po pi ‘to scrape the skin’
b. ¥ A zui po ‘The skin of the oral cavity is wounded; stomatitis.’
c. * B.("£;%) chang po ‘The skin of the bowel is wounded’
(4) A causative verb meaning ‘to eradicate (an idea, belief, custom, etc.)’
a. xzi“,!rf i# A pochu misi ‘to break the myth’
b. AL E (2 #7) po jiu ‘to eliminate the old custom’
(5) A causative verb meaning ‘to disobey (a rule, precedent, convention, etc.)’
a. #La po jie ‘to break a religious precept’
b. #L 7] po li ‘to make an exception’
(6) A causative verb meaning ‘to surpass (a checkpoint, record, etc.)’
a. BB po guan ‘to go through a checkpoint’
b. #L% 4 po jilu ‘to break the record’
(7) A causative verb meaning ‘to defeat (enemies)’
a. BLgc po di ‘to defeat enemies’
b. /Eﬁ;“ﬁ% £ ] pochu chongwei ‘to defeat a multitude of enemies’
(8) A causative verb meaning ‘to expend (money)’
a. #LF po fei ‘to expend one’s money’
b. B A po chan ‘to go bankrupt’
(9) A causative verb meaning ‘to uncover (a fact)’
a. B.% po an ‘to solve a criminal case’
(10) A causative verb meaning ‘to end a situation’
a. B 5 % poti wei xiao ‘to turn tears into smiles’
b. #7#LE & dapo jiangju ‘to break the ice’
c. #7ALT® dapo chenmo ‘to break the silence’
(11) An adjective meaning ‘broken, ragged’
a. AL E e pojiu de ‘tattered, ragged’
b. L7 JR po yifu ‘ragged clothes’
(12) An adjective meaning ‘worthless’
#LI= R, 52 po wanyier ‘worthless stuff’
(13) An adjective meaning ‘lousy’
s en® < {%pk Ta de zhongwen hen po. ‘His Chinese is very lousy.’
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3.2 Semantic Relatedness

The various meanings of the item PO are elaborated on in the following subsections.
The ten verbal meanings of PO are explicated first, followed by accounts of the semantic

imports of PO as an adjective.

3.2.1 A Verb Meaning ‘to Damage an Intact Physical Entity/Substance’

The verb PO bears the core meaning ‘to damage an intact physical entity/substance’.
The entity in this case is concrete, tangible, and most importantly, breakable. The breakable
entity remains ‘intact’ before it is affected by the action of breaking. The action of breaking
causes the entity to undergo change of state, and the degree of affectedness is high.

A clear, typical instance of a brittle object is a window, as in (14a). The collocate % *
(chuanghu ‘window’) with the verb PO comes into human mind easily; the meaning ‘to
damage an intact physical entity/subtance’ is prototypical and thus stands at the center of
semantic structure of the lexical item PO. In (14b), .33 (boli ‘glass’) is substance, of which
a window is made. The meaning of boli alternates with that of a discrete object through
metonymy.5

The expressions in (14a-b), despite containing the same lexical item PO, denote different
aspectual interpretations. The word PO in (14a) is an intransitive verb and has an inchoative
meaning.® In (14b), dapo “hit-broken’ is a resultative verb compound; PO is a complement of
the verb 3+ (da ‘hit’) and denotes the resultative state caused by the action that the predicate

depicts.

(14) A verb meaning ‘to damage an intact physical entity/substance’ (=(13), repeated here
for ease of reference and discussion)
a. % ©#7 Chuanghu po-le. ‘The window broke.’
b. # #3318 dapo boli ‘to break glass’

3.2.2 A Causative Verb Meaning ‘to Split an Entity into Two Pieces’

As derived from the core meaning, the verb PO can collocate with an entity that could
be split into two pieces. Such a collocation bears the literal meaning ‘to split an entity into
two parts’. In (15a), a door can be viewed as a visible PHYSICAL BARRIER from one space
to another. When one has the desire to enter another space, one has to remove the barrier

before the desire can be realized. If the space/room has a door and the door is closed, one

> The count/mass alternation for nouns is one type of polysemous variation, a case of metonymy.
S For discussion of causative/inchoative alternation of the word break in English, the reader is referred to
Holmes (1999), for example.
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normal way of entering the room is to ‘open’ the door by unlocking the door and using the
doorknob or handle. If one splits the door into two pieces and abruptly enters the room
through the door barrier, instead of following the normal way of entering the room, then the
extended meaning of ZLF* @ * (po men er ru) obtains, i.e. ‘to burst into a room’.

This is the case of (15b). The expression & i @ 1! (po jian er chu) literally means ‘to
tear a cocoon apart and go out’. When a silkworm is wrapped in a cocoon, it must tear the
cocoon into two parts before it transforms into a butterfly and flies out of the cocoon.
According to Lakoff and Johnson (1980), our conceptual system is grounded on our
embodied experiences of the world. We view our body as a PHYSICAL ENTITY, separated
from the world by the surface of (the skin) of our body, like a concrete PHYSICAL
CONTAINER with an inside and an outside. Likewise, a cocoon can be regarded as a
concrete PHYSICAL CONTAINER, which constrains a silkworm. When one strives to get
free from a container constraint, whether concrete or abstract, one has to split apart the
container constraint, just as a silkworm does to the cocoon. Along the thread of thought, the
metaphorical meaning of the expression is derived.

A figurative meaning can be derived as well. Human beings impose artificial boundaries
onto physical phenomena and consider them to be discrete as individuals themselves are
(Lakoff and Johnson 1980). Along this line, the waves of ocean can be split into two parts as
well, and the extended meaning of (15¢) (3k k )B./2 (po lang ‘lit. to split waves of ocean

into two parts’) emerge.

(15) A causative verb meaning ‘to split an entity into two pieces’
a. &L @ >~ po men er ru ‘lit. to split the door into two pieces and enter (a room); to
burst into a room’
b. A 1! pojian er chu ‘lit. to tear a cocoon apart and go out’

c. (3k b )AL po lang ‘lit. to split waves of ocean into two parts’

3.2.3 A Verb Meaning ‘to Scrape the Intact Surface (of Skin)’

As suggested above, our body is regarded as a concrete PHYSICAL CONTAINER with
an inside and an outside. Just as the surface of a cup, which is made of brittle glass, can be
damaged, our skin as the surface of the container, our body, is delicate and can be damaged as
well, as in (16a) (B )RL A (po pi ‘to scrape the skin’). Since a container has an inside and an
outside, the inside and the outside have a surface, both of which can be damaged. The
expression * #L (zui po) denotes that the skin of the inside, i.e. the oral cavity, is wounded,
namely stomatitis. In (16¢), a bowel can be viewed as a smaller container inside the larger
container, our body, and #5 B.(*~/%) (chang po) means that the skin of the bowel is wounded.

Other examples involving human body are shown in (17a-b). With respect to L4 (po
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xiang), a human face is regarded as ‘intact’ if there is no scar on it, just as a window is
viewed as intact before it is broken or marred. When a human face is marred by a scar, the
expression is used. Also, the concept of intactness applies not only to human body but also to
the notion of virginality. The metaphor is VIRGINALITY IS A PHYSICAL ENTITY, which
is closely linked with human body and can be damaged once one has sex, as in (17b). The
meaning of PO in #L ¥ (po shen) might be extended through the avenue shown in Figure 1,

i.e. from a brittle entity through human body to virginality.

(16) A verb meaning ‘to scrape the intact surface (of skin)’
a. (B)EL A po pi ‘to scrape the skin’
b. # A zui po ‘The skin of the oral cavity is wounded; stomatitis.’
c. * B ("£;~) chang po ‘The skin of the bowel is wounded’

(17) a. #L4p po xiang ‘to be marred by a scar on the face’

b. B £ po shen ‘to lose virginality’

a brittle entity | human body S virginality
(e.g. ¥HBF 7) (e.g. BA) (BLE)
‘to break a window’ ‘to scrape the skin’ ‘to lose virginality’

Figure 1. Semantic Extension of po shen
3.2.4 A Causative Verb Meaning ‘to Eradicate (an Idea, Custom, etc.)’

In addition, abstract ideas, beliefs, and customs can be metaphorically viewed as a
concrete entity—AN IDEA IS A PHYSICAL ENTITY. Just as a glass, a concrete object, can
be broken into pieces, a myth, imaged as a physical entity, can also be broken into pieces by
the action depicted by the verb PO, as shown by EU,% ¥ R (pochu misi ‘to break the myth’)
in (18a). The metaphoric extension also holds true of an old custom, as in (18b) & ¥,(=: #7)
(po jiu ‘to eliminate an old custom’). When an object is smashed into ‘pieces’, it undergoes
tremendously high degree of affectedness. Its state is changed vastly, or even completely, and
thus is different from the original shape (and/or nature); that is to say, the object is no longer
what it was. Along this thread of thought, the extended meaning of PO ‘to eradicate’ is
yielded.

(18) A causative verb meaning ‘to eradicate (an idea, belief, custom, etc.)’

a. #L% i L pochu misi ‘to break the myth’

b. B E (2 #7) po jiu ‘to eliminate the old custom’
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3.2.5 A Causative Verb Meaning ‘to Disobey (a Precedent, Convention, etc.)’

When one is put in a container, one’s demeanor and action are restrained. A rule,
precedent, or convention can thus be treated as a concrete container that constrains our
conduct, i.e. the metaphor A RULE IS A PHYSICAL CONTAINER. For example, a religious
precept constrains one’s way of living, such as interdicting one from doing something, eating
something, or saying something. When one does not follow the religious precept, it is imaged
that one breaks the container constraint, as in (19a) B3¢ (po jie ‘to break a religious
precept’). For (19b) & %] (po i ‘to make an exception’), if one is constantly constrained by
conventions and follows them when one acts or handles matters. Once one does not act in
accordance with the conventions one used to follow, one makes an exception to the

conventions, i.e. the meaning of (19b).

(19) A causative verb meaning ‘to disobey (a rule, precedent, convention, etc.)’
a. B3 po jie ‘to break a religious precept’

b. #L ] poli ‘to make an exception’

3.2.6 A Causative Verb Meaning ‘to Surpass (a Checkpoint, Record, etc.)’

In Figure 2, there are 10 figures at the horizontal axis. The highest score among the ten
figures is 75 points. The expression in (20b) L % & (po jilu ‘to break the record’) can be
used only when a figure exceeds 75 points in this case. The noun % 4% (jilu ‘record’) can not
refer to any score in the document but exclusively to the highest score recorded in the past.
Hence, the expression % 4% (jilu ‘record’) has a similar meaning to B (guan ‘checkpoint’)
in (20a) ALk (po guan ‘to go through a checkpoint’)—a point for check or reference. By
drawing on the metaphor A CHECKPOINT IS A PHYSICAL BARRIER, we can proffer a
possible account for the collocations #L Rk and #L % 4% and the extended meaning of the
verb PO. Since a checkpoint is regarded as a barrier, when one reaches the checkpoint and

proceeds forward or upward through it,” one breaks through the checkpoint barrier.

(20) A causative verb meaning ‘to surpass (a checkpoint, record, etc.)’
a. BB po guan ‘to go through a checkpoint’
b. L% 4 po jilu ‘to break the record’

7 FORWARD and UPWARD here involve an orientational metaphor MORE IS UP/FORWARD. The more
upward a score goes, the higher it is.
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Figure 2. PO ‘to surpass’
3.2.7 A Causative Verb Meaning ‘to Defeat (Enemies)’

Enemies can form a line, a wall, or even a circle. Thus, they can be viewed as a line of
barrier or a wall of barrier as well, as shown by the expression = & Egc (si mian huan di
‘to be surrounded by enemies’). The metaphor is ENEMIES ARE A PHYSICAL WALL OF
THE BARRIER. Along this line, to break through the wall of the barrier constituted by the
bodies of enemies means ‘to defeat the enemies’, as in (21a) B (po di ‘to defeat
enemies’) and (21b) E;“,% = & (pochu chongwei ‘to defeat a multitude of enemies’).

(21) A causative verb meaning ‘to defeat (enemies)’
a. B po di ‘to defeat enemies’
b. &i“,f ¥ ] pochu chongwei ‘to defeat a multitude of enemies’

3.2.8 A Causative Verb Meaning ‘to Expend (Money)’

The verb PO can collocate with money, as in (22a) ¥ (fei ‘money’) and (22b) &
(chan ‘property’). Money is considered to be a concrete object—the metaphor MONEY IS A
PHYSICAL ENTITY. The core meaning of the verb PO is ‘to damage an intact physical
entity/substance’. When one’s money is expended, the sum of the money decreases and thus
does not remain intact anymore. The collocation of PO and money derives the meaning of
expending, as in (22a). As a concrete entity is broken into ‘pieces’, the degree of affectedness
is tremendously great, and one’s property, as imaged as the object, goes to pieces. Hence, the
expression #L A (po chan) derives the meaning ‘to go bankrupt’ through metaphoric

extension.

(22) A causative verb meaning ‘to expend (money)’
a. L% po fei ‘to expend one’s money’
b. #. A po chan ‘to go bankrupt’
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3.2.9 A Causative Verb Meaning ‘to Uncover (a Fact)’

As exemplified in (23), a criminal case can be also viewed as a concrete container—the
metaphor A CRIMINAL CASE IS A PHYSICAL CONTAINER. Just as a cup contains
certain liquid, the criminal container contains unknown facts. As one breaks a cup, the liquid
contained in the cup will flow out. In the same vein, one has to break the criminal container
so as to disclose things or facts that are covered. The derived meaning of PO ‘to uncover’

obtains accordingly.

(23) A causative verb meaning ‘to uncover (a fact)’
A% po an ‘to solve a criminal case’

3.2.10 A Causative Verb Meaning ‘to End a Situation’

Human beings impose an artificial bound on a situation and view a situation as a
concrete container—the metaphor A SITUATION IS A PHYSICAL CONTAINER. As a
concrete container is broken, the state of the liquid in the container is changed, and the
original state does not exist anymore. When the verb PO collocates with a state of affairs, that
situation is hence put to an end. As in (24a) #Li# 5 % (po ti wei xiao ‘to turn tears into
smiles’), it signifies that one stops crying, the prior state, and turns into a smile, a new state.
Along the thread of thought, the extended meaning of PO ‘to end a situation’ holds true of
(36b) +ALIE B (dapo jiangju ‘to break the ice’) and (24c) =Bt (dapo chenmo ‘to

break the silence’) as well.

(24) A causative verb meaning ‘to end a situation’
a. B 5 % poti wei xiao ‘to turn tears into smiles’
b. #7#LE & dapo jiangju ‘to break the ice’
c. #7ALiT® dapo chenmo ‘to break the silence’

3.2.11 Attributive and Predicative Adjectives

In addition to functioning as a verb, the lexical item PO can also serve as an adjective, as

illustrated below:
(25) An adjective meaning ‘broken, ragged’

a. AL E e pojiu de ‘tattered, ragged’
b. B2 R po yifu ‘ragged clothes’
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(26) An adjective meaning ‘worthless’
FLI= R, ¥2 po wanyier ‘worthless stuff’
(27) An adjective meaning ‘lousy’
ts e® 2 {%pk Ta de zhongwen hen po. ‘His Chinese is very lousy.’

It is speculated that the adjectival meanings of PO may evolve from the core semantics of the
verb PO, i.e. ‘to damage an intact physical entity’. Functioning as a verb, PO has three types
of syntactic status, namely as a transitive verb, an intransitive verb, and a verb complement,

as shown in (28).

(28) Syntactic status of the verb PO
a. #7338 dapo boli ‘to break glass’
b. % # # 7 Chuanghu po-le. ‘The window broke.’

c. B % (@ »)po chuang ‘to split the window into two pieces’

As a transitive verb, PO imparts a causative meaning to the sentence, as in (28c). PO as an
intransitive usually bears an inchoative meaning, as in (28b). As an RVC, it denotes the
resultative state brought about by the action that the predicate describes, as in (28a). Both the
inchoative meaning and the RVC delineate a state, which might lead to an attributive meaning
of PO. The core meaning of PO as a verb might account for the core adjectival meaning
‘broken, damaged’, as in (25) &L ¥ e (pojiu de ‘tattered, ragged’). As an entity is broken or
worn-out to a great extent, that object will be regarded as useless and worthless. The
extended meaning ‘worthless’ is thus derived, as in (26) #3= g, %2 (po wanyier ‘worthless
stuff’). When it is used for predication, PO delineates the quality of the entity referred to by
the subject, as in (27) # ¢ < {%pk (Ta de zhongwen hen po. ‘His Chinese is very lousy.’).
In this case, the language proficiency is regarded as a concrete entity that can be measured
and assessed—Ilow proficiency. Figure 3 provides a possible account for the semantic
evolution of PO as an adjective. From the core verbal meaning of PO, the lexical item derives

the more concrete adjectival sense, ‘ragged’, and the abstract semantic imports, ‘worthless’

and ‘lousy’.
. ‘worthless’
to damage an )
_ . q ragged,
intact physical " ,
o broken :
entity ‘lousy

Figure 3. Semantic Extensions of PO as an Adjective

255



4. Conclusion

This paper has discussed the multiple semantics of the lexical item PO and identities ten
verbal meanings and three adjectival meanings. As a verb, PO bears the core meaning ‘to
damage an intact physical entity’. The other extended meanings are interrelated to the core
meaning; several abstract meanings are derived from the core directly, and some meanings
evolve through secondary semantic extension. It is noted that metaphoric extension assumes
an indispensable role in accounting for the evolution of the series of semantic imports. It is

generalized that the semantic derivations of PO involve the following three metaphors:

X IS APHYSICAL ENTITY.
X IS APHYSICAL CONTAINER.
X IS APHYSICAL BARRIER.

These metaphors are interrelated. A container is a physical entity, and so is a physical barrier.
A container usually has at least five facets, and each facet can be regarded as a barrier in
some sense. A concrete entity, a physical container, and a physical barrier exhibit the nature
of brittleness/breakability and therefore can undergo the action of breaking. Through
metaphors, the verb PO can collocate with abstract entities, including ideas, rules, records,
enemies, money, unknown facts, and situations, and thus develops the extended meanings.
With respect to the attributive meanings of PO, the core verbal meaning of PO gives rise to
the derived core attributive meaning, which in turn lends impetus to the further evolution of
adjectival meanings. Since the manifold meanings of PO, predicative or attributive, are
interrelated, the polysemous nature of PO is evident. Hence, PO is not homonymous but a

lexical item which bears different, but semantically related, meanings, viz. a polyseme.
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Abstract

In the speech recognition, a mandarin syllable wave is compressed into a matrix of linear predict coding
cepstra (LPCC), i.e., a matrix of LPCC represents a mandarin syllable. We use the Bayes decision rule on
the matrix to identify a mandarin syllable. Suppose that there are K different mandarin syllables, i.e., K
classes. In the pattern classification problem, it is known that the Bayes decision rule, which separates K
classes, gives a minimum probability of misclassification. In this study, a set of unknown syllables is used to
learn all unknown parameters (means and variances) for each class. At the same time, in each class, we need
one known sample (syllable) to identify its own means and variances among K classes. Finally, the Bayes
decision rule classifies the set of unknown syllables and input unknown syllables. It is an one-sample speech
recognition. This classifier can adapt itself to a better decision rule by making use of new unknown input
syllables while the recognition system is put in use. In the speech experiment using unsupervised learning

to find the unknown parameters, the digit recognition rate is improved by 22%.
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A speech recognition system in general consists of feature extractor and classification of an utterance
[1-5]. The function of feature extractor is to extract the important features from the speech waveform of an
input speech syllable. Let x denote the measurement of the significant, characterizing features. This z will
be called a feature value. The function performed by a classifier is to assign each input syllable to one of
several possible syllable classes. The decision is made on the basis of feature measurements supplied by the
feature extractor in a recognition system. Since the measurement z of a pattern may have a variation or
noise, a classifier may classify an input syllable to a wrong class. The classification criterion is usually the

minimum probability of misclassification [1].

In this study, a statistical classifier, called an empirical Bayes (EB) decision rule, is applied to solving
K-class pattern problems: all parameters of the conditional density function f(z | w) are unknown, where
w denotes one of K classes, and the prior probability of each class is unknown. A set of n unidentified
input mandarin monosyllables is used to establish the decision rule, which is used to separate K classes.
After learning the unknown parameters, the EB decision rule will make the probability of misclassification
arbitrarily close to that of the Bayes rule when the number of unidentified patterns increases. The problem
of learning from unidentified samples (called unsupervised learning or learning without a teacher) presents
both theoretical and practical problems [6-8]. In fact, without any prior assumption, successful unsupervised

learning is indeed unlikely.

In our speech recognition using unsupervised learning, a syllable is denoted by a matrix of features.
Since the matrix has 8x12 feature values, we use a dynamic processing algorithm to estimate the 96 feature
parameters (means and variances). Our EB classifier, after unsupervised learning of the unknown parameters,
can adapt itself to a better and more accurate decision rule by making use of the unidentified input syllables
after the speech system is put in use. The results of a digit speech experiment are given to show the

recognition rates provided by the decision rule.

2. Empirical Bayes Decision Rules for Classification

Let X be the present observation which belongs to one of K classes ¢;,i = 1,2, -, K. Consider the
decision problem consisting of determining whether X belongs to ¢;. Let f(z | w) be the conditional density
function of X given w, where w denotes one of K classes and let #;,7 =1,2,---, K, be the prior probability
of ¢; with Zlel 6; = 1. In this study, both the parameters of f(x | w) and the 6; are unknown. Let d be a
decision rule. A simple loss model is used such that the loss is 1 when d makes a wrong decision and the loss is
0 when d makes a correct decision. Let 8 = {(61,62,---,0k);0; > 0, Zfil 6; = 1} be the prior probabilities.

Let R(6,d) denote the risk function (the probability of misclassification) of d. Let I';,i =1,2,---, K, be K

2
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regions separated by d in the domain of X, i.e., d decides ¢; when X € T';. Let &; denote all parameters of

the conditional density function in class ¢;, i = 1,..., K. Then

R0 =Y [ 05 €)is 1)

where I'{ is the complement of I'; . Let D be the family of all decision rules which separate K pattern

classes. For 6 fixed, let the minimum probability of misclassification be denoted by
R(0) = dlgij R(0,4d). (2)

A decision rule dy which satisfies (2) is called the Bayes decision rule with respect to the prior probability

vector 8 = (61,02, --,0k) and given by Ref.[1]
do(x) =c¢; if 6, f(x|&)>0;f(z]&) forall j+# i. (3)

In the empirical Bayes (EB) decision problem [9], the past observations (wm, Xm), m = 1,2,---,n,
and the present observation (w, X) are i.i.d., and all X,,, are drawn from the same conditional densities, i.e.,
f(@m | wm) with p(wm = ¢;) = 6;. The EB decision problem is to establish a decision rule based on the set
of past observations X,, = (X1, Xs, -, X,,). In a pattern recognition system with unsupervised learning,
X, is a set of unidentified input patterns. The decision rule can be constructed using X,, to select a decision
rule t,(X;,) which determines whether the present observation X belongs to ¢;. Let & = (&1, ...,&k). Then
the risk of t,,, conditioned on X,, = x,,, is R(6,t,(x,)) > R(#) and the overall risk of ¢, is

n

Ro(6,t,) = / RO, ta(x0)) T] plam | 0,€) dar -+ da 4)

m=1
where p(x,, | 0,&) is the marginal density of X,,, with respect to the prior distribution of classes, i.e., p(zm, |
0,¢) = Zfil 0:f(xm | &). The EB approach has been recently used in many areas including classification
[10,11], sequential estimation [12], reliability [13-15], multivariate analysis [16,17], linear models [18,19],

nonparametric estimation [20,21] and some other estimation problems [22,23]. Let

S={(0,£);0=(01,...0K), £ = (&1, -, €K)} (5)

define a parameter space of prior probabilities §; and parameters &; representing the i-th class, i =1, ..., K.
Let P be a probability distribution on the parameter space S. In this study, we want to find an EB decision

rule which minimizes

szm:/m&mW&& (6)

3
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Similar approaches to constructing EB decision rules can be found in the recent literature [11,15,24]. From

(1) and (4), (6) can be written as

B (Pot) :/Z /F? [/f(x|§i)6i IT pm | 6,€)dP(0, )] da s - - da (7)

m=1
where, in the domain of X, T";,,, i =1,2,---, K, are K regions, separated by t,(X,,), i.e., t,(X,,) decides ¢;
when X € T'; , and hence they depend on the past observations X,,. The EB decision rule which minimizes
(7) can be found in Ref[24]. Since the unsupervised learning in this study is based on the following two

theorems given in Ref[24], both theorems and their simple proofs are provided in this paper.

Theorem 1 [24]. The EB decision rule #,, with respect to P which minimizes the overall risk function (7)

is given by

L)@ =a it [f@]6)6 ] sl 0,900 >

[ 11696, T] tan 1 0.01aP(0.6)
m=1
for all j # i, i.e., I';,, is defined by the definition of the inequality in (8).

Proof. To minimize the overall risk (7) is to minimize the integrand

K n
; /r [/ f(x]€:)0; nl_:[l (@m0, €)dP(0,¢)]da

of (7) for each past observations x,. Let the past obervations x,, be fixed and let 7 be fixed for i = 1,..., k.

Let

5i0) = [ £(al€8s T] planlo.)aP(6.).
m=1
Then the integrand of (7) can be written as

i/;n gi(x)dx = /an gi(x)dx + Z[/gj(x)dac —/ 9 (z)dx]

V] Ljn

=Y (oot 3 [ lnto) - gilolds (15, = YT

i#i i#i b i
which is minimum since I';,, C {z|g;(x) > g;(z)} for all j # ¢ by the definition of T';,,.

In applications, we let the parameters &;, i = 1,..., K, be bounded by a finite numbers M;. Let p > 0

and 0 > 0. Consider the subset Sy of the parameter space S defined by

4
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Sl :{(n1p7 n2p,...,NKpP, TLK+16, nK-‘rZ(Sa 7n2K6)7 integer n; > 07 1= 17 "'aKv

= (9)
Znip =1,|n;0| < M;, integer n;, i = K +1,...,2K}

i=1

where (n1p, ..., nxp) are prior probabilities and (nx 419, ...,naxd) are the parameters of K classes. In order
to simplify the conditional density of (6,&), let P be a uniform distribution on S so that the conditional
density can later be written as a recursive formula. The boundary for class ¢ relative to another class j as

separated by (8) can be represented by the equation
E[f(z | &)0: | xn] = E[f(x ] £)0; | xn] (10)

where E[f(z | &)0; | x,] is the conditional expectation of f(z | &;)6; given X,, = x,, with the conditional

probability function of (6,¢) given X,, = x,, equal to

_ Hzlzl p(xm | 975) (11)
S enes, L1 P(@m [ 07,€)

The actual region for class i as determined by (8) is the intersection of the regions whose borders are given

h(0,¢ | xn)

by (10), relative to all other classes.

The main result in Ref[24] is that the estimates E[f; | X,] converge almost sure (a.s.) to a point
arbitrarily close to the true prior probability and E[¢;|X,,] will converge to a point arbitrarily close to the
true parameter in the conditional density for the i-th class. Let A = (04, ...,0k,&1,...,{k) in the parameter

space S. Let A° be the true parameter of \.

Lamma 1 (Kullback, 1973 [25]). Let

H(\,A) = [ Inp(z|N)p(z|\°)dz.
Then the Kullback-Leibler information number H (A, A°) — H (A%, A) > 0 with equality if and only if p(z|\) =

p(z|\°) for all z, i.e., H(A°, A) has an absolutely maximum value at A = \°.

Let X = (0',¢) € Sy such that H(A°, X') = maxyes, H(A°, A). Since S; has a finite number of points,
H(X,N) — H(X°,A\) > € for some € > 0 and for all A\ € S;. Since H(A° \) is a smooth (differentiable)
function of A € S, the maximum point A in S; is arbitrarily close to the true parameter \° in S if the

increments ¢ and p are small.

Theorem 2 [24]. Let A\° be the true parameter of A. Let A = (0,€) in S. The conditional probability

function h(A|x,) given X,, = x,, in (11) has the following property: for each \ € Sy,
lim h(A | x,) =0  if A#N

n—0o0

(12)
=1 ifa=N

5
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and hence F[\ | X,,] converges to A’ with probability 1.

Proof. H(\° \) has an absolutely maximum value at A = X" on Sy. Let A € S; and X\ # X'. Consider

L IIn — p(Xm|N)
*ln—rin_l = Inp(Xm|\) — = Inp(Xm|\)
n T oKV Z A Z |

which converges almost sure to H(A\°,\) — H(A°, \') < —e by a theorem (the strong law of large numbers,
Wilks, (1962) [26]), i.e., there exists a N > 0 such that for all n > N,

1 " X A
Zin HTﬂ:lp( | ) < 75

n Hnm:1 p(Xm‘)\/) 2

Hence, for all n > N, Linh(A\X,) < —%, ie, for all n > N, Inh(\X,) < —n%. This implies that
limp—coln h(AX;) = —00 and limy,—och(AXy) = 0 for A # X" almost sure. Obviousy, >\ cg, h(A[Xy) =

implies lim,—,ooh(N'X,,) = 1 almost sure.

3. Feature Extraction

The measurements of features made on the speech waveform include energy, zero crossings. extrema
count, formants, LPC cepstrum (LPCC) and the Mel frequency cepstrum coefficient (MFCC). The LPCC
and MFCC are most commonly used for the features to represent a syllable. The LPC method provides a
robust, reliable and accurate method for estimating the parameters that characterize the linear, time-varying
system which is recently used to approximate the nonlinear, time-varying system of the speech wave. The
MFCC method uses the bank of filters scaled according to the Mel scale to smooth the spectrum, performing

a processing that is similar to that executed by the human ear.
3.1. Preprocessing Speech Signal

In the real world, all signals contain noise. In our speech recognition system, the speech data must
contain noise. We propose two simple methods to eliminate noise. One way is to use the sample variance
of a fixed number of sequential sampled points of a syllable wave to detect the real speech signal, i.e., the
sampled points with small variance does not contain real speech signal. Another way is to compute the sum
of the absolute values of differences of two consecutive sampled points in a fixed number of sequential speech
sampled points, i.e., the speech data with small absolute value does not contain real speech signal. In our

speech recognition experiments, the latter provides slightly faster and more accurate speech recognition.
3.2. Linear Predict Coding Cepstrum (LPCC)

For speech recognition, the most common features to be extracted from a speech signal are Mel-frequency

cepstrum coefficient (MFCC) and linear predict coding cepstrum (LPCC). The MFCC was proved to be

6
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better than the LPCC for recognition [27], but we have shown [28] that the LPCC has a slightly higher
recognition rate. Since the MFCC has to compute the DFT and inverse DFT of a speech wave, the compu-
tational complexity is much heavier than that of the LPCC. The LPC coefficients can be easily obtained by
Durbin’s recursive procedure [2,29,30] and their cepstra can be quickly found by another recursive equations
[2,29,30]. The LPCC can provide a robust, reliable and accurate method for estimating the parameters that
characterize the linear and time-varying system like speech signal [2,4,29-30]. Therefore, in this study, we

use the LPCC as the feature of a mandarin syllable. The following is a brief discussion on the LPC method:

It is assumed [2-4] that the sampled speech wave s(n) can be linearly predicted from the past p samples

of s(n). Let

8(n) = Y axs(n—k) (13)

and let E be the squared difference between s(n) and §(n) over N samples of s(n), i.e.,

N—-1
E =) [s(n)—3(n). (14)

The unknown ag, k = 1,...p, are called the LPC coefficients and can be solved by the least square method.
The most efficient method known for obtaining the LPC coefficients is Durbin’s recursive procedure [31].

Here in our speech experiment, p = 12, because the cepstra in the last few elements are almost zero.
3.3. Feature Extraction

Our feature extraction from LPCC is quite simple. Let z(k) = (x(k)1,...,z(k),), kK = 1,..,n, be the
LPCC vector for the k-th frame of a speech wave in the sequence of n vectors. Normally, if a speaker does
not intentionally elongate pronunciation, a mandarin syllable has 30-70 vectors of LPCC. After 50 vectors

of LPCC, the sequence does not contain significant features.

Since an utterance of a syllable is composed two parts: stable part and feature part. In the feature
part, the LPCC vectors have a dramatic change between two consecutive vectors, representing the unique
characteristics of syllable utterance and in the stable part, the LPCC vectors do not change much and
stay about the same. Even if the same speaker utters the same syllable, the duration of the stable part of
the sequence of LPCC vectors changes every time with nonlinear expansion and contraction and hence the
duration of the stable parts and the duration of the whole sequence of LPCC vectors are different every time.
Therefore, the duration of stable parts is contracted such that the compressed speech waveforms have about
the same length of the sequence of LPCC vectors. Li [32] proposed several simple techniques to contract the

stable parts of the sequence of vectors. We state one simple technique for contraction as follows:

7
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Let z(k) = (z(k)1,...,x(k)p), k =1,...,n, be the k-th vector of a LPCC sequence with n vectors, which

represents a mandarin syllable. Let the difference of two consecutive vectors be denoted by

P

D(k) =Y |w(k)i —x(k — 1), k=2,..,n. (15)

i=1

In order to accurately identify the syllable utterance, a compression process must first be performed to remove
the stable and flat portion in the sequence of vectors. A LPCC vector z(k) is removed if its difference D(k)
from the previous vector z(k — 1) is too small. Let z'(k), k = 1,...,m(< n), be the new sequence of LPCC
vectors after deletion. We think that the first part (about 40 vectors or less) of an utterance of a mandarin
syllable contains main features which can most represent the syllable and the rest of the sequence contains
the ”tail” sound, which has a variable length. If a speaker intentionally elongates pronunciation of a syllable,
the speaker only increases the tail part of the sequence and the length of the feature part stays about the
same. We partition the feature part (the first 40 vectors of the new sequence) into 6 equal segments since
the feature part of LPCC vectors has a dramatic change and partition the tail part into 2 equal segments.
If the whole length of the new sequence is less than 40, we neglect the tail sound and partition the new
sequence into 8 equal segments. The average value of the LPCC in each segment is used as a feature value.
Note that the average values of samples tend to have a normal distribution [26]. This compression produces

12x8 feature values for each mandarin syllable.

4.  Stochastic Approximation

Stochastic approximation [1,2,33,34] is an iterative algorithm for random environments, which is used for
parameter estimation in pattern recognition. Its convergence is guaranteed under very general circumstances.
Essentially, a stochastic approximation procedure [1,2,33,34] should satisfy: (1) the successive expression of
the estimate of a parameter can be written as an estimate calculated from the old n patterns and the
contribution of the new (n + 1)-st pattern and (2) the effect of the new pattern may diminish by using
a decreasing sequence of coefficients. The best known of the stochastic approximation procedures are the

Robbins-Monro procedure [1,33,34] and the Kiefer-Wolfowitz procedure [1,34].

For the unsupervised learning, (11) can be written in the recursive form

P(Tns1|N)R(A|x,)
ZXeSl P(Tpt1|N)A(N [x5)

h(A|xp41) = forn=0,1,2,.. (16)

where h(A|x,) = 1, if n = 0. Equ. (16) is different from the above two types of procedures. It does not
have a regression function or an obvious decreasing sequence of coefficients, but it appears to be a weighted

product of the estimates calculated from the old patterns and the contribution of the new pattern. In each
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step of evaluation, (16) multiplies a new probability factor with the old conditional probability h(A|x,) based

on the new pattern z,41. The convergence of (16) is guaranteed by Theorem 2.

5. A Dynamic Processing Algorithm

As in Section 3, a mandarin syllable is represented by a 12x8 matrix of feature values, which tend
to be normally distributed. Let x, = (x1,...,2,) denote n unidentified syllables, where each z,,, m =
...,n, denotes a 12x8 matrix of feature values, which are used to learn the means py;;, variances O’iij, i =
w120 5 =1,..,8, k=1,..., K, of normal distributions of 12x8 feature values and the prior probabilities
O (the probability for a syllable to appear) for K classes of syllables. For large number of classes, the
stochastic approximation procedure in Section 4 is not able to estimate the means and variances, because
the recursive procedure (16) needs tremendous size of computer memory. For simplicity, we let 6, = 1/K,
i.e., each syllable has an equal chance to be pronounced. Let A denote all parameters, i.e., Kx12x8 means
and variances for K classes of syllables. Let A\° be the true parameters. From Theorem 2 in Section 2, the

conditional probability h(A|x,) has the maximum probability at A = A° for large n, i.e., the numerator

n

F(xa|A) = ] p@ml) (17)

m=1

is maximum at A = \° for large n, where z,,,, m = 1, ..., n, is the 12x8 matrix. Therefore, to search the true

parameter A° by the recursive equation (16) is to find the MLE of A.

To find the MLE of unknown parameters is a complicated multi-parameter optimization problem. First
one has to evaluate the likelihood function F on a coarse grid to locate roughly the global maximum and then
apply a numerical method (Gauss method, Newton-Raphson or some gradient-search iterative algorithm).
Hence the direct approach tends to be computationally complex and time consuming. Here, we use a simple

dynamic processing algorithm to find the MLE, which is similar to an EM [35,36] algorithm.
5.1. The Log Likelihood Function

A syllable is denoted by a matrix of feature values X;;, 4 = 1,...,12, 7 = 1,...,8. For simplicity, we
assume that the 12x8 random variables X;; are stochastically independent (as a matter of fact, they are
not independent). The marginal density function of an unidentified syllable X,,, with its matrix denoted by

Ty, = (@7}) in (17) can be written as

K
plamlN) = 0 [ £ @ 1ije, oijr) (18)
k=1 iJ

9
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where f(27}|(tijk, 0ijx) is the conditional normal density of the feature value X7 in the matrix if the syllable

X = (X7}) belongs to the k-th class. The log likelihood function can be written as

1;‘ ~Hkij )2

InF(x,|\) = Z ln{ZQkHH m — (e
m=1

= i=1j5=1

(19)

5.2. A Dynamic Processing Algorithm

From the log likelihood function (19), we present a simple dynamic processing algorithm to find the
MLE of unknown parameters ;5 and ;5. Our algorithm is an EM algorithm [35,36], more and less like

the Viterbi algorithm [2-4]. We state the our dynamic processing algorithm as follows:
1. In the matrix, pick up an initial value of (pgij, 0kij), k =1,..., K, for K classes.

2. Fork=1andforeachi=1,..,12 and j = 1,...,8, pick up a point (fi1;;,51;;) such that In F in (19)

is maximum.
3. Continue step 2 for k = 2,..., K.

4. If (19) continues increasing, go to step 2, otherwise, stop the dynamic processing and the final estimates

(fikij, Orij) are the MLE of (pgij, okij) for all K classes and are saved in a database.
5.3. Finding the Means and Variances for each Syllable by a Known Sample

For each element (4, j) in the matrix, we have found the MLE (fi;j, ;) for each syllable. There are
totally K matrices of MLE representing K different syllables, but we do not know which matrix of MLE
belongs to the syllable ¢;, i = 1,..., K. We have to use one known sample from each syllable to identify its
own matrix of MLE. In this paper, we simply use the distance to select a matrix of MLE among K matrices

for the known sample.
5.4. Classification by the Bayes Decision Rule

After each syllable obtains its means and variances which are identified by a known sample of the
syllable, the Bayes decision rule (3) with the estimated means and variances (MLE) classifies the set of all

unidentified syllables. After simplification [32], the Bayes decision rule (3) can be reduced to

lex) = mem) + Z<M> (20)

o Okij
where {x;;} denotes the matrix of LPCC of an input unknown syllable. The matrix of LPCC of an unknown
syllable is compared with each known syllable ¢, represented by (fixij, 6rij). The Bayes rule (20) selects a

syllable ¢ with the least value of I(cx) from K known syllables to be the input unknown syllable.

10
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Note that new input unidentified syllables can update the estimated means and variances (MLE) which
are closer to the true unknown means and variances, and hence the Bayes decision rule will become a more

accurate classifier.

6. Speech Experiment on Classification of Digits

Our speech recognition is implemented in a classroom. The data of 10 mandarin digits are created by
10 different male and female students, each pronouncing 10 digits (0-9) once. The mandarin pronunciation

for 1 and 7 is almost the same. It is hard to classify these two syllables.
6.1. Speech Signal Processing.

The speech signal of a mandarin monosyllable is sampled at 10k Hz. A Hamming window with a width
of 25.6 ms is applied every 12.8 ms for our study. A Hamming window with 256 points is used to select
the data points to be analyzed. In this study, the 12x8 unknown parameters of features representing a
digit are estimated by unsupervised learning. After learning the parameters, there are 10 12x8 matrices of
estimates representing 10 digits. For each digit, use one known sample to identify a 12x8 matrix of estimates

to represent the digit.

In our speech experiments, we use this database to produce the LPCC and obtain a 12x8 matrix of

feature values for each syllable. There are totally 100 matrices of feature values.
6.2. To Learn Means and Variances using Unsupervised Learning

The simple dynamic processing algorithm in Section 5 produces 10 matrices of MLE (estimated means
and variances). After a known sample of each digit (0,1,...,9) picks up its own matrix of MLE, the 10
matrices are ranked in order from 0 to 9 as fellows: (figij, Grij), ¢ = 1,...,12, j =1,...,8, for k = 0,...,9.
One of 10 students pronounces 10 digits which are considered as 10 known samples (each for one digit)
and the other 9 students pronounce 10 digits (90 samples), which are considered as unknown samples. The
total 100 samples (10 known samples and 90 unknown samples) are used for finding the matrices of MLE
of the means and variances for 10 digits. This experiment is implemented five times, each time for one of
five different students whose 10 digit pronunciations are considered as known samples. Note that the only
training samples are the only one sample for each digit pronounced by a student and note that the testing
samples are the mixed 90 unknown samples of 10 digits pronounced by the other 9 students. Actually, the
experiment is a speaker-independent speech recognition. The 10 training samples and the 90 testing samples

(90 mixed unknown samples also used for unsupervised learning of parameters) are totally separated.

6.3. Speech Classification on the Mixed Samples

11
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In this study, two different classifiers are used to classify 90 unknown mixed digital samples since 10

digital samples pronounced by one student are already known.

(a). Bayes Decision Rule.
The estimated means and variances of each digit obtained in (6.2) are placed into the Bayes decision
rule (20). The Bayes decision rule classifies 90 mixed samples (except 10 known samples for 10 digits (0-9)).

The recognition rates are listed in Table 1.

(b). Distance Measure from 10 Known Samples

The known sample of a digit (0-9) identifies 90 other mixed unknown samples using distance measure
from the known sample, i.e., to classify an unknown sample, we select a known sample from 10 known
samples which is the closest to the unknown sample to be the unknown sample. Its recognition rates are
also listed in Table 1. From Table 1, the Bayes decision rule using unsupervised learning gives the higher

recognition rate 79%, 22% more than the rate 57% given by the distance measure using one known sample.

Table 1. Recognition rates for 10 digits given by the Bayes decision rule with unsupervised learning to

classify 90 unknown samples as compared with the distance measure without unsupervised learning,.

student 1 student 2 student 3 student 4 student 5 average

Bayes rule with 72 70 69 68 76 71.0

unsupervised learning .80 .78 77 .76 .84 .79

distance measure 55 51 39 54 58 54.4
.61 .57 43 .60 .64 .57

Discussions and Conclusion
This paper is the first attempt to use an unsupervised learning for speech recognition. Actually, this
paper presents an one-sample speech recognition. An unsupervised learning needs a trmendous amount
of unknown samples to learn the unkown parameters of syllables. From Theorem 2, the estimates using
unsupervised learning will converge the true parameters and hence, our classifier can adapt itself to a better
decision rule by making the use of unknown input syllables for unsupervised learning and will become more

and more accurate after the system is put in use. Theoretically, from Theorem 2, our one-sample speech

12
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recognition rate will approach to the rate given by supervised learning classifiers if a syllable does not have

too many unknown parameters. In our experiments, we only have 9 samples for each syllable (a total of 90

unknown samples after 90 samples are mixed) for unsupervised learning of 96 parameters for each syllable

and hence we only obtain 79% accuracy, 22% more than the rate without unsupervised learning.
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Abstract

The goal of this study is to examine if there is a word superiority effect on perception of
three-way contrast of stops in Taiwan Southern Min (TSM). Based on Ganong’s (1980)
findings that English participants showed a significant lexical effect in phonetic perception, |
hypothesize that there exists a difference in perception between real words and nonwords in
TSM. The prediction is that the categorical boundary shifts as lexical status plays a role in
perception of stops. Experiment 1 was conducted as a neutral set of perception of TSM
bilabial stops b-p-p". In experiment 2, cases of “nonword-word-nonword” set along the b-p-p”
continuum were conducted. Results showed that real words corresponded to a wider range of
VOT in the continuum compared to the neutral pattern. The categorical boundaries (both
between /b/ and /p/ and between /p/ and /ph/) were found to shift away from the real word
sides towards the nonword sides. The lexical effect may be explained by parallel processing
in which a higher level of processing (lexical level) interacts with a lower level (phonemic

level) in speech perception.

Keywords: perception, categorical boundary, VOT, lexical effect, processing

1. Introduction

Categorical perception, which represents that sounds within a phonemic category are
perceived as indistinguishable regardless of the correct identification of each sound, supports
the modular view that speech is perceptually special. In literature, consonants were found to
be perceived categorically, but not gradual; that is, although listeners were able to distinguish
the consonant stimuli between different phonetic categories with ease, mostly they failed to
distinguish the stimuli within categories.

Sometimes the perceptual difference between stops attributes only to the initial voicing
feature. For instance, the difference between [b], [p] and [p"] is due to voice onset time

(VOT): the interval between the stop release and the beginning of vocal cord vibrations. A

274



positive VOT value means such a lag exists (e.g. the aspirated [p"]); a VOT value of zero
represents no delay in voicing; a negative VOT value refers to the phenomenon where the
vocal fold vibrations begin before the articulatory release of the stop (the prevoiced [b]). As
VOT varies gradually, the identification changes abruptly from one stop to another. This
categorical perception drives how the modular view regards speech—as a modular system.

However, this raises an interesting question—is it modular in such a way that
consonants are always perceived without the affection by other processing information?

There are some parallel models proposed for linguistic processing. One of those is the
Trace model of speech perception (McClelland & Elman 1986). The model assumes that
different levels of processing—features, phonemes, and words—are activated simultaneously
during speech perception, which contradicts with the modularity view that phonemic
processing in unaffected by higher levels of processing.

Ganong (1980) investigated whether auditory word perception affected phonetic
categorization. He constructed acoustic continua varying in voice onset time, each with an
end being a real word and the other end a nonword (e.g., dash—tash vs. dask—task). The
results showed a categorical boundary shift. Thus he argued that the lexical effect must arise
at a processing stage sensitive to both lexical and auditory information.

Based on previous studies on categorical perception and Ganong’s (1980) findings on
the lexical effect that English participants showed a significant lexical effect in phonetic
perception, it is hypothesized that there exists a lexical effect—a difference in perception
between real words and nonwords. The present study examines a language of a three-way
contrast in initial stops, Taiwan Southern Min, to see if there is a word superiority effect on
speech perception. The prediction is that real words will correspond to a wider range of VOT
in the continuum either comparing to the neutral pattern or to the nonword situation. The
logic behind it is that listeners tend to perceive an ambiguous sound as a real word rather than
a nonword. If the prediction is true, it should be found that the phoneme boundaries (both
between /b/ and /p/ and between /p/ and /p/) shift away from the real word sides towards the
nonword sides.

The current research questions are:

(1) Where is the categorical boundary between b and p and that between p and p" in Taiwan
Southern Min (TSM)?

(2) Does lexical status (a real word or nonword) of a sound sequence affect the perception of
TSM stops? If it does, how does the categorical boundary shift?

(3) Categorical perception may be better explained by the modular theory or parallel

processing models?
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The pinyin system (including consonants, vowels and tones) adopted in this paper
follows “’F' }iﬁf&ﬂﬁéj%ﬁﬁ@;ﬁﬁ” released by Ministry of Education in 1998. Example
lexemes were obtained through éﬁﬁﬁﬁc/ﬁﬁﬂf "by Ei etal. (2001).

Table 1. Tones used in the current study

Tone category | Tone value Example
i F 53 &1 /pas53/ “full’
figr . 11 & /pull/ ‘rich’
2. 33 @ /ba33/ ‘closely’

2. Experiment 1—identification of a neutral set

Experiment 1 is an identification task designed to test the categorical boundaries of
bilabial stops b, p, and p" in TSM. Serving as a neutral set, stimuli were not informed to
participants beforehand about their lexical or non-lexical status in TSM. Rather, they were

instructed to pay attention to any change of the consonant category only.

2.1 Methods
2.1.1 Participants
Ten native speakers of TSM participated. All of them were graduate students from

National Chung Cheng University, with self-reported fluency in TSM.

2.1.2 Materials

21 stimuli from the bilabial neutral continuum pair ba—pa—p"a, with VOTs of -100,
-90, -80, -70, -60, -50, -40, -30, -20, -10, 0, 10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 msec
manipulated in Praat (Boersma & Weenink 2007). Voice onset time (VOT) in msec of each
syllable-initial stop was measured from the release of the stop closure to the beginning of the
oscillating line which demonstrates voicing in the following vowel.

These stimuli are adjusted from a TSM male speaker’s natural speech. Among the 21
stimuli, all attributes of sounds are identical except the VOT in syllable initials.

The manipulation of prevoicing or aspiration is through deletion or addition from a
range of repetitive circular noise lines. One thing to be careful is that the beginning and
ending point in selection must match each other in terms of their amplitude position.
Otherwise, low pitch noise or unnatural burst would be created during manipulation.

Here is what some examples of stimuli look like:
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0.447640 0.100000 ¢10.000 / <) 0.547640

Figure 1. A Stimulus with -100ms in VOT (prevoicing)

0.497336

VW
M/

Figure 2. A Stimulus with Oms in VOT

0 436897 0.100000 10 000 / =) 0 536837

Figure 3. A Stimulus with 100ms in VOT (aspiration)

2.1.3 Procedure

Stimuli were saved as a WAV file and played in a notebook computer. Participants
were given a piece of paper where there are three columns (ba, pa, and pha) along the 21
stimuli. They are instructed to judge whether the CV syllable they are listening begins with b,

p or p" and then fill in the corresponding column with a check.

2.2 Results and discussion

Stimuli and the corresponding VOT values are shown below:

277



Table 2. Stimuli & Corresponding VOT values
Stimulus number|1 2 (3 |4 |5 |6 |7 (8 |9 (10 [11]12]13|14]|15|16(17(18]19|20|21
VOT (ms) -100{-90|-80|-70|-60|-50{-40(-30|-20|-10|0 |10{20(30(40|50|60|70|80{90{100

100 100
] |8
s _ 10l 170
3] |8
o= 40 | 120
£S 3t 1 30
& 2 | 1 20
> 10 410
Q& 0 0

12345678 9101112131415161718192021

Stimulus number

Figure 4. Perception of the Neutral Set

Inter-participant variation (standard deviation) is 0.422 for b, 1.16 for p and 0.994 for
ph.

As for the categorical boundaries, their locations are to refer to the intersection points
of each line. Thus, according to the graph above, the categorical boundary is -15ms between

b and p and 25ms between p and ph.

3. Experiment 2—identification of nonword-word-nonword sets

Experiment 2 contains two identification tasks conducted to examine if there is a
difference comparing with the result in Experiment 1, by adding a linguistic variable: the
lexical status of a sound sequence along a continuum. In this experiment, combination of

1 . . .
“nonword-word-nonword”" 1is chosen to examine this effect.

3.1 Methods
3.1.1 Participants

Ten native speakers of TSM (different from the participants in Experiment 1)
participated. All of them were graduate students from National Chung Cheng University,
with self-report fluency in TSM.
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3.1.2 Materials

There are two groups” of stimuli used. The first group is 21 stimuli from the bilabial
pair “ba53 - pa53 gf'full' - pha53”; the second group is 21 stimuli from the bilabial pair
“bull - pull & 'rich' - phull”. VOTs are -100, -90, -80, -70, -60, -50, -40, -30, -20, -10, 0,
10, 20, 30, 40, 50, 60, 70, 80, 90 and 100 msec along the continuum respectively.

3.1.3 Procedure

Materials were in WAV file format and played in a notebook computer. All the
participants do both groups of stimuli. This experiment was conducted with a counterbalance
design in order. Half of the participants did the first group of stimuli first, and the other half
did the second group first. Participants were given a piece of paper where there were three
columns of ba33, pa53 ffl and pha53 along the 21 stimuli and another piece of paper where
there are three columns bull, pull & and phull along the 21 stimuli (Or the reversed order).
They were instructed to judge whether the CV syllable they were listening belonged to bas3,
pa53 §fl or pha53 and to bull, pull §i or phull, in order to fill in the corresponding column
with a check.

3.2 Results and discussion
3.2.1 The “ba53 - pa53 f@'tull' - pha53” set

100 100
3 90 | 19
N1 |8
e} - |

g
o % 40 | 1 40
g ° 30t 130
& 20 120
S 10 | 110
o 0 0

12345678 9101112131415161718192021

Stimulus number

Figure 5. Perception of the “ba53 - pa53 & 'full' - pha53” set

Inter-participant variation (standard deviation) is 0.632 for ba, 1.08 for pa and 0.823
for pha.
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As for the categorical boundaries, their locations are to refer to the intersection points
of each line. According to each of the solution of two formulas in mathematics, the number of
intersection points in x axis is 28/3 and 14 respectively. Thus, after conversion to the
corresponding VOTs, the categorical boundary is -16.667ms between ba and pa and 30ms
between pa and pha.

We can see that comparing to those of the neutral set (-15ms and 25ms), the two
categorical boundaries of this nonword-word-nonword set shift towards the nonword sides.
Hence, the real word pa53 gf'full' corresponds to a wider range of VOT in the continuum

comparing to the neutral pattern.

3.2.2 The “bull - pull & 'rich'- phull” set

Percentage of indicated

12345678 9101112131415161718192021

Stimulus number

Figure 5. Perception of the “bull - pull ‘#; 'rich' - phull” set

Inter-participant variation (standard deviation) is 1.333 for bu, 1.033 for pu and 0.919
for phu. Note that the variation of bu is higher than both b in the neutral set and ba. One of
the possible factors may be due to the more marked CV co-occurrence patterns’ (Davis &
MacNeilage 1995) of bu than ba, which further affects the salience in speech perception.

As for the categorical boundaries, the number of the intersection points of each line in
x axis is 9 to 10 (the common part is actually a line segment) and 13.8 respectively. Thus,
after conversion to the corresponding VOTs, the categorical boundary is -15ms between bu
and pu and 28ms between pu and phu.

Comparing to those of the neutral set (-15ms and 25ms), the categorical boundary
between pu and phu in “bull - pull ‘#y 'rich' - phull” set shift towards the nonword sides.

But it does not show the leftward spreading clearly in this case. However, the real word pull
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Hi 'rich' also corresponds to a wider range of VOT in the continuum compared to the neutral

pattern.

4. General discussion & Conclusion

To compare the three sets done in Experiment 1 and Experiment 2, see the following
graphs:

Percentage (%)

1234567 8 9101112131415161718192021

Stimulus number

Figure 6. Comparison of the neutral /b/ with b in /ba/ and /bu/

Percentage (%)

12345678 9101112131415161718192021

Stimulus number

Figure 7. Comparison of the neutral /p/ with p in /pa/ and /pu/
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Percentage (%)

1234567 89101112131415161718192021

Stimulus number

Figure 8. Comparison of the neutral /p"/ with p" in /p"a/ and /p"u/

If you see the broken line representing ba in the first graph, the location is a little bit
left to the solid line representing the neutral pattern. For the pa line in the second graph, the
location is outside the neutral solid line. In terms of the pha line in the third graph, it locates
obviously at the right side of the neutral line. All of these consistent patterns suggest that
there exists a lexical effect from the word pa53 ffl'full'—its lexical status affects the
perception of consonants, making categorical boundaries shift towards the nonword sides.

As for the dotted line representing bu in the first graph and pu in the second graph, the
categorical boundary does not shift clearly; that is, the lexical effect is not found in that the
categorical boundary does not spread leftward. However, phu in the third graph shows a
similar pattern with pha, indicating a shift of the categorical boundary between p and ph.
These suggest there is still a lexical effect found in the real word pull ‘#y 'rich'.

However, since the results of the two sets in Experiment 2 show some difference
themselves, there may be other factors other than only the lexical status to affect perception
of consonants. Newman et. al. (1997) examined the lexical neighborhood effect and found
that it affected word recognition in much the same way as lexical status. Difference in CV
combinations, tone or neighborhood density of a possible word may be taken into account.

All in all, results in the present study show the pattern as what is predicted—real words
correspond to a wider range of VOT in the continuum comparing to the neutral pattern. The
categorical boundaries (both between /b/ and /p/ and between /p/ and /p"/) are found to shift
away from the real word sides towards the nonword sides. Besides, the phenomenon that the
lexical status affects the phonetic categorization suggests that there exists an interactive

processing between different levels, consistent with the Trace model. Hence the lexical effect
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may be explained by parallel processing in which a higher level of processing (lexical level)
interacts with a lower level (phonemic level) in speech perception.

Other combination of lexical status (nonword-word-word and word-word-nonword)
must be examined in future study to determine the lexical effect of mono-syllables in TSM.
Besides, disyllabic word pairs in TSM are possible materials to examine the lexical effect in
the future since disyllabic words in spoken TSM are more frequent compared to

monosyllabic words.
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Abstract
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Abstract

Synset and semantic relation based lexical knowledge base such as wordnet, have been
well-studied and constructed in English and other European languages (EuroWordnet).
The Chinese wordnet (CWN) has been launched by Academia Sinica basing on the similar
paradigm. The synset that each word sense locates in CWN are manually labeled, how-
ever, the lexical semantic relations among synsets are not fully constructed yet. In this
present paper, we try to propose a lexical pattern-based algorithm which can automatically
discover the semantic relations among verbs, especially the troponymy relation. There
are many ways that the structure of a language can indicate the meaning of lexical items.
For Chinese verbs, we identify two sets of lexical syntactic patterns denoting the concept
of hypernymy-troponymy relation. We describe a method for discovering these syntactic
patterns and automatically extracting the target verbs and their corresponding hypernyms.
Our system achieves satisfactory results and we beleive it will shed light on the task of
automatic acquisition of Chinese lexical semantic relations and ontology learning as well.

Key word: troponymy, automatic labeling, lexical syntactic pattern
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1 Introduction

In recent years, there has been an increasing focus on the construction of lexical knowledge
resources in the field of Natural Language Processing, such as Thesaurus, Wordnets, Mindnet,
Hownet, VerbNet, etc. Among these resources, Princeton WordNet!, started as an implemen-
tation of a psycholinguistic model of the mental lexicon, has sparked off most interest both in
theoretical and applicational sides. WordNet’s growing popularity has prompted the modeling
and construction of wordnet in other languages and various domains as well. However, creating
a lexical semantic knowledge resource like WordNet is a time-consuming and labor-intensive
task. Languages other than English and some European languages are facing with the lack
of long-term linguistic supports, let alone those languages without balanced corpus available.
This has motivated researches into automatic methods paralleled with manual verification, in
order to ease the work.

In Chinese, constructing a semantic relation-based wordnet is comparatively difficult ow-
ing to the fuzzy definition and classification among words, morphemes, and characters. The
Chinese Wordnet (CWN)?, created by Academia Sinica, aims to provide complete senses for
each word based on the theory of lexical semantics and ontology. However, the synsets of each
word in CWN are manually labeled and the semantic relations among synsets are not fully con-
structed. In this present paper, we try to propose an algorithm which can automatically label
the semantic relations among verbs, especially focused on the hypernymy-troponymy relation.
According to Fellbaum [2], lexical entries in a dictionary can reflect the relatedness of words
and concepts. Such relations reflect the paradigmatic organization of the lexicon. Also, there
are many ways that the structure of a language can indicate the meaning of lexical items.

This paper is organized as follows: In the next section we briefly outline the main research
on the automatic discovery of lexical semantic relations, which motivates the present study.
Then we discuss the concept of troponymy between verbs. Section 3 introduces our proposal
and experiments. Section 4 shows the results and discussion of this method; Section 5 con-
cludes this paper with future directions.

2 Literature Review

There has been a variety of studies on the automatic acquisition of lexical semantic relations,
such as hypernymy/hyponymy [6], antonymy [7], meronymy [5] and so on. In Section 2.1
we will review Hearst’s approach, which most of the works on automatic labeling of word
sense relations are based upon. To the best of our knowledge, there is no study targeting at
troponymy extraction yet, so in Section 2.2, we first define what troponymy is, the complexity
of troponymy, and discuss how we can infer troponymy motivated by Hearst’s approach.

2.1 Syntactic patterns and semantic relation

The structure of a lexical entry in a dictionary reflects the relatedness of words and concepts;
also, certain structures or syntactic patterns usually define the semantic relation among each
other. Hearst [6] proposed a lexico-syntactic pattern based method for automatic acquisition
of hyponymy from unrestricted texts. Basing on a text corpus, which contains terms and expres-
sions that are not defined in Machine Readable Dictionaries, she postulates six lexico-syntactic

"http://wordnet.princeton.edu
Zhttp://cwn.ling.sinica.edu.tw/
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patterns to automatically detect hypernymy-hyponymy relation and extract these pairs from the
sentences. Lexico- syntactic patterns which denote the concept of “including” or “other than”
may often possibly reveal the hypernymy-hyponymy relation. The six syntactic patterns used
in Hearst’s algorithm are as follows: (1) X such as Y; (2) such X as Y; (3) Y, or other X; (4)
Y, and other X; (5) X, including Y; (6) X, especially Y. For terms that are present in the above
patterns, this algorithm successfully captures the relation that Ys are hyponymy of Xs.

According to Miller [4] and Fellbaum [2], the lexical database WordNet resembles a the-
saurus in that it represents word meanings primarily in terms of conceptual-semantic and lexical
relation. A synset, therefore, is constructed by ‘assembling a set of synonyms that together de-
fine a unique sense.” If one sense of a word is the same to another word, they share the same
synsets and they are synonyms (at least partial synonyms). Ramanand and Bhattacharyya [8]
hence use the concept of synset to suggests that ‘if a word w is present in a synset along with
other words w1, wo, . . . wy, then there is a dictionary definition of w which refers to one or more
of wy, wo, ... wy, and/or to the words in the hypernymy of the synset.” With this assumption, he
applies groups of rules to validate synonymy and hypernymy relation among corpus. For the
rule which can denote hypernymy, the author defined that the definitions of words for particu-
lar senses often make references to the hypernym of the concept. Also, another rule detected
partial hypernymy: many words in the wordnet are made up of more than one word, which are
called ‘multiwords’. In many cases, hypernyms or synonyms of such words are not entirely
present in the definitions of words, but parts of them can be found in the definition.

2.2 Troponymy

As known, synsets in WordNet are connected with each other by various kinds of lexical se-
mantic relations, such as Meronymy and Holonymy (between parts and wholes), Hypernymy
and Hyponymy (between specific and more general synsets) and so on. Among them, the most
important semantic relation in Wordnet is the hypernymy/hyponymy relation which links gen-
eral and more specific concepts in both directions [7]. In Fellbaum’s study [3], she defined
the hyponymy-hypernymy relation among verbs as troponymy. Basing on this definition, tro-
ponymy, may at first sight appear like the relations of hypernymy/hyponymy among nouns:
The subordinate concept contains the superordinate, but adds some additional semantic spec-
ification of its own. However, the semantic organization of verbs is more complicated than
that of nouns and “the semantic relations so important for the organization of the noun lexicon
are not the relations that hold among verbs” [4]. Hence, not all verbs can be placed under a
single top node and verbs do not seem obviously related in a consistent manner like nouns do.
According to Fellbaum and Miller [4], saying that troponymy is a particular kind of entailment
involves temporal co-extensiveness for the two verbs. As known, entailment is a unilateral rela-
tion, taking snore and sleep for example, snoring entails sleeping but not the other way around.
Although snore entails sleep and is included in sleep, we can not say that snore is a troponym
of sleep; these two verbs are not in a hypernymy/ troponymy relation. Hence, for troponymy to
hold, the essential factor is the co-extensiveness in time: one can sleep before or after snoring,
but not necessarily happened at the same time. On the other hand, the activities denoted by the
hypernym/ troponymy relation verbs must be coextensive in time. The following is an example
from Lin et al [7]. Reason is a troponym of think because to reason is to think in a particular
manner (logically). Therefore, the definition of reason naturally includes to think “at the same
time” and thus inherits the property of think.

Beside the complicated distinction among verbs themselves, the troponymy relation is also
different from the is-a relation among nouns in two ways [1]. First, the is-a-kind-of formula
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linking semantic related nouns may cause oddness when applying to verbs. For example, “(to)
yodel is a kind of (to) sing.” sounds odd only when changing into gerund form “yodeling is a
kind of singing” will make it acceptable. Second, in the case of nouns, kind of can be omitted
without changing the truth statement, for instance, “A donkey is a kind of animal.” equals
“A donkey is an animal.” By contrast, the same deletion makes verbs odd as the following
sentences show: “ Murmuring is talking/ To murmur is to talk”. These differences indicate
that there is more than just a is-a relation among concepts expressed by verbs and the way that
used to distinct nouns and adjectives is not the same as the way we distinct verbs. Rather than
kind, troponymy seems to link verbs in a manner elaboration. Basing on the above properties
of troponym, we postulate two syntactic patterns as the possible environments for discovering
troponyms. More details will be discussed in the following section.

Our literature survey revealed that although some work had been done in automatically
detection of hypernymy-hyponymy relation, none of them focus on hypernymy-troponymy re-
lation of verbs. Therefore, in this paper, we attempt to propose a lexical pattern-based algorithm
to tackle with this issue.

3 Algorithm

To automatically label the troponymy relation among verb senses, in the following, we propose
an algorithm which applies three main steps and two rules.

3.1 First step: finding word senses

Most of words have more than one sense, and each sense of a given word might have their
different hypernyms and troponyms. Therefore, to find semantic relations among verbs, our
first step is to extract the definitions of each verb, by using web search. The input data used here
composed 168 verbs which were extracted from Sinica Corpus. Although the 168 input verbs
were randomly chosen by the authors, we firstly delimited out inputs labeled with syntactic
categories VA, VC and VAC, respectively’ for they contain most verbs that are commonly
used. We then do search queries of each verb on Chinese Wordnet. If the result for a given word
cannot be found here, then turn to the online version of the MOE Revised Chinese Dictionary*
to find each sense of a given verb.

3.2 Second step: word segmentation

For later rule application, our next step is to do segmentation and POS (part-of-speech) tagging
in each of the verbs’ definitions via the online CKIP Chinese word segmentation system®. The
following example shows the segmented result of one target verb and its definition:

B (VAC): LA (P) 4% (Na) B (VO) WE (Na)
mai : yi jinggien  gojin wuchan
tobuy: with  money purchase products

to buy : to purchase products with money.

3 According to both CWN and Sinica Corpus, verbs in Chinese are subdivided into 15different subcategories
include VA VAC VC VB VCL VD VE VF VG VH VHC VI VJ VK VL.

“http://140.111.34.46/newDict/dict/index.html

Shttp://ckipsvr.iis.sinica.edu.tw/
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By doing this, each word in this definition is segmented and POS tagged. After this step
is done, our input data are established, which includes different entries® of each words’ senses
and all of the words are segmented and POS tagged.

3.3 Third step: Apply Rule 1 and Rule 2

After getting each of the verb’s definitions, we propose two rules to find a given verb sense’s
hypernym.

3.3.1 Rule 1 Application

Rule 1: Definitions of verbs for particular sense often refer to certain or specific manner
of their hypernyms. Hence, the definition may appear in the lexical syntactic pattern of
‘LI(yi)/ H (yong) ... V;... (by/with....to V;)’.

Our first rule is, when a verb (V;)’s definition contains the pattern ‘B (yi)... V; ...’ or
‘M (yong) ... V; ...’ in a sentence, we could take this verb V; or take all these verbs in this
sentence out if there is more than one verb in this sentence. The verb(s) V; could be labeled as
a hypernym of V;. For example, the definition of the verb 7 (zou, ‘to walk’) correspond to this
pattern:

£ LAP) Wi(Neu) BE(Na) ZA(MD) [(P) Hi(Ned) BEI(VAC)
zou: yi lian tuei  jiaohu xian gien yidong

to walk: by two feet mutually towards front to move
to walk: moving forwards by two feet.

Thus, # &) (yidong, ‘to move’) could be labeled as the hypernym of the verbs & (zou, ‘to
walk’).

3.3.2 Rule 2 Application

Rule 2: Deriving from the is-a relation of noun phrases, we may assume that, for verbs,
a troponym is a certain way or a specific manner of its hypernym. Hence, the definition
might appear in the pattern of ‘—# (yizhong) ... W, = (fangshi) (a way of W).

The second rule is, if a verb (V;)’s definition contains the pattern ‘—# (yizhong) ... W; /5
= (fangshi) (a way of W), then we could label this nominalized verb 1V; as a hypernym of V;.
For example, the definitions of the verb Hi (jian, ‘to fry’) is:

JI: —(Neu) F(Nf) ZEE(VC)  Fi3{(Na)
jlan: yi  zhong pengren fangshi
tofry: one kind tocook  way

to fry: a way of cooking.

Since they follow the Rule 2 pattern, the verb Z&f (penren, ‘to cook’) is the hypernym of
the verb Hi (jian, ‘to fry’), standing for a specific manner of cooking.

“Different entries in the data are separated by the step of tokenization.
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3.4 Algorithmic Representation

The proposed algorithm outlined above could be summarized as the following:
Input: Verbs Vi, V5, ... and V,,, web search for each definition of them.
Output: Predicted hyponyms between verbs

foreach definition of verbs V4 do
Word segmentation and POS tagging via CKIP;

foreach definition of input verbs V; do
check whether they contain the lexical syntactic pattern one;
if matched then
| label the verb(s) V; as a hypernym of V;;

end
end
end
while Unscheduled tasks remaining do

foreach definition of verbs Vyr do
check whether they contain the lexical syntactic pattern two;

if matched then
| label the nominalized verb WW; as a hypernym of V; ;
end
end

end

Algorithm 1: Algorithm to automatic labelling of troponomy

4 Experiment and Result

We implement our proposed method in Python (2.5.2). The module at first aims to extract
entries containing our targets: "L (yi) (P) / A (yong) (P)/ —7#& (yi zhong) (Nf)’ in the definition.
Afterwards, all the verbs that occur after the targets will be extracted as the possible candidates.
Figure 1 illustrates some of the results of a run of the labeling algorithm on Python, where the
verbs occurred before the symbol ‘@’ are the input verbs and other verbs occurred after ‘@’
are their possible hypernyms.

IDLE 1.2.2 \verb==== No Subprocess \verb====

i3 (vac) e
B (vC)
S (VAC)

#%2 (vaC) @
&y (ve)

E2 (VAC) @
EE) (VAC)
e (ve)

Figurel: results run by the module
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5 Evaluation and Discussion

To evaluate the system, we adopt the substitution tests [9] to examine whether a predicted pair
of verbs has the relationship of troponymy. The specific substitution test that we implement is
introduced in section 5.1. The acceptability of the sentences which contain the pairs of verbs
we are examining is decided manually by 3 linguists. In section 5.2, we calculate the precision
rate to properly evaluate the system. Some problems and further directions of our work are
discussed in section 5.3.

5.1 The Substitution Test

Substitution test is commonly used in linguistic literature [9]. We apply the sentence pattern to
the possible hypernyms found by our module: “fIRMAE V) -ing, FEMERLE V5, -ing” (If he
is V1 -ing, then he is V5 -ing). If the sentence “If he is V7 -ing, then he is V5 -ing” is always
true but the other way around “If he is V5 -ing, then he is 1 -ing” is not, we say that V5 is
V1’s hypernym and V7, on the other hand, is V5’s troponym. For example, we place the two
verbs 7 (zou, ‘to walk’) and ##&j (yidong, ‘to move’) into this sentence. The result is that “If
he is walking, then he is moving” is true, and that “If he is moving, then he is walking” is not
necessarily true because if he is moving, he can also be running. We can therefore describe that
7 (zou, ‘to walk’) and &) (yidong, ‘to move’) are in a trponymy relation.

The reason for testing both these two sentences is to avoid the synonym pairs. We take two
synonymous verb 37 (li, ‘to stand up’) and ¥} (zhan, ‘to stand’) for example. “If he is standing
up, then he is standing” is true, but (to stand up) is not (to stand)’s troponym. On the contrary, if
we test by two sentences, this situation can be avoided. The second sentence “If he is standing,
then he is standing up” is also true. Thus they are not in the relation of troponymy. By placing
the verbs in the sentence pattern, we manually evaluated all the possible hypernyms found by
our system and then we calculated the precision rate of the system.

5.2 Evaluation

The precision rate of our system is calculated as # of correct answers given by

93
system /# of answers given by system = —— = 69.9%. There are totally 133

possible hypernyms returned by our system, and after manually filtered with the substitution
test, there are 93 verbs left. The system shows that there are still some unwanted or incorrect
hypernyms returned by our system. This will be further discussed in the following section.
Although our system could have further improvement, but the high precision rate shows that
our system has certain quality of performance and the design of our system is in the right
direction.

5.3 Problems

There are two major problems in our system. First is the problem of synonym. In our input,
the possible hypernyms returned by our system may be the synonym to the input verb. For ex-
ample: for the input ## (huei, ‘to wave’), two possible hypernyms were returned by the system,
including # (VC) (huei, ‘to wave’), and # & (VAC) (yidong, ‘to move’).The underlined is an
undesired synonym. Such instances will lower the precision rate. The second problem, and
might be the most difficult one, is the ambiguity of the preposition X (yi, ‘by or woth’) and
H (yong, ‘by or with’). In CWN, when LA (yi, ‘by or with’) serves as a preposition (it could
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also serve as conjunction or modal), there are over 20 different polysemous meanings includ-
ing ‘because of’, ‘according to’, ‘in order to’, ‘with’ etc. In this case, we have to determine
which meaning the preposition ‘LA (yi) / H (yong)’ belongs to and do the sense determination
manually. This could remain a main problem for computational linguistics since so far, the
disambiguation of these polysemy could not be fully solved using any system or algorithm.

Yet it is also very likely that hypernyms exists in inputs other than the patterns that we
suggest. How to include those instances based on other methods, for example, by taking suffix-
like forms as an indicator of troponymy (18 / 8. [E[7& etc), is what we will consider in the
future research.

6 Conclusion

In this study, we have suggested an automatic labeling method of troponymy for Chinese verbs.
We identify the lexical-syntactic pattern ‘LA (yi) / H (yong)... V; ... (by/with....to V; ) or
‘—#& (yizhong) ... W; 775 (fangshi) (a way of W)’ that occur in the definition for V; to see
whether V; and W} indicate the troponymy relation of V;. Though the range of the data is not
exceedingly extensive, our approach has the advantages of low-cost and less-effort over other
methods for automatic acquisition of lexical semantic relations from unrestricted text. Possible
future works could be test the similar methods on the hypernymy/hyponymy relations among
nouns. We beleive the comparison of the results will speed up the construction of Chinese
lexical semantic relations knowledge base and ontology as well.
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Ty PR N EA A ENR A A S O R e A
R K Py AR Lo R R Y AR
TR WA 2 2 AR PR o AP B D 0 F
MR ERE e A ST R L R E Y 2k

BlE 975 8 H[22]f 2007 Eq NI FT Tk R BEO L5 SAW
(Sentence Assistance for Writing) =f25 & Seo pb % 3Lk (57 = 2y ¥ 2T N0 L $ehk &
FaLoo 50 OREFRRFET AR g H f F RSB eni@ r gl kA 0 A T2 (regular
expression) SHPEL 3 AAO I BAAB LKA R A RS ELA WA K PR DAIEE -
%ﬂ”?ﬁé@iéﬁ’&! mb’*'l vl ‘T'J * 5 & B £ 5] (Multiple Sequence Alignment) =3 9]
EFEEAEELERG O FAAMRR TR ERA -

gL 12 2m 2
59 eER AT

*

a7

£
Y = ,f\ ..vt.?

14
W

o

BT RIFEY o S RBRERIFE ¥ 22 o9 G2 2 A B F @l
THGgLT R B R LAFEV a2 od 2L A2 T L0
i F i At B A E R R B4 g B kSl PR A L i E o F i B
AT RIS PRI RX TP RAE R fRZRY ERL A S LT
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AR P RER T RS- B BER iTg e ko F 4

MBE L v fedEr 2 i e 2;’*\‘*; AEd S legpine e LY LA

2 parEle AE IR L AN REDT ARIARY *
¥ %% Example-Based Translation e4p & < F o

AEEA R RE- BRI QDR e REY FV g~ E Y Y HaT S
P TE G IARM Gl s A kiR e EsiHL e 0 53 B F R
PEEEREG LT TR BB EY F AR TR E SR R ERF Y ok

% o

-f‘%}i‘é_‘#tf#ﬁifiiﬁtﬁl‘%“@‘i\l RERY BV BAMARESY B HERS
SHH S A SIS EVE RN TR AL N E R Jﬁi_afﬂ
B ’tbfﬁféﬂiip\ CEE FOHBENY B a3 el B - Y g B2 Fndr;rgg\;q
SO AP A FREERTOF KL I R B e
AT G d[ B 1 Profeniidg B4 TP B2 HR NP B2 o530 2R ¢ FR

g v wie o A12]R ¢ e SRR stk Ak (1] E:f%?‘?'r} T ‘Lf#ﬁmﬁ =
B R w @2 w2 A3 efhie (R 0 0T G nds i & B A0 o

# (segmentation) P RBEER AR B ARPEFLFE MY LR
Fp o @ ¥ 2 ey {m’ﬁ A IR L S YA jﬁi&]»\:‘éf%%f’ﬂyd& AT A EEE Y
é.&}-ﬁﬁﬂéifﬁf’gn’rﬂéaﬁv%frg‘?, R P AT Bt Y ¢ 85 4
12]]> # < g0k s g r‘v’ﬂu#“mf f5AH BT TR RN - W H]
JLr'r %J/\mt‘?p”a APERE Frag i 0 ¢ TR ¥ TR kL TR R
2 TAP®ND) D) FEVK) ENa) 0 2 ¢ Nhoi 430D 5Bl VK 3
i B  NA R i 239

)L

~

Bl 122 = fhse i 58 B i A2 ]

ﬁ»:ﬂﬁﬁ%ﬁmm
#d o AE(Nh) 38(D)  F E(VK) 9 i(Na)
@i P~ ¢ NhD VK Na

B2 ¢ Frped 2 #0505 sl 4 o
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M HE3e (Part-Of-Speech tagging) @ #-Zflikzei@it » ¥ L A& # i P ik
PFERITLHOH kdp e Flo 3 DR FILER Do+ 93 #fl R g ARG o ATIULT
el e ié?ﬁ»: LA R ALY SR e S S R L A s
¢ BT @Lr‘?" Bt gk g LR F #’a—k«‘r;@ (S HEMH BT T o &c@
|Z|f'%7r v MY 2 TR A ML B Y anpine R ARG > 0 RN frwfg'rsgz o
S0 fpB-dianaig B S TNhD VK Naj e

M BB SHAET A ¢ 2 A S E RN G A B oS A A 2
B EAR 0 T ORI R A AR 02 o d SHERTUSHET R SRR AR b 2 o B R
FEFFRAAL R T AT AR SO T o 02 E § kbl o &
SAREAIH ¢ Y 2 o BT R R K SLI[F A BT bRy o e @l 3 T
7 gng» e 2 o s T 2@ p e 338 5 Bfod MR v o R ERHE Sw R
m? i Aﬁ %gﬁymo

APHAHTLE S F O AT R F 1R ARLT FiF AL wEF SR
Ao BY RGP AMERE A K R AT ERE (50K ) W BEE 7 iFs
EHEE - S RBD S BRE - P OBHEANRER G A H - AL T HERRR
Jo R L2, L0 R AR e sy A g o B PR v o Sk v 8
SRR G D TR LA K TR B 3FTT 0 % - K B HEAS TNPDc VKIS |3
% R SRS rNhaaDcVKl NPVHIL > % = B BH#Fa? 20 2 2 T4 F
HURR T D AT R o K SR R BB e 8RR 5 1 B ama 2 De #21T VKL
¥ =k =.$$1‘#ﬁj—’ L gjr«&a BT 2E FER NG 20 8RR B 2 P+ Nhaa
B TVHIL ¢ 2302 20 THE  GyRR L 1 P EsdFR 2 1 et MDe
g2 TVKI > # % = & % #4# % "Nhaa Dc VK1 Nhab VHII | o ik BB & Hgren s & B8 &

o~ A EEp e 2

§ig,] 41 @ S(experiencer:NP(Head:Nhaa: 4+ )|[negation:Dc: # [Head:VK1: % &
|goal:S(theme:NP(Head:Nhab: i ¢ )Head:VHI11:% i&))

CEES SR T ERY E AT CRR S 2

# ] : 3| Nhaa Dc VK1 Nhab VHI11 | Nhaa Dc VK1 NP VH11 | NP D¢ VK1 S

\

/SN -
NP Dc VK, S 1k
| PN
Nhaa N\p VH; 2K
Nhab 3K
|

o

# 2 KE® pe %

]%‘]3 P 2 ’Jt-‘-f]&;faﬂ—]—%]* e )
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ji,%]/\ T A RER L 2iE
A ff 1 %44t 3|Mhaa De VK1 Nhab VH11|Nhaa De VK1 NP VHI1NP De VK18
i 5 %44t 3Nh D VK Nh VHIND D VK NP VHNP D VK S
S S
NP Dc VK S NP D VK S
Nhaa NP VH;, % m Nh NNP VH
Nhab Nh
B2 R@ pe 2@ ¥02 fw@ pz 2iE
Bl 4 S ate i i i g ol
Fol THEREERE R v B REHAEL
f it HRis | H e CKIP 3 e G
Nh Nhaa, Nhab, Nhac, Nhb, Nhc (R
D Dab, Dbaa, Dbab, Dbb, Dbc, D¢, Dd, Dg, Dh, Dj | &3
VK VK1,2 FY R S
VH VHI11,12,13,14,15,17,VH21 Y IR -1
AR A S TR KIS n K BB LR B ket

v

et FR E T 5 3Nhaa Dc VK1 Nhab VH11|Nhaa De VK1 NP VH11|NP De¢ VK1
S e

BN BEATY Banat o e Kb IS 5 T RAWEFFREL D
Bl S S NP Y PR A E ] .,s_ﬂ,“r..sﬁnwjmv‘ Fp T g p R oA i
131 ks 3E R E Y hb] P 8Ed 1S a2 46 f6o 12 “W A TR
e R T R Bl 1 e NG S R e
R ) @ @aw> TG ¢ e BIRAEIEG I S8 R L B R EE R
72 Fde o Bl 4¢ Bty B ivip RO RS > T i1 SRk B

i T oo

4. & B3EH

[

G R 2 RN T LS p AT A A S e SR B
WE Y 2 s ,}‘fram‘%fu«f ’H:‘Qg‘-ﬂ\:’éggﬂmé@:}’_}_uac‘v{.}%-f#_;%j—ﬁq-%;‘;

SE 112 ¢
AT AIR F BB R 55 > A KRB B2 R L PR o
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4.1 119 2 L HOF A
gléy’&%j R IR
TR EEHE ;N FETE
S RS

HowNet g #{[2][f~ 12 ¥ < foif 2 cmpst it 4 i 4 5 fs b & 0 A s
2 LA PE TR i e T S A AR F 0¥ A o & HowNet R ¢
41[%”1 ll}’}?l”i‘,c’b‘*ﬁ?}k Mode VR IESY R HEME S B E B
ERMGE 2 - B L4E: DEF 5 0 @ ek R B 7 o & HowNet ® >
Fi (sememe) Efyit- BIEA SR R & DEH +H> TEY BFHEFOBPLY E B4
gL e IE RS BE RGOSR bldo T3 | -8 d TZE T8 2
THT  ZBERTED A TUAPRES L THE  ARE L SSKE 0 8
CT) A HowNe ¥ ST i » S UTRIORR A E S TS KBS
PRI RES N K TR E | - 58 HowNet 30&F F1lenk % 5 T s23f >
BT FTE AT R OFE AT O RE - FTOYIFoBEFT ’§£+,
BB RY B BB A, o APLAEREE RS A3
SR AR IR 0 4 HOE IRt S gk o 2475 ¢ HowNet f L4 1999
BCA o

#7505 AP E TR R R 1Y SRR % A dRge T

L)
1.5 % i% i HowNet ??J’— R]F 5¢ PR tEEEaE- 2
PEEBHE TR AN R ARE Y 2R R

'ﬂJ\ ‘_h’%

PRI R E R R - éﬁﬁg?liﬂﬂ{ﬂ%?wwﬁ%mvﬁ s
z ﬂ F’l

B RF R MR AT zgn; Y ﬁ;i;‘?’% cH ,,;,
;W

BHE%E
H_{t,1}, H_{t;.2},
- H_{ti, u(t)}

43
HowNet g 1%

P
LR

BAEE
S {1}, S_{t:.2},
- S_{ts, u(t)}

B3 - @
/i\ﬁg /1 ".:LL,

B 5% =SS %ﬁ—;‘;j%‘%iﬁ?ﬁ
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PR MRE A AN)  f F(ADY) L E (VD) B EI(Vi)

1 M I R A 3

% - L AT 0GP R

A BAARCRA A B A R AR BRI EY &G A
BoAE oA 83 1 F 0~ F RF sty RV R BF v F &3

in 8% ¥ & 3% 7={Are you often late for school?}
AT L o ss4d Bt 8 o ={It took me ten minutes to walk to school.}
AT E R EFoR ‘}‘5‘3 3 B+ & o ={When I studied in junior high school, I used to walk to school.}
A& X yrpkd 8 o ={] go to school by bike every morning.}
WX e HED) T - ={He went to school late the day before yesterday.}
rEFE w5 hAE B A F - ={Before he was in school, he used to be a naughty child.}
g pFEF F ¥ 3] o ={I go to school late sometimes.}

ApEx ok £ 2B E 4% 3 o ={Istudied with my classmates in the library yesterday.}

Boitr? 2 g?;&g:}%ﬁe; F

n G R B #t, b, .., t R B A 38 HowNet frt B8 B39 8 % H_{t, 131, H_{t;,2}, ..,
H_{t;, u(t)} > 2 ¢ u(t) % % HowNet gr & “7 4 3| ffv 1 B P 2T R THEE
Bt .., t, A LAY FRRAEZEEREE- @ ;igg FEYIE BRI
S {t,1}, S {ti2}, ., S {t,ut)} » B ¥ v(t)R 2 BE- #LF L ATAT PR iR 2
T RGPl R o Ak S g A3 Bl edp iR % (HL (6,1}, H {62}, ., H {t;, u(t)} )
2 {S {t,1}, S {ti2}, ..., S {t, u(t)}} UL % {t, by, ..., ty JIFEEE > T RIS R S5
e M FH R FHEFE RO ER Y F 5T o

Bl 6 ¥ ~3id* — 355 g:}fﬂmflyl ) i\xraﬁg,])\fl; E I';\.»‘ P ERD S

=
WY 2 B AL FRERR S % 5 TAWN) § PF(ADV) (Vi) &5

(Vi) | #or s 1 m;_%a: CHEBH Y 2 B - A A MANEIE - B
CE TPRIEE SR 200 R LU S REE- 28 Lk FNE RN

<2 fl 3
gﬁ%ﬂ#ﬁﬁiﬁﬁ S xé’* HT'FIQ T e o

42 vl A0F B4

bt FE A 2 S0 R RSB 2 U LI2)P B R 1 g R o U
PE P P AR R BFS R e R R ¢ HE o g b
B RPN FARE RIS AW OGP E R Rt EREY B Y
ﬁ&awﬁ—r;e AR BTG TAR 00 D B30 AR R H R L
B0 oAl R LR Y EHEOPE R A R

"X Y43 Y L XA AR L LaTeX 352
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ﬁ]'\ P PRiBE @ %‘iiz;‘—ﬁ
¢ 2 %ﬁ?ﬁﬁl 1 7/(DET) BM) # # (N) {%(ADV) ﬁ:»?‘](vi)
#pp-@ns C DETM NADV VI

I @ EdeR -
ApieREFALEL EF T o ={Weare going camping this weekend. }

B BE AT ATk o ={The student is roller-skatmg near the railroad.}

7R i & @ {%4Ff o ={That purse looks pretty.}={DET M N ADV Vi}

i 1 R JE4F 1% F % o ={The question seems easy.}={DET M N ADV ADV Vi}

AF BB e ¢ (B R o ={Ifind the purse pretty.}={NVt DET M N ADV Vi}

PR EV RPN E o ={You can go to the island by plane or by boat.}

Bl 7 i B HAEE ol

R IR TR TR T e TR FER R EUESY Tl
B R ALY e H o HHE A Ao AR T O T BT AT

2

TR Y g § By Q;, PR B EC TR E P B RO anP s B A

F Y Y SRR R B 0 IR B R R 27 SR EF?U'H&'& PRI PR Y v RO G B
AP 0 F 2P L A f AP 2 R Bl Y B i
B o1 TR 5 P o SRR o 9¢E4w$ BB NIRRT 2 RaRREEY o RIS P
THBORE BTN 0 F 2R 5 R g0 o i 7 FroT ’iz%])»mﬁgéj

1
<
e
B
\T—
?u“

R RAL LIS R £ meﬁa "DETM NADV Vi ; $0# 14 #+ {8 5927
A T B o P A A e A SR 2 o

4.3 gt H0F kP
LI R U R SR %sapumﬁﬂv%ﬁﬁ
B Fapiu ik % % X 2 ¥, ﬁé-‘ﬁif#ﬁj—ﬂ H
Ho% 0k (BHIK ) 7 (Fredks 0F 0 4R - 1
IR IR PR A SRR R T55 o 50 7y SHkt
DRASH L H AR §EHE - TR 2 R PeF k- A
Do YT IR Y 2 B T LR B £ 0 R R A 0 R A S A
ff’%f-r?'af“ R Y e g NG AT 4 2 0 :M{&ﬁﬁf’ e VR EY h? B 5t
2L ‘*ffiﬁa‘#wfﬂ% RISV PRt d 2 R AL S R e haE e BRIV S R
rmk\ﬁ VETIE ¥ 44\§er é] ‘—é—’f?’.*ﬁ’,L ¥ - K %’fﬁ.)}ﬁ%ﬁ;a Flehggine » FRE R é’—fﬁ_%ﬂm
pitel e e 23 PRI R IEE RO S A o

T\
Pl
*i)
Y

SRR AT B H
Lo ik %‘ifﬁﬁj’]‘yb}% A\%i B
At L——FP‘}I}EE‘ 'F”Lﬁiﬁ

ﬁyxm
PN s
x
2

%1

B

# vn—

W e
ol
3
e
m
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CERE S S SR
L ééﬁ)f‘ﬂ'ﬁ%l 41 ¢ S(theme:NP(DUMMY 1:NP(Head:Naa:#%)Head:Caa:[ DUMMY2:NP(Head:Naa:
i % ))|Head:V_11:4_|range:V(head:VP(Head:VH11:#)|Head:DE: ¢1))
%(PERIODCATEGORY: ° )
it B HEa ¢ S(theme:NP(DUMMY 1:NP(Head:Na:#%)Head:Caa: fr[DUMMY2:NP(Head:Na:
% ))Head:V_11: & _|range:VP(head:VP(Head: VH:# )Head:DE: £7))
%(PERIODCATEGORY: © )

IRTTIN S PERIODCATEGORY
NP V11 VP )

/’\ /\

NP Caa NP VP DE
| | |

Na Na VH
! \ |

* L hy L = th

& R st NaCaaNaV_11VHDEPERIODCATEGORY
NP Caa NPV_11 VP DE PERIODCATEGORY
NPV_11 VPPERIODCATEGORY

i+ BHpAae®s @ NaCaaNaV_11VH DE PERIODCATEGORY
2% Bt § .8 ¢ - ={Sugar and honey are sweet.}

% foewef 22 ¢ o ={Tea and coffee are bitter. }

¥ fri& ¥ 2.7 I e - ={An orange and a lemon are different.}
FI* Spate®F © NP CaaNPV_11 VPDE PERIODCATEGORY
2% it 8 €8 ¢ - ={Sugar and honey are sweet.}

% foeef 22 ¢ o ={Tea and coffee are bitter. }

¥ fr& ¥ 2.7 I e - ={An orange and a lemon are different.}

W FPede s 3 & ¢h o ={Prof. and Mrs. Brown're friendly.}
FI* Sipstde® 0 NPV_11 VPPERIODCATEGORY
B AL EER P 54 g o ={David is young and strong. }

5 %2R v e jReh o ={Taiwan is warm and humid.}

i 27 i ¢ o ={Bridges are convenient. }

AGF ™ F W ? ={Who's rich and generous?}

W Fedde s E % &L ¢h o ={Prof. and Mrs. Brown're friendly.}

¥ ehdp 4k § % 4 eh o ={Her sister is shy.}

o At § HF a8 {oi JB &0 o ={The weather of Taiwan is warm and humid. }

o G e R 838 ¢ e o ={The material of her dress is imported.}

W 8 ik BB S A 6
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Bl 8 ProT ’@?J »B e A '—%qi’fri’}ig"{ﬁ:]ﬁvo Y R 2 __‘%f?;}ﬁ—;}ﬁ N

AR T Y 2 B g A K g a0 ¥ 3 T 3Na Caa Na V_11 VH DE
PERIODCATEGORY|NP Caa NP V_11 VP DE PERIODCATEGORY|NP V_11 VP
PERIODCATEGORY | 15 % » 1% & — Ff & B3 fhie 53R ¢ 30F > @ &
- PR SRR P S e+ o Ao ih% 3 K S 4Est (Na Caa Na V_11 VH DE
PERIODCATEGORY) ** % 2 A& % ##f (NP Caa NP V_11 VP DE PERIODCATEGORY)
SFT - wagm e T E P RRAer S A A Fhe o B e e KBRS T3IND
Na Caa Na V_11 VH DE PERIODCATEGORYlNP Caa NP V_11 VP DE
PERIODCATEGORY|NP V_11 VP PERIODCATEGORY > g+ #f i #1 ¢ & 4 f 42 &
e 3K B A AR BT A Re R Y HOF A 0 E 3K AT A
%?ﬁ%v**%i%ﬁwJiﬂiwﬁﬁﬂmua¢%ﬁ%,mLﬁﬁau$wﬁéﬁwg
7 m%zﬁb=&ﬁﬁﬁw“#%%ﬁﬁ+aaﬁimojmg KSR 2 K
SHATE A ST 2K BHAD B 0 ST At AR B EAEE T ek L L
*Fdhe JEAMF GO RELR Y FIEET 0o A% 1A S (NPV_IL
VP PERIODCATEGORY) - ] 5 #&F F#F 01 o0 cr e 5 > de o b 304 B % o

44 ¢ w2 REPR
AR B T I R LR - Y D F AT g Y SR
W e A LG E Y et g 0 S AT 1Y BE AEIE B Y 2 PR
F2Fo4rF LR RER 2 F R E LT E T ggﬁw_ &

> E R G OR MAET o A BT T B A0 SER 00T 0L R
PO 4T ey § A AT BRE g TR F 8 Ty

1
Tair | &7 Tvery |» E'J?i’v’."lﬁs?]% T# §§ <9 air very #

~

%,

—D
ﬂ*
L
=
\
A
A
=
v
gl
T

33;’]7* :FE bus
B% A D E o=(]goto school by hus.}

ﬁi«%] > A8 g0 school
5% 1 RS E & ?2={What time do you g0 to school?}
mSg3 + & ?={Whattime do you g0 to $chool?}

ﬁi%l/\ : You i%°* late

25 iRkt & 5] - ={You are seldom Jate.}

W~ PP 47 basketball
% AP pE s #5f o ={I played baskethall with Mike yesterday.}
AP X g b 47 3k o ={1 did not play basketball last night.}

DEEESRERES EF 30
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FFBLE-mE22Er R LT SRR BT IV Y B KRS e
G CALE: dEIN A < S

%%@?ﬁﬁ»ﬁﬂﬁ»gﬁﬁ@’iﬁﬁgwﬁéﬁiw%»wﬁ\Eéﬁﬁﬁ
< el ‘;7

gﬁ;ﬂ@:’ LBHE Y 2 o8
K gd&t“" S i

)

%

foefhie CEREY §AAEF T R
ﬁ%ﬁ%@ﬁ&ﬂ@’ﬁzﬁ%@%ﬂkééf

* F1* 70 EIFL AR A

i

+x

P B YR E R #5“ CORIRNES = 4 L
AR S 31»]% ek FECH AR L g;&g T o o R F A F drif 47 5 B
T R e F o Bl TYou ix> late ; k43> B~ K Aigihd gud
Joje Vi gt Tseldom | ¥ 2 B R ble Tini b o | BlpEEaE &
"You are seldom late. | —Fﬁa?] ~ Tprx 3+ basketball ; % £3§ » p|¥ 2 {33 E’Lf;i;
Bler > mwl 5 TARE X p2 ¢ 547 g3k o ={I played basketball with Mike yesterday.} | 12
2 Dsvppx g8+ 25 47 £ 5% o ={1 did not play basketball last night.} -

““
=

-\\

e

kG Hen? EER kR AR B e FARAR M B¢ RT NG T
WREra= %“%%Wﬂhﬁ4w A [19]] s &+ A6l e 1200
¢
5

[17] W% e £EY FRMIS]| =8 L2 FThEP E et FHRELFF - F
PO T R EemER - AT RS S 23 s e el o cranl e e

I-&%i‘mﬂ’ﬁhﬁi’FW%-11§%@§7~QQ: DAt E s 23|21 A
1

X A o
PIRROE A KR G IR 22T ¥ Y i KR B[23] e v 2 A [16]1 &2 A #1200
ALLTIP TPE N KRB ET S A XA 2 11']1% *ow gl PR TR (TR
SRR R S LR ST R #‘#ﬁj’ PE PR Th o TR —?I(&‘F &
Wos 5 gy e

=
FARPAE ~ Al LA PR P 0

Z2B A1 T A Ao R A JRdEE S L T E D g S el P 2 5
WF G TEI PN AP (LR +E) PR S 0 TR HF oA P T iR
o ekt EEE B o AT B EOSE 0 ¢ #g
AHE AR E) Y o BY 2 apaE o oy 3EF o 0 e

i o

FOREEREY ¢ Y R I AR
méﬁﬁmﬂﬂ—('@+%ﬂ)g IS g
i+ A T Hvﬁ?ié";»’fiiﬁv@ g e o Bl € R o TR LR

i e <3NP 2 R SRR S W0 Ry che Bo R E R TS P i
B WA R AR R R & TZ‘U% DILTAL L HE O S @ A R R R 2
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%23 x 3o F F G A TE BT e 2 B
MY RIRAH | MRS HEE | Mgipas e
U2 FORPpOTIEN | RIpOTESIN | FkyperEg
[PEzR2E v ol dic i ¢ o7 $c
Ao 97 2655 6/17
v A - FEFL 232 64 0
ER-CES Sk R T e 1189 1045 13/29
in§g o 32 2655 6/17
EAR T 13 3877 1/4
2 [ g 38 658 18/21/141
A A R R AR - BER 6 88 1/28
BHI- AT 87 88 3/28
EER AR TR WL N 1 69 4/23
3= R gt=Cl A 307 249 1/1/7
A R4 E e A G [CR 2 A 297 130 0/0/0/312
A R IEAL - 379 443 1/23
TR AT g e 1 31 2/2/2/33
VA e AR R HEER o 42 611 1/1/39
AR TR PR E | BN - A F o 37 146 2/8
S ER R - 3G . 1 146 1/8
“ORE RS S AR o 1 27 1/2/33
2k GERE L R A 108 35 1/1/6
AR P HTE | B IE T S o 44 611 0/3
AEDIPARE Ak o 7 0 42

YU R R BOF kg AT
| 5K ‘*T#ﬁh_%@r

mtk\F'—

ﬂfiiﬂﬁﬁ’wu%ﬁ

,]:a»{,z__ iL"—'}g-— x]}ﬂin@' °_* ;“:\\ p*ﬁ-ﬁg

7
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[oooel B 1 AR S 39 e (AL 4
g P BHciE o d 3 t—'—ﬁi_;l%j-)é] oAk )

n K Aﬁ-ﬁfﬁv@ﬁ‘)a"‘ LR TR R e o B
e ol ppEEF TG - “—L"hﬁﬁj”
ARG L Sl a i
B

:L¢ vAp R e K Bk L AR I andg iy e o e g ARG
KE i o

+zkmwaw%wﬂ@%ﬁ*w@ﬁé$%’g.* TS R BT
ﬁ%ﬁup,zrﬁaﬁzawﬁ el EREY e Ap iR R ER BT R Y Y
HF b e o NP H R i g AR IS REE S T B
P 0 F U] o RRE I o o BE M TP A kA D e 'ﬁ??ﬁé ~
AR HETIR Y 2 E s HER
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6. 53

A A L r B FA EEEYHE U R 2B B BRGY FHES

FOE AL (PETIR  ELR B 2 SR A R LR o A F SR

MR H s Bk IEE A L e 0 T 4ﬁﬁ%ﬂ¢vm FhEE
@

P LRAESE A ] b M AT HEE TR 01 K MR ST 2 5 Y —%
FEFAARTHRESDS P F AN B RO T UEY IR
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Abstract

In this paper, we introduced a cross-language patent retrieval system which combined
the various free web translators on the internet. The bi-gram indexing method was used to
deal with the multilingual patent documents, and the query translation method was used to
translate the query form the source language to the target language.

Currently, this system provides the functions of the monolingual and cross-language
patent retrieval in English and Japanese. The users can input the queries and use the
different translation systems to process the query translation. The different fields of the
query topics and various patent document sets are selected to perform the cross-language
patent retrieval from Japanese to English, and vice versa.

AR © FSRh S BARE - Bi-gram ~ HEHEGE

Keywords: Cross-Language Patent Retrieval, Bi-gram, Query Translation.
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120 {[& 325 ( Class )~ 628 {EZEH ( Subclass ) ~ 69,000 {i# 3+ H ( Group ) X H ( Subgroup ) °
—{E5E R 2 R VR AR - T8 T - THEREZFRE AR (AE 1)
FAIEE FH —(E#Eif31 2k ER B HOAL 12/44 prAARIVEZRO T -

W H EE
B HO4 SRS

TR T HOAL  Bir &R (s - BIANEEEUE(E
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FEhR 1974/07/01~1979/12/31
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B Query A REHAR R E R B lE R A= |5 g B BRI A Query BRI A
HEE 2 TR R IYENE - FR L T RIS E S 0 & SR v DB & 5 {FHEH B 2 2R
HIRE S A R EAMEE R0V S - RS EE S At R MERARVIHZE 5 > RER T ERHEYIT A R]
B4R SCEENEE (Document Translation ) FIEEHENZE (Query Translation ) FifdE » WifdE
ety B 2 2 A s R S A e S A —2L

{58 FHSC AR BRI 2 7 2 R T A S-S EHEE R Query M FJHYRE 2 (BRREE ST
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RAVEERT
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HIEERT > BEJ77ARVEFERUATY Query B EHEMERNRE » MEREN T AERERY A
FHENEE (Dictionary-based translation ) J574[4] @ sEfHEEIZE ( Corpus-based translation )
J37E[5] 0 JRF1 (Hybrid) J57£[6] - 4GRS EIEERAEL (web-based translation extraction) J5
A1 IR ERR RS LV EIR RS (RSB REEHFHILES > MR ERR
(ARG HAER » SRR NI E4S R > Zhang %5 A [8]F5 HH {57 FH4EREHHEY
EHaE 7 0] DA KGR S = TS HI R R o

SEBILL_ET5E o EEA H SR A LR EYEE S 0 BT E R
2R B RIS S e L R e S R S A R R B - TR R S SR A AR R Y SR R

FEESEE S AR 1 RE B RN EE S WA B — B A e B e R A o PR T
5% RIPLE RS (E D Bt B AE SN EE S > Shi & Nie[918 HEFTE N AE Z e {52 R[5 5
7% AR RRHE H SCErEE V5 7A PR A bi-gram i1 E uni-gram RI{GE[HATFAVRA -

NTCIR (NACSIS Test Collections for IR) EFEZ[101EH H AR ZFRIEE R LG 0

( National Center for Science Information Systems, NACSIS ) FrocE| XY - HEHIVES
LREET BRI H SRS - (F A& R H A SR e AR &R -

NTCIR 7 1999 FRIAEEYY » £S5 DB A T » (€5 =@ (2001-2002) FHIAZEH

F—RAYERIRRERLL - FREARBINSSE - B8 AR HCER 23 - IFENH AR
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R PR MEE 2R B R LA E s s B [N Ry KD B S 8 5 A RIS —1%
P B EARETENA Sy PRATE > — MR N-gram BURZ o B A FRYEDMEE S [15,16,17] »
FLAR (S bi-gram #7772 SCEL(H ] uni-gram #7720 - RIESTEAE B 67 H SCHIERE
Ji R bi-gram HYJ57% > 22 3 Ry H SCHT-ERA uni-gram Kz bi-gram EEal {2 HIEER ©

AR RS - FBERFIE ~ Rk T oCEUE T (Stop Word) #HUEMEEZNY > Kt
TR S (R R 2 A FR & SR B S R R N Y 28 LeAH B - 7T 45 25 B o FHIA (A Lucene
BEIIEG G 2408 B BB 012 A 745 B e R R R B R R FoThy
BREREIE

#3 H SZERF uni-gram i bi-gram Bz %45 5%
Fiaa | FVEWEHDOBEY v\ TEDER
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F V) EIFEENIWEIEDIORFEEIRE 719 N\ 717 E
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3.2 HEEEEEE

KA E SRR 635 = A EN A FRYLR _E IR LR L ENEE R H
TehE - HETHEENRE  HI - B REAHES R AMEEER H S
T H AR o A FRV4R ERIEE A PrdiEEnv4s RS 1A - R R
T Google Translation[18] ~ Yahoo Babel Fish[19] % Excite[20]=FE A [E]AJ45_FEEE L4085
SR ENEE A e Y HE -

FEEERT - I FAOER B G 2 S BT SRR 223 3 Topics) it
SHH » LGSR T BRSSP A I L BRRA - SR MRS T
HaSRET TSR - % 4 FIHTEHELE AR LB A0S IR 2 HORIRE - RN
N TR AT - IS ELSER - Ty AT A 2 -

SPHREL T — AT 728 T DU S L R 0 A PRI - e el A Ay
SCPFRER XML TSR » BB XML SO B MIRrAES I - B 53 71
EEEIBEEAG: - FHEM P AERIRRAS T, - BN T LA ERE IG5 5 - TR
SHENHEEREE HIML tag - (AR PTF A3 HTML tag - 53545 HTML tag %
it - R ARG

G5 P S R B S T 2338 - 49 RI% Google Translation « Yahoo 4
I ~ £ Excite 4 LEREE - HRINEIT

Google Translation fit— (B4 2145 F-ERRB4EIS - ROCSTBB A IENE - Heb s
(5 P B H SCATBIRIRTS - Google 4 B AGTA RN EM BB AGAINEE - IR
RIS - R T E LB BB - S (B -

®4  EHFEASG EREE R A IR

Sl Y Sa N s e PEERET A
<TOPIC> HEE RN Tag ALE
<TOPIC-ID> 100 </ TOPIC-ID> KIEHE

PB <TITLE> sound transmission in mobile communications
processing system </ TITLE>

<TOPIC-ID> 101 </ TOPIC-ID> Tag WA ZERIVZE L
<TITLE> Artificial boundary-derived lipids and proteins and
biological hybrid by RIPOSOMUWAKUCHIN </ TITLE>
<topic-id>100</h Ev 7-1ID %> Tag B L FH MR T
<title> dtmf (7" 27 /L b —> <)V F FEED 2220550% - 8
FIBES AT L</F A ML>

A. B hepatitis, <br> B. genetic engineering techniques, <br> C. | fH[EIAV45 R e g I—LEAR

vaccine, vaccination WPAELRY Html Tag
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H /B33 IR H S g
WEEERE | AL N T Y e AT | EEEH] /
Herbert von Karajan Air traffic control
Google BIEE | AL\ )L N7+ AHTY Y/ Mz &S /
Herbert von Karajan Air traffic control
Yahoo #z¥ | /\—/3— [ 7 + > Karajan / Mz &S /
[heruberuto] phone Karajan Flight control

TEEMFAH L > Google Translation ¥A B %458 ~ A% ~ flirsE S HVENEE A H
Frauitn 7 » IR E R (Wikipedia ) a5 15— (] A\ 4 BB 345 SR MEERER
FELERER EAH ST SR B~ L X)L b« 7 4>« #7174 > ~ Herbert von
Karajan > F{{sH F Google ElZ2AV4E 5 B~ /)L ~N)L N 7 + > A 7 4 > ~Herbert von Karajan
ifi Yahoo ElE2AY45 5 B/ \—/3— N 77 + > Karajan ~ [heruberuto] phone Karajan » EH45 5
WS

Yahoo EifzAdukfE (1 2 BUSE 2 AUENE: - E2PRM Alta Vista Hl Systran & {FHE{(HEHTE]
2%k " Babel Fish  » Yahoo [HA4Euh{H FIAYENREAESEL Babel Fish 24 [EHIEAMT - i
HARFRBEISE ~ i~ AR SRR AR - ERRY s M (A s ET A R (0t 0 AH 8l
FYZHRE - FRMIEEFE(E A Yahoo BHRE(ERTRMTASAVH th—TEEIRE A4 -
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U 2 BONAEBRE H SO HERE (5 IRV 4R _ERIRRAE0S - NI AR R Hoop —TEAVENRE &

3.3

RGBT NP P B E TIPC F3 350 ¢

(1) BRI RIS

(2) fs£H Topics (Query)#E{THRE

(3) EEPEEHUH > AT 3000 {73 F A 52453 M HUH ¥ € > TPC code

(4) BEE=15%] IPC code 43 I N5 ETE Score

Score(IPC)=% (B A SR Query FYAHUE 53850

B0 - fEfm R EE SR TR HUH Y Top 300087524 » & & “A61B_5_02" E({lE IPC
code Wy B F| = 4 4 9% 9 5l K  PATENT-US-GRT-2000-06152884
PATENT-US-GRT-1993-05181521£: PATENT-US-GRT-1998-05772600 - ¥%f}* Query {4

L Sy 845 H1 F21.264 ~ 17.724, ~ 20.125 5 HIJ =
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Score (A61B_5 02)=21.264 + 17.724 + 20.125 = 59.113
(5) RBES SEHFEH IPC codes
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ERERAFZERA NTCIR 275 F4E (Document Sets)Eil 268 (Topics) » &
& 1993 421 2002 Y Unexamined Japanese patent applications~ USPTO patent data-
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fF - 32 6 RiE s ENEEFMEFEFSE -

BAPIEEF Lucene FENSUAFEIVERS| > HIHY HSCHY S EEERE PR H 58 5E 209 EUC
AT S RGE A BN ZR S [ RS EE A=AV TRE - FHFY Lucene S2#% UTF-8
w5720 > BT ATRITRIFT A HY H SO SR A TR EUC SmifbEin UTE-8 4Rt -
EEREEEERTSR - R TEUE S PR bi-gram WYETEEIRREE - 2 N AR(EH Lucene 2
VRS E - BISERS ER o AT LA Lucene fRELHVRRRIIGER R ERL -

2= 7 By A H SCE RIS R TL R 5 [T EHIR R TS EE R/ > 37 8
T B S B A SR R TR S BT E RIS S R ET G A A AN » BRI S [ H Arfs A%
25 By * Pentium 4 2.66GHz » CiERa A/INEy 1GB @ {E2 4% By Microsoft Windows XP e

% 6 NTCIR-7 WIS {8 E

=l = SRS 7S& (MB)
H 332,918 312
NTCIR-1 —
L 187,080 218
H 403,240 600
NTCIR-2 —
Vg 134,978 200
Unexamined Japanese
* , p, H 3,496,252 96,768
patent applications
Patent Abstracts of .
v 2,543,488 4,102
Japan
USPTO patent data FL3L 1,315,470 53,351
%7 NTCIR-7 By H S SRS |
2l BaGE term # & Index Z & Index ¢ fH]
NTCIR-1 332,918 1,596,747 312 MB 6.98 /NI
NTCIR-2 403,240 2,021,914 710 MB 9.56 /NI
Unexamined
Japanese patent | 3,496,253 7,596,840 46,445 MB 308.08 /)NiF
applications
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Patent Abstracts
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USPTO patent
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O REEEIRI TR, BB B H S T
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)~ fZEAINEAL (TITLE ~ ABSTRACT - Free Text) ~ MiZR4EEAVERER » Bk
B ZRAE R

[ patent Retrieval System By Tsy 2008

[E i AR [Pt EiENE R
O O |
O O O
O O O
O O |
O O |
O O O
i)
EEREE ¢ bzl BT ESE RS
4 @) TIILE
O ABSTRACT
BFUZZEF ¢ ] Unesmined. Jopaness patent applications [_] Patent ithstracts of Japan [] USPTO patent data ) FREE Text
WEENER ¢ -
-,
SERFEEHR

360



[ Patent Retrieval System By Tsy 2008 jm

- 0%
o e e [ Lt e
TCEIC-ID TITLE ABSTRACT -] OE“*
» 300 Amionic Living F.. | Recent few years g :fgz
201 Amionic Living P... | Anione polymexi.. )
302 Anionic Living P... | The snionic paly...
303 Synthesis of End-... Recently we have . |
EgéHiEs Googl: HERATER Yahoo FEFANES escite FIEANER
TOFIC-ID 300 Bnu 0 |30 [0 =10
TITLE Anianic Living Polymenize)  Ja4 A 2 BE/T—2UE 2] [] SMTEnOL—FNEBA 1) [ |[RESTE I THRDE ||
ABSTRACT Reoent few years we have | | BRI Tl SOVER. =) [ BABERERC CH-40 o) [ |BFERBEE B bh |
O O O
O O O
O O O
- e Vahor
FEERTER | | AEER T T Tonske
H
EEEEEE ¢ EBRITH - WAk ma]kyls.lylemlemm e 5k Vot~ mn]kylsdylnxwmy%ﬂ%v/k ABSTRACT"HIE [A!
L HREDT FohED 2 F L EEE 4p ML 7‘1‘(&_%%%:.?313‘ R
polymers Here w4 27 57 &;u}iﬁ‘aﬁ:’;:f)w;m?za’@\mmkctammuypolymmeal ] F'ﬁ?
T 1 O TITLE ) ABSTRACT () FREE Text %}9
AR BiEhcoR | A112M67Relt » FEET: Top 3000 &
ACCH Seore topicid |
) PATENT-JA-UPA-1904-104169  |64575830504953 300
PATENT-IA-UPA-1996-081640  |6.31046434B64400 300
PATENTJA-UPA-1005-060070  |6.34525779856230 300
PATENT-JA-TIPA-1093-186586 £.23189707624046 300
i P AR H SCER S5 2 #
6 i BUH &%
[ Patent Retricval System By Tsy 2008 = X
e o tbene) ] (1o | e
TOFIC-ID TITLE ABSTRACT | gfg*
IS ] Anionie LivingP... Revent few years . o ?@:
301 Jpiomic Living P... | Anionic polymeri :
302 Anionic Living P... | The enionic poly.
302 Synthesis of End-... [Recently we have .. v
st Googls FREIER Fahoo FREAIER excits BREATIAR
TOPIC-ID 300 500 0 [0 SIED =0
TITLE Amionie Living Folymerize [Baf # 2 E/ v—& U |2 ] [SLICEmOT—5)liSh - || REShoC TR 2] O
ABSTRACT Recent few years we have Wﬁh?ﬁ'%lﬂ RITMEWER T Efn-b ] [ [BFRRRN  Basn |
O O O
O O O
O O O

&
EEEE ¢ [ERBIAN - B Al t[mlky]s:lyl enol elhers —trialloylsilylooyeinyl z-ﬂuk I PATEIE RS
L AREDT b hiE D 2T AR V‘f}]#xﬂlfu Vgﬂzi EaEahid
polymers Hered &£ B4 570 iCEEAY LY — T v 2 7 2t 5 M) k:k’iamﬂmaﬂypnlymertzed B O TITLE
® ABSTRACT
BIFUZZF ¢ (] Unexamined Japansse patent applications [ ] Patent Abstracts of Japan [ ] USPTO patent data O FREE Text
WFEOER © TR | AH2270387Result » (ERAT Topl000
ACCH Seore tpicid |
» PATENT-JA-UPA-1994-104189 0.34724780112806 300 ABSTRACT B [6!
PATENT-IA-UPA-1996-081640 9.14817675348143 300 ;E
e
FATENT-TA-URA-1995-060070 0430413763331 300 %g
PATENT-JA-UPA-1993-186586 9.02696885166552 300 B
5 ]

& 7 H AR ISCEA S 2wl

HINZE A B RIS - BT RANESRALN - A0 A A HYHE BE i
fir » RGBS ERZEGRG: - IR E 2R (recall) REER
(precision) [11] > FTLAFRMIERET 47 0F - 2B a9 AR R IREN - [B 6
ol TS s A H SCBEASC S B e A S Bl - EEEN
*H B 4m5t By 300 B B - #EE{H A Excite 43 #4478 > (H/ ABSTRACT Rig R G
BRI A S A1 H SO » MvZ s By ABSTRACT » 4558~ 1000 & »
B search R BB RAER - Hrp ACCN %Eﬂﬁiﬁfﬁﬁﬁ ~ Scroe By EE TR
T R H XX SRR G R T SCEAS M (ERHE &S HElE 5 - 3 EH SR
5% 1393 ~ Google 43 F#EE ~ TITLE FtaZZ {54 - Free Text %fﬁ?Tﬁﬁ{ﬂ HE BRI
BN R 1000 2 -

361



9 HXCEHERIE 1393 AR ER

J746 Query 11 Title S EHBOKEEDE U IADBIRICEE S 5 EK T HEER (2D
3) —BEKEEFER & RN —

R NEEES Vertical wall impervious soil permeability effects of the
containment tank experiment (3) - and subsequent laboratory
analysis permeable earth tank --

A Z:t 7 <DOC»<DOCHO>FATENT-PAT-G-HO8-222 165/ DOCHNO><TEXT»<PATDOC><JPPAT><3D0OBI LA=
TE/H\/ N 7E§\‘ Top 1 E/\j W’ﬁ "EM><E110>10057788</B110><B121>PATENT AESTRACTS OF

JAPAN</B121><B130>4</B130><E140>19980303</B140><B190>JP</B190><B210>08222 168
</BZ10><B220>19960823</B220><B511> EOLF  3/00 </B511><E512> GO1N
33/24 </B512><B541>EN</B541><E542>30IL TANE FCR
EXPERIMENT</B542><B711>KAJIMA CORP</B711><E721>IKEZOE
RAT3TII</BE721><B721>UEKI MUT3UO</B721><B7Z 1>NOMURA KEIGO</E7Z1><E721>TANAI
TATSURO</E721><B721>8HIRATI SHUNSUEE</EB7Z1></SDOEI><3DOALE
LA="E"><SEC><F>PROBLEM TO BE SOLVED: To constitute & soil tank in such a
mwanner that the tank is released from the nonuniformity of lower part
compression by an arch action, ete., that =and and soil are uniformly
compressed even if a tunnel, etc., are built in experiment s0il and that
the state in the actual sand and soil is ewbodied. </P><P>30LUTION: This
=0il tank iz formed with an upper cell 2, a middle cell 3 and a lower cell
4 by filws having flexibility and impervious property, has a means for
introducing pressure water from outside into the respective cells and has
a means for supporting the sand and so0il when the sand and s0il are sealed
into the middle cell 3. The structure to execute sSoil tank experiment in
the sand and soil sealed into the middle cell 3 by sealing the sand and
3011 into the middle cell 3 and introducing the pressure water into the
respective cells, i.e., the upper cell 2, the middle cell 3 and the lower
cell 4 is obtd. </P><P>COPYRIGHT: (C)1998, JPO</P></3EC></3DOAB><SDODR
LA="E"»><ENMI ID="00000001™ HE="0S3" WI="066" TI="AD"™
IMF="TIFF"™></EMI></SDODR></JPPAT></PATDOC </ TEXT></DOC>

9 Fyf#EFESC Topic 4R5%% 1393 £ TITLE #{E Query HIREH - 4 Google
Translation i [ SCHIEE Ry 5L > A SHOSCHEAS RIS RILMTHUT Top 1 HIPI AL
o 10 Jyfd A SC A AR e 305 0% » =fEL L EIEE 2R AE LR  DUEF Google
Translation By EREEHENE -

FHR AT ERTHEAVREAR - TMIE TR Z AR I EERROS RS » i 2R 4G
B R VRGN WRRT - TR -5 BIEE ek > A REREEIL
Rl o M EEEEEEE T - (EHNE DR ARSI 2t HER e R AR E
(Topics)ifiakatHy - fEENRRGT R L e AAS U EAVEERR > FRMTERAY 5 =Un] DU
iEEE (AR -

FRIZEH] 57 fH RS 2 H1HY International Patent Classification (IPC)#E{THEh574H »
HEERWE 1% BERRGEREIA IPC code WHILAEESY » BRIFZE 2 455 - 90E
TARSFEAESHTR » FEAPERELE

() FMARERLER

(2) EEFEENIA IPC code HYFEH

(3) HEITEEHIIANA IPC code

BFlEL A dm5E30009iE R 45 5% > IPC code HY5345H 570 R PAJ & USPTO » BEEEENTTIR
EEAENIA TPC code 12 AY4E S (2E9 ); Hr topicid FyfezE HHY4R4E ~ IPC &y IPC code ~
Score B8 ~ IPC-rank BJIEF -

362



* 10  HXCEISCORH - HICESEGRTE 305 AVRIEGR

ABIREARAET F2F YV v—0EF (VI ikt kLl Lw-w i
EFLT=A YV EYIFYRFLY ~KI)A YTV YDF S

Functionalized end of synthetic polymers VIII] [o-functional group to protect the

Google compound and ANIONRIBINGUPORISUCHIREN Hello, polyisoprene reaction
-[haro] chemical compound and the anionic living polystyrene which protect

Yahoo | the synthetic (viii) functional group of the polymer which possesses the
functional group in end, the reaction of the polyisoprene
w-hello the reaction of the compound, the anion living polystyrene, and

Excite | polyisoprene that protects synthesis VIII functional group of Polymer that has

the functional group in the end.

@ Patent Retrieval System =Results= By Tsy 2008
4 | [] 1C codesiiash ¢ BAIRUSEIOL  [v| [ #fT 3

LEH
WEAHE R ! EATEUEETO 2 EHﬂ%%Z]

A TPCRIE R

8  OETARSHEEM

@ Patent Retrieval System =Results: By Tsy 2003

|D:\Nm?\ﬁ?ﬂsmMLFﬂsom_nu_q [E] IPC codes3 3853, ¢
HERATER | 30003
ACCH Seore topicid o
»  PATENT-US-GR.. 100 300
PATENT-US-GR... |96.4358012104034 300
PATENT-US-GR... 9649578332001  |300
PATENT-US-GR... 9643573332901  |300

PATENT-UR-GR... |96.4957714080811 200
TAJPCRIER © HB7BEEATRE

[ TR R VER C

topicid IPC Seore IPC-rank rn-id E’
y  3m COEF_2_00 1637 791060805... |1 AINLP

300 BO1T_31_00 045 D6GE42TTOS . |2 AINLP

200 COEF_4_64 752370332336 |3 AINLP

300 COEF_8_00 7306361852208 . |4 AINLP

300 COEF 4 48 7378120437264 . |5 AINLP M
< i I

9  REREGEFRIIAIPC code Z &

363




i~ S

Rim e —1{E CPRS EiE=EH F k32 240 ( Cross-language Patent Retrieval
System ) HYZEHE - PRATE G R A [FIE S 1Y bi-gram 5[ J57% » i Lucene f5 [E iz
MBSV ERSCFEE (Document Sets) EBi#EHLE (Topics ) @ &S GRS B 241
FIFEEEER 7% BIRE BN DAENEE - FETERGER - I HEE (st
LB BRI EREE S BRI R 2% DA RS (RIEEA P EE A2 Y
International Patent Classification (IPC)734H » f5-2[MHEHAY >~ IPC 7335 -

H AT IHY 2478 AT LU B 555 B H SR B R AR ~ DR H SO R S SRR S B a7
i ER H SO ARSI RS 58 5 e 2 - (6 = ] DUBEE =R A RV BN 5 =R &
5 > ol H AT DB R R AR (i S BRI ER A » EITISRE S EARE -

EVE]
Rem LAY 5E R R H A NTCIR ( NACSIS Test Collections for IR ) $HEALEF| 74 -
PUR ZERE R B S e LG i 72 o L R I BT (i U 9e 48 B S 8% -

S75 3R

[1] WIPO, http://www.wipo.int/portal/index.html.
[2] STN International, http://www.stn-international.de.

[3] B*% & J14 &% & (% 89)i¢ * 453 » URL: http://newweb.tipo.gov.tw/ch/
MultiMedia_FileDownload.ashx?guid=5dc74ecb-4be5-42c7-ada2-dcd37ad908{b

[4] Ballesteros, L. and Croft, W.B. “Dictionary—based Methods for Cross-Lingual
Information Retrieval.” Proceedings of the 7" International DEXA Conference on
Database and Expert Systems Applications, 791-801, 1996.

[5] Yang, C.C. and LI, K.W. “Mining English/Chinese Parallel documents from the world
wide web”, Proceedings of the 11™ international World Wide Web Conference, Honolulu,
Hawaii, May, 188-192, 2002.

[6] Bian, G..W. and Chen H.H. “The Study of Query Translation and Document Translation in
a Cross-Language Information Retrieval System” Ph.D. Dissertation, National Taiwan
University, Taipei, Taiwan, 1999.

[7] Cheng, C.C.; Shue, R.J.; Lee, H.L.; Hsieh, S.Y.; Yeh, GC. and Bian, GW. “AINLP at
NTCIR-6: Evaluations for Multilingual and Cross-Lingual Information Retrieval”,
Proceedings of NTCIR-6 Workshop, Japan, 2007.

[8] Zhang, Y.; Vines, P. and Zobel, J. “Chinese OOV translation and post-translation query
expansion in chinese--english cross-lingual information retrieval”, ACM Transactions on
Asian Language Information Processing, Vol.4, No.2, June, 55-77, 2005.

[9] Shi, L. and Nie, J.Y. “Using Unigram and Bigram Language Models for Monolingual and
Cross-Language IR", Proceedings of NTCIR-6 Workshop, 2007.

364



[10] Makoto, I.; Atsushi, F. and Noriko, K. “Overview of Classification Subtask at NTCIR-6
Patent Retrieval Task”, Proceedings of NTCIR-6 Workshop, 2007.

[11] Fujii, A. “Integrating Content and Citation Information for the NTCIR-6 Patent Retrieval
Task”, Proceedings of NTCIR-6 Workshop, 2007.

[12] Mase, H. and Iwayama, M. “NTCIR-6 Patent Retrieval Experiments at Hitachi”,
Proceedings of NTCIR-6 Workshop, 2007.

[13] Tseng, Y.H. ; Tsai, C.Y. and Juang, D.W. “Invalidity Search for USPTO Patent
Documents Using Different Patent Surrogates”, Proceedings of NTCIR-6 Workshop,
2007.

[14] Lucene, http://lucene.apache.org/java/docs/index.html

[15] g e > P& pgvchdo A2 i ERCFFRFLE sALe
EN = N

[16] Kwok, K-L and Dinstl N. “NTCIR-6 Monolingual Chinese and English-Chinese Cross

Language Retrieval Experiments using PIRCS”, Proceedings of NTCIR-6 Workshop,
Japan, 2007.

[17] Su, C.Y.; Lin, T.C. and Wu, S.H. “Using Wikipedia to Translate OOV Term on MLIR”,
Japan, Proceedings of NTCIR-6 Workshop, 2007.

[18] Google Translation, http://www.google.com.tw/translate t
[19] Yahoo Babel Fish, http://babelfish.yahoo.com/

[20] Excite, http://www.excite.co.jp/world/english/

365



Generating Patterns for Extracting Chinese-Korean
Named Entity Translations from the Web

Chih-Hao Yeh', Wei-Chi Tsaif, Yu-Chun Wang?, Richard Tzong-Han Tsai'*

TDepartment of Computer Science and Engineering, Yuan Ze University, Taiwan
{Department of Electrical Engineering, National Taiwan Univeristy, Taiwan

*corresponding author

{s941539, s941537} @mail.yzu.edu.tw
195921024 @ntu.edu.tw
thtsai @saturn.cse.yzu.edu.tw

Abstract

One of the main difficulties in Chinese-Korean cross-language information retrieval is to trans-
late named entities (NE) in queries. Unlike common words, most NE’s are not found in bilin-
gual dictionaries. This paper presents a pattern-based method of finding NE translations online.
The most important feature of our system is that patterns are generated and weighed automati-
cally, saving considerable human effort. Our experimental data consists of 160 Chinese-Korean
NE pairs selected from Wikipedia in five domains. Our approach can achieve a very high MAP
of 0.84, which demonstrates our system’s practicability.
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1 Introduction

In recent years, South Korean’s entertainment industry has established itself as one of the most
important emerging markets on the planet. In 2006, South Korean programs on Chinese gov-
ernment TV networks accounted for more than all other foreign programs combined [1]. South
Korean actors such as Lee Young-ae (©] & o], ZHE), Bae Yong Joon (8] -85, ZEH{&), Rain,
and Song Hye Gyo (%3] 22, /REE) became very popular superstars in the great China area,
making text and multimedia information related to them turned hot. Such information is firstly
written or tagged in Korean. Unfortunately, most users in this area cannot directly specify
queries in Korean. Therefore, it is necessary to translate queries from Chinese to Korean for
Chinese-Korean (C-K) information retrieval systems. The main challenge involves translating
named entities (such as names of shows, movies and albums) because they are usually the main
concepts of queries.
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Named entity (NE) translation is a challenging task because, although there are many online
bilingual dictionaries, they usually lack domain specific words or NEs. Furthermore, new
NEs are emerged everyday, but bilingual dictionaries cannot update their contents frequently.
Therefore, it is necessary to construct a named entity translation (NET) system. In [2], the
authors romanized Chinese NEs and selected their English transliterations from English NEs
extracted from the Web by comparing their phonetic similarities with Chinese NEs. Yaser
Al-Onaizan [3] transliterated an NE in Arabic into several candidates in English and ranked
the candidates by comparing their counts in several English corpora. Chinese-Korean NET is
much more difficult than NET considered in previous works because a Chinese NE may not
have similar pronunciation to its Korean translation.

In this paper, we propose an effective pattern-based NET method which can achieve very
high accuracy. All patterns are automatically generated and weighed, saving considerable hu-
man effort.

2 Difficulties in Chinese-Korean Named Entity Translation

To translate an NE originated from Chinese into Korean, we begin by considering the two C-
K NET approaches. The older is based on the Sino-Korean pronunciation and the newer on
the Mandarin. For example,“Z " (Taiwan) used to be transliterated solely as “Tj] ¥}’ (Dae-
man). However, during the 1990s, transliteration based on Mandarin pronunciation became
more popular. Presently, the most common transliteration for “Z¥#” is “E} o] & (Ta-i-wan),
though the Sino- Korean-based “Tj] T} is still widely used. For Chinese personal names, both
ways are used. For example, the name of Chinese actor Jackie Chan (“E#E” Cheng-long) is
variously transliterated as “/J §”Seong-ryong (Sino-Korean) and “* 5 Cheong-rung (Man-
darin). Translating Chinese NEs by either method is a major challenge because each Chinese
character may correspond to several different Hangul characters or character sequences that
have similar pronunciations. This results in thousands of possible combinations of Hangul
characters (e.g., “HR &’ Zhang Shao-han can be transliterated to “7 A} 2 3}’ Jang-sa-o-han
or “ZFAEL 3} Jang-sya-o-han), making it very difficult to choose the most widely used one.

NEs originated from Japan may contain Hiraganas, Katakanas, or Kanjis. For each char-
acter type, J-C translation rules may be similar to or very different from J-K translation rules.
Some of these rules are based on Japanese pronunciation, while some are not. For NEs com-
posed of all Kanjis, their Chinese translations are generally exactly the same as their Kanji
written forms. In contrast, Japanese NEs are transliterated into Hangul characters. Take “/Ng
ffi—EF” (Koitsumi Junichiro) for example. Its Chinese translation “/NgE#fi—E[™ is exactly the
same as its Kanji written form, while its pronunciation (Xiao-quan Chun-yi-lang) is very differ-
ent from its Japanese pronunciation. This is different from its Korean translation, “3l ©] = 1]
0] %] 2 (Ko-i-jeu-mi Jun-i-chi-ro). In this example, we can see that, because the translation
rules in Chinese and Korean are different, it is ineffective to utilize phonetic similarity to find
the Korean translation equivalent to the Chinese translation.

3 Pattern-Based Named Entity Translation

In this section, we describe our C-K NET method for dealing with the problems described
in Section 2. We observed that an NE and its translation may co-exist in a sentence. Such
sentences may have structural similarity. For example, for “Z=BH{#" and its Korean translation
“o] T Hl” the following sentences both contain the structure “NE ( translation )”:
“2007'd 129199 ¥+ ZHHH (o] Wul ) 1 o] Al o] ALA
NE

translation
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“ ZHE (o)W ) thEH T e o n e AA”
NE translation
These local structures can be treated as surface patterns. In previous work, [4] employ five
hand-crafted patterns to extract NE translations. However, it is time-consuming to manually
create most patterns. Therefore, we aim to develop an approach that learns patterns automati-
cally.

3.1 Learning Translation Patterns

To generate translation patterns (TP), we need to prepare sentences containing at least one
Chinese NE and its Korean translation. For each pair of sentences = and y, we apply the
Smith-Waterman local alignment algorithm [5] to find the longest common string. During the
alignment process, positions where = and y share the same word are counted as a match. z’s
ith character and y’s jth character are denoted as z; and y;, respectively. The algorithm firstly
constructs an |x| x |y| matrix S. Each element .S; ; represents the similarity score of an optimal
local alignment ending at x; and y;, which can be calculated by the following formula:

0
. Si—1j-1+ s(xi, y5)
S;j = max S, —d ;
Si,jfl —d

where s(z;, y;) is the similarity function of x; and y;; d is the gap penalty. After S are calculated,
we backtrack from the optimal element to generate the output TP 7. 7 is initialed to be empty.
The backtracking process iterates as follows. Suppose the current element is .S;;, our algorithm
selects the largest one from {S;_1 ;_1, S; j_1, Si—1 } as the next element. If S;_; ;_; is selected,
that is, x;_; and y;_ are identical, z;_; will be attached in front of 7. If either S; ;_; or S;_; ;
are selected, a wild card will be attached in front of 7. This process stops until it arrives at the
first zero-valued element and 7 is output.

The following is an example of a pair of sentences that contains “& Z&JH” (Jerry Yen) and

its Korean translation, “% <" (Eon Seung-uk) :

o Thutul-¢ A= (FAME) LK.
o H-> ASS(FAME) ] H AL AZol Fotar At
After alignment, the pattern is generated as:
B¢~ <Korean NE slot>(<Chinese NE slot>)

This pattern generation process is repeated for each NE-translation pair.

3.2 Weighting Translation Patterns

After learning the patterns, we have to filter out some ineffective patterns and determine each
TP’s weight for ranking translation candidates. Each TP 7 is evaluated by employing it to
extract all possible Korean translations for each training-set NE e in from the sentences used
to generate 7. In extracting e’s translations, 7’s <Chinese NE slot> is replaced with e. 7’s
extraction F-score over all training-set NEs is treated as its weight and calculated as follows:

# of correctly extracted translations

Precision = -
# numbers of extracted translations
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# of correctly extracted translations
Recall =

# of correct translations

2 - Precision - Recall
F-score =

Precision + Recall

3.3 Extracting and Ranking Translation Candidates

To find a Chinese NE’s Korean translation, we can apply the TPs to extract possible Korean
translations. For the given input Chinese NE e, our system sends e to AltaVista and limits the
result pages to Chinese and Korean. The snippets are collected and break them into sentences.
Only the sentences containing e are retained.

We then use all C-K TPs, whose <Chinese NE slot> are replaced with e, to match the
retained sentences. The strings matched by <Korean NE slot> are extracted as e’s translation
candidates. Each candidate c is scored by summing up the weights of TPs extracting c. This
score is used to rank all candidates.

4 [Evaluation and analysis

In this section, we conduct an experiment to evaluate our pattern-based C-K NET system on
different NE types.

4.1 Data Sets

In this section, we illustrate how to prepare the experimental data for learning and testing
TPs. As mentioned in Section 3, TP learning requires sentences containing a Chinese NE
and its Korean translation.To prepare them, we firstly collect a list of NEs in Chinese, which
comprises of 120 NEs originated in Chinese such as 5 (Jerry Yan) and E7&{& (Jay Chou)
as well as NEs originated in Korea such as £ B {& (Bae Young-Jun) and 5R#fH. (Jang Na-Ra).
These NEs are divided into five types based on its Wikipedia page’s categorization, including
person, location, organization, architecture, and others. Secondly, to acquire these NEs’ Korean
translation, each NE is sent to the Chinese Wikipedia, and the title of the matched article’s
Korean version is treated as the NE’s translation in Korean. Thirdly, each NE and its Korean

=

translation are attached in a query and then the query is sent to AltaVista. For instance, “&
f8” (Jerry Yan) and its Korean translation “$1<<-"" are used to produce a query “+5 & fH +<1
%=". The returned snippets in the top 20 pages are split into sentences. Only the sentences
that contain at least one NE and its Korean translation are retained in the test set.

The preparation of test data is similar to that of training data. 40 NEs (other than the 120
training NEs) are collected from the Wikipedia. The distribution among the five categories are
exactly the same as that of the training NEs. Then, each NE is directly sent to Altavista. The
returned snippets in the top 20 pages are split into sentences. Only the sentences that contain

the NE are retained.

4.2 Evaluation Methodology

We use the Mean Average Precision (MAP) [6] and Top-1 Precision at the Top-1 to measure
our NET system’s performance. For evaluating the performance of translating each NE, we
can calculate the average precision (AP), which is the average of precisions computed after
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Table 1: Evaluation Results

NE Type MAP  Top-1 Precision

Location 0.7854 0.8571
Person 0.9458 1.0000
Organization 0.8333 0.6667
Architecture 0.7736 0.8333
Others 0.8702 0.7500
All 0.8402 0.8500

truncating the list after each of the correct translations in turn:

ap S (P(r) X rell(r)
~ number of correct translations’

where r is the rank, N the number of extracted candidates, rel() a binary function on the
correctness of a given rank, and P() precision at a given cut-off rank. For evaluating the
performance of translating all NEs, we can calculate the mean average precision (MAP), which
is mean value of all the average precisions. Top-1 precision, used for evaluating the quality of
our system’s Top-1 candidates, is computed as the ratio of numbers that the correct translation
is the top 1 candidate divided by the total number of NE queries.

For evaluating the translation result, our Korean expert manually checked if the candidates
are correct translations. A candidate is judged as correct regardless it is generated based on the
Sino-Korean or Mandarin pronunciation.

4.3 Evaluation Result

Table 1 shows the categorical and overall performance of our pattern-based NET method. The
results show that our method can achieve close to 0.85 in both metrics. The scores of translating
person names are even higher. Both metrics are over 0.9 and the Top-1 precision is equal to
1, that is, all the Top-1 candidates output by our system are correct. This indicates that our
system’s ranking for translation candidates is very accurate and can be further exploited in
other applications that incorporate our NET system.

5 Discussion

From the evaluation results, we find that our method can translate most Chinese NEs effectively.
However, there are still some cases dropping the performance. In the following subsections,
we discuss TP’s effectiveness and analyze error cases.

5.1 Effectiveness of Pattern-based NET

For most test NEs, our method can extract their correct translations and put them in the forepart
of the candidate list. For example, for “4:Z£EE” (Jin Tai-xi), the Top-1 candidate is “7] €} 3]~
(Kim Tae-Hee), which is exactly the correct translation. As mentioned in section 2, Korean
transliterates Chinese NEs according to their Sino-Korean or Mandarin pronunciation. Our
method can extract translations based on both methods. For example, for “3£4£” (Xie Chang-
ting), both the Sino-Korean transliteration “A} 77> (Sa-jang-jeong) as well as the Mandarin
transliterations such “A] ¥ (Sye-chang-ting), “Al] % ¥ (Se-chang-ting), and “A] o] = %+
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B)” (Si-e-cheu-ang-ting) are extracted. It shows that our method can extract most Chinese
NEs’ Korean translations regardless of how the Korean translations are generated.

5.2 Error Analysis

5.2.1 Relevant Terms

Our method may extract an NE’s relevant phrases in addition to its translations. For instance,
for “$ R E" (People First Party), both the correct translation “%] ¥ 5 (Chin-min-dang) and
the relevant phrase “% %] (Ssung Chu-ui, %2 ¥&, the chairman of People First Party) are
extracted. Although relevant phrases are not exact the translations, they might improve the per-
formance of some NET applications such as cross-language information retrieval (CLIR). This
is because the effect of adding relevant phrases in queries is similar to that of query expansion.

5.2.2 Different Phraseology in Chinese and Korean

Different phraseology in Chinese and Korean might make our NET method extract false pos-
itives. For example, the First Sino-Japanese War (1894—1895) is called Jiawu Zhanzheng (F
4B 5) by Chinese but is called Cheong-il-jeong-jaeng (i H B 5*) by Koreans. The Top-1
candidate output by our system is “7+ 2 A & (kap-o-jeon-jaeng), which is only annotated
for Koreans to understand its pronunciation. The most widely used Korean translations for the
First Sino-Japanese War is “ % & A A (Cheong-il-jeong-jaeng, & HES*). The other example
is the Chinese query ‘“JRi&E" (Lang-man-man-u), a Korean drama’s name. The Top-1 can-
didate is “%}F7H-$ (rang-man-man-u), which is the transliteration of the Chinese characters
“JRIEFE" based on the Mandarin pronunciation. However, the correct Korean translation
is “&3}-%2" (Full House), which is the transliteration based on the English pronunciation.
These two queries show that different phraseology may rank the incorrect translation candi-
dates higher. However, the correct translations, such as “% & A A” and “& 3}-$227, are also
extracted by our method. For some applications, such as CLIR, the inaccurate ranking does not
influence the performance a lot [7].

6 Conclusion

In this paper, we have demonstrated several advantages of our pattern-based NE translation
method. Our pattern-based method achieves higher recall because it extracts NE translations
from the Web, which contains most of human knowledge. Even translations of novel NEs can
be found. Second, our method can extract most translations for each NE. This feature makes
similar effects of query expansion and very helpful for cross-language information retrieval
because documents containing frequent or infrequent translations can be retrieved. Finally, the
high MAP over all five domains establishes our method’s generality.

In the future, we plan to apply our method to other language pairs. We also hope to ex-
tract not only the translations but also relevant information to them. We believe these new
features can be applied to other applications, such retrieving multimedia contents on the Web
2.0 platform whose tags are written in different languages from queries.
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