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Abstract

This paper explores the possibilities of using independent component
analysis (ICA) for features extraction that could be applied to word sense
induction. Two different methods for using the features derived by ICA are
introduced and results evaluated. Our goal in this paper is to observe whether
ICA based feature vectors can be efficiently used for word context encoding
and subsequently for clustering. We show that it is possible, further research
is, however, necessary to ascertain more reliable results.

1 Introduction

Word senses are known to be difficult to discriminate and even though discrete
definitions are usually sufficient for humans, they might pose problems for com-
puter systems. Word sense induction is a task in which we don’t know the word
sense as opposed to more popular word sense disambiguation.

Word sense can be analyzed by observing behaviour of words in text. In other
words, syntagmatic and paradigmatic characteristics of a word give us enough
information to describe all it’s senses, given that all it’s senses appear in the text.

Based on this assumption, many techniques for word sense induction have
been proposed. All are based on word co-occurrence statistics. There are two



strategies for creating the vectors that encode each word: global encoding strat-
egy, which encodes co-occurrence of word types with other word types and local
encoding strategy which encodes co-occurrence of word tokens with word types.
The global encoding strategy is more popular, because it provides more informa-
tion and does not suffer from data sparseness and most of the research has focused
on sense analysis of words of different forms, i.e. on phenomena like synonymy
etc. However, by encoding word types, we naturally merge all the possible sense
distinctions hidden in word’s context, i.e. context of a token. For more details cf.
(3; 11; 10).

Problem of high dimensionality that would be computationally restricting, us
usually solved by one of several methods: principal component analysis (PCA),
singular value decomposition (SVD) and random projection (RP) and latent se-
mantic analysis, also known as latent semantic indexing is a special application of
dimensionality reduction where both SVD and PCA can be used. See (1; 2) for
overview and critical analysis.

The classical approach to word context analysis is a vector space model, which
uses simple the whole co-occurrence vectors when measuring word similarity.
This approach also suffers from a problem similar to data sparseness, i.e. the sim-
ilarity of words is based on word forms and therefore fails in case where synonym
rather than similar word form is used in the vector encoding (11; 10).

Major problem with the classical simple vector space model approach is the
superficial nature the information provided by mere co-occurrence frequency, which
can only account for seen variables. One of the most popular approaches to word
context analysis, latent semantic analysis (LSA), can improve this limitation, by
creating a latent semantic space using SVD performed on word by document ma-
trix. Frequency of occurrence of each word in a document represents each entry
w;; in the matrix, thus, the whole document serves as a context. Document is,
naturally, some sort of meaningful portion of text. SVD then decomposes the
original matrix into three matrices: word by concept matrix, concept by concept
matrix and concept by document matrix. The results produced by LSA are, how-
ever, difficult to understand for humans (9), i.e. there is no way of explaining their
meaning.

2 ICA

Independent component analysis (ICA) (7) is a statistical method that takes into
account high order statistical dependencies. It can be compared to PCA in the
sense that both are related to factor analysis, but PCA uses only second-order
statistics, assuming Gaussian distribution, while ICA can only be performed on
non-Gaussian data (6). Comparison with SVD is provided by (12) on word context



analysis task.

ICA is capable of finding emergent linguistic knowledge without predefined
categories as shown in (4; 5) and others.

As a method for feature extraction/dimensionality reduction it provides results
that are approachable by humans reader. Major advantage of ICA is that it looks
for factors that are statistically independent, therefore it is able find important
representation for multivariate data.

ICA can be defined in a matrix form as x = As where s = (51, 52, ..., 5,)7
represents the independent variables, components, and the original data is repre-
sented by x = (21,23, ..., 7,), which can be decomposed into s x A, where A
is an X n square mixing-matrix.

Both the mixing-matrix A and independent components s are learning by un-
supervised process from the observed data x. For more rigorous explanation see
().

We have used FastICA algorithm as implemented in R language'.

3 Data collection

The context matrix has been constructed from words from Sinica Corpus of a
frequency higher than 150. This restriction yielded 5969 word types. We have
chosen this limited lexicon to lower the complexity of the task.

The whole corpus was stripped from everything but all words whose word
class tag started with N, V, A or D. This means that our data consisted of nouns
(N, including pronouns), verbs (V), adjectives (A) and adverbs (D) 2.

Then we collected co-occurrence statistics for all words from window of 4
preceding and 4 following words, but only if these were within a sentence. We
defined sentence simply as a string of words delimited by ideographic full-stop,
comma, exclamation and question mark (°, >, ! and ?). In case of context
being shorter than 4 words, the remaining slots were substituted by zero indicating
no data available.

We have normalized the data by taking log of each data point a;; in context
matrix. Since this is a sparse matrix and lot of data points are zero, one has been
added to each data point.

After the extraction of the independent components, we have encoded contexts
of word tokens for each word type selected for analysis using these independent
components. Thus we are able to provide reliable encoding for words, which is
based on global properties. Note that there is no need to pursue orthogonality of
different word types that are sometimes required in the context encoding. The

Thttp://www.stats.ox.ac.uk/ marchini/software.html
2For complete list see: http://wordsketch.ling.sinica.edu.tw/gigaword_pos_tags.html



similarities between different word types are based on the strength of independent
components for each word type and therefore much better results of similarity
measure can be expected than one would get from binary random encoding as
introduced in (8).

We could experiment with several strategies to context matrix construction:
different word classes in the context and different sizes of feature vectors. Con-
text in our experiments is defined by four words that precede and four words
that follow each keyword. Then we study the feature similarities across different
words. To aid the analysis, a hierarchical clustering is used to determine closeness
of relation among feature vectors of specified dimension. This step is to find most
reliable feature vector dimension for subsequent experiments. As mentioned be-
fore, the features can be traced back and their nature determined, i.e. they can be
labelled.

Due to the time constraints, we have predetermined feature vector size before-
hand. We’ve extracted 100 and 1000 independent components and used them in
two separate experiments.

Having determined the size of feature vectors, we use original word contexts
for each word token and encode the context using these vectors. That means that
each word in the context of particular keyword is replaced by it’s respective feature
vector, a vector of quantified relations to each of the independent components that
has been extracted by ICA from the global co-occurrence matrix.

We than use maximum-linkage hierarchical clustering to find related words
and based on the features present in the vectors we determine their characteristics
that will provide clues to their word senses.

4 Results

We ran two experiments, one with 100 independent components and the second
with 1000 components. For the experiment we have manually selected 9 words,
which we expected to be easier to analyze. We have, however, failed to find in
Chinese word that would allow for such obvious sense distinctions as English
plant,palm, bank etc. Such words are typically used in word sense related task
to test the new algorithms. The failure to find words that would have similarly
clear-cut sense distinctions, might have influenced our initial results. The words
we have selected are (number in bracket indicates the number of senses according
to Chinese Wordnet)*: LB (3), [ (2), IBFR(Q), LIk (), TEFF(2), B (2), &
HQ2), & T(2), KRG).

3http://cwn.ling.sinica.edu.tw




4.1 Independent components

When ICA algorithm retrieves the specified number of independent components,
each of them can be labelled by creating a descending list of those words that are
most responsive for each of the components (5; 4). Only the most responsive word
could be assigned to each of the components as a label, but this way we would not
be able to determine characteristics of the components with sufficient clarity. As
we will see, even listing several items from the top of the list of the most respon-
sive words, won’t always provide clear explanation of the nature of the component
in question. This is due to the fact that the independent components are not yet
very well understood, that it is not yet entirely obvious how the components are
created (5).

Bellow are few examples independent components and labels assigned to each
of them. We list up to 20 most responsive words for each component to provide
information for human judgment. These are examples from the 100 independent
components experiment. For future research, perhaps an automatic way of deter-
mining different number of labels required to explain each independent compo-
nent might be proposed using time series analysis, but for that, more research has
to be provided to better understand the nature of independent components in order
to justify such step.

First ten independent components can be seen in 1. As we can see, indepen-
dent components cannot we regarded as synsets as known in WordNet, since they
clearly contain words from multiple classes. We can perhaps call them colloca-
tion sets, colsets. But this term will have to be revised based on the subsequent
research on the nature of independent components.

Table 4.1 shows an example how a particular word type is encoded. The inde-
pendent components in this example are are sorted by the most important features.
We can see how the encoding in Table 4.1 contrasts with Table 4.1, which shows

ten least salient features for word type yuyan 38 5 .

4.2 Sense clustering

We have used maximum-linkage hierarchical algorithm from Pycluster package*
to cluster word token contexts. The use of hierarchical clustering is motivated by
the attempt to provide gradual sense analysis where subsenses could be identified
within partial senses.

Our goal in this paper is to observe whether ICA based feature vectors can
be efficiently used for word context encoding and subsequently for clustering.
Clustering results were evaluated by native speaker with linguistics knowledge,
who labelled all the sentences according to Chinese Wordnet and in this paper,

“http://bonsai.ims.u-tokyo.ac.jp/ mdehoon/software/cluster/software.htm



Label IC | Responsive words (descending order)

TIME 0 | FFfE] 28 H /NRF K B oF 56i I E i 1z B2
WA AN B 2% TR R
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’éﬁ'J B B 0 I PR
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B3l

e
T BB R MR e D @R REF AR I
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COMPETITION 9

ET IE W EE PR SRR L
StHF HE e EEF 5T KA B E
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=

PRODUCTION 10

HERE SO 36 B B LR 2E S B A
PRI AR T R BPEE ALER JRORE AR BHER
TRX
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ﬁ W T e Ak BRE EE B ILE
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Table 1: Independent components: 100 IC set, first 10 IC



Feature strength Responsive words (descending order)
7.55055952072 | Fi F H% S OH B AR EE G FRE K
O BEE S S By A ﬂ?‘”Eﬁﬂ
6.93665552139 | 4 E-?ﬁ“ H F EE TRk UL JaFF 3B S A
% ER BE B ANFE ST B IR i
@?‘uu Eﬁ"’i =5

6.20834875107 | #( & BN Bl HE B BT R
ifi /J\ I—JEF‘ B2 7T MNAIR B RXEH
B HRlE L

3.42819428444 | 4t 75 3 M PR T I 0z IR BB & AR A
ACHE R E B 3 I_J FHE —&

3.34706568718 | MW'E E & A 7J<f‘@ B FEA %@ b=
{liﬁ 3;23% o 3E 2 RS ORI RS R ER =
% R

Table 2: Partial example of encoded word #EE (five most salient features)

Feature strength Responsive words (descending order)
0.157807931304 | HI55 FiE FER ™5 T BUS 1EFE (&1
R ITA T REER LT 2E BT
B2 BE
0.157353967428 | T g ANF] Blgt £ BE F 950 Hi A%
FE RN S EE BB EHE —T 55
it g
0.152415782213 | #£ JLH =H £H JsH —H LA WA —H
+-HAE+tHRE/\AZE+—HK—HA
1k +HH
0.0953392237425 | 1R & JEH MHE B8 K tt%c [ s T
R 15 AP S5 8 —Bh Ak A sk H
0.0753756538033 | y&EF [V W= EE) JE T3 RIFE 2F o
A e e EE B kA B Ik
B R 2R

Table 3: Partial example of encoded word £& & (five least salient features)



JEH 1C10 JEH 1C'1000
Cluster \ Sense \ Count Cluster \ Sense \ Count
0 5 0 1
a 1 28 a 1 0
0 0 6
b 1 1 b 1 30

Table 4: Results for word JE#R

FEZE 1100 FEZE (71000
Cluster \ Sense \ Count Cluster \ Sense \ Count
. 0 9 . 0 0

1 1 1 1
0 1 0 9
b 1 8 b 1 9

Table 5: Results for word & &t

number of sense were also determined this way. Then we have assigned sense
label to each cluster according to most prevalent sense in the cluster.

For example, word fangui JB#1 has two sense in Chinese Wordnet. We cut the
tree produced by hierarchical clustering algorithm into two and our expectation is
that word tokens manually labelled as sense 1 will be in one of the clusters and
word tokens labelled as sense 2 will be in the other. Naturally some incorrect clas-
sifications can be expected as well and therefore we assign sense label according
to the label most frequent in the particular cluster. In case we get both clusters
labelled the same, the sense induction has failed.

In this experiment we have not pursued correct classification of all the words,
therefore we leave the evaluation of those results out.

For reference we include tables with results of several words.

RYRR 1CT0 795k 1000
Cluster \ Sense \ Count Cluster \ Sense \ Count
0 22 0 1
‘ 1 67 a 1 0
0 ! o] 21
b 1 12 b 1 30

Table 6: Results for word & &t



[_I_IEE 10100

UJEE [CIOOO

Cluster | Sense | Count

Cluster | Sense | Count

0 39 0 32
a 1 21 a 1 39
2 11 2 9
0 7 0 0
b 1 10 b 1 3
2 0 2 0
0 2 0 5
c 1 1 c 1 2
2 0 2 1

Table 7: Results for word & &t

Word

IC100

IC1000

LLIEH
e
1B
EX i
A
BT
KR

)

S oo = O~ O

O = O = m e=m e OO

Table 8: Overall results




5 Conclusion

The major advantage of our approach is that it uses global characteristics of words
based on their co-occurrence with other words in the language, which are then
applied to derive local encoding of word context. Thus we retrieve reliable char-
acteristics of word’s behaviour in the language and don’t loose the word sense
information, which allows us to analyze semantic characteristics of similar word
forms.

Our current results are not very satisfying. I can be observed, however, from
Table8 that increased number improves the sense induction considerably. We will
pursue this track in our subsequent research. On the other hand, this result is not
surprising. Considering the nature of independent components, which are rather
symbolic features similar to synonymic sets, synsets, or rather collocation sets,
collsets, it can be expected that much larger number of these components would
be required to encode semantic information.

6 Future work

With manually semantically tagged word tokens we will try to automatically esti-
mate the sufficient number of independent components that would improve preci-
sion of sense clustering.

Another approach we intend to try is to add feature vectors of all the context
words and cluster the resulting vectors. This approach should emphasize more
important features in given contexts.

We will also do more carefull preprocessing and also apply dimensionality
reduction (typically done by PCA) before running ICA as has been done in some
of the previous studies.
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