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A Chinese Term Clustering Mechanism for Generating

Semantic Concepts of a News Ontology
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Abstract

In order to efficiently manage and use knowledge, ontology technologies are
widely applied to various kinds of domain knowledge. This paper proposes a
Chinese term clustering mechanism for generating semantic concepts of a news
ontology. We utilize the parallel fuzzy inference mechanism to infer the conceptual
resonance strength of a Chinese term pair. There are four input fuzzy variables,
consisting of a Part-of-Speech (POS) fuzzy variable, Term Vocabulary (TV) fuzzy
variable, Term Association (TA) fuzzy variable, and Common Term Association
(CTA) fuzzy variable, and one output fuzzy variable, the Conceptual Resonance
Strength (CRS), in the mechanism. In addition, the CKIP tool is used in Chinese
natural language processing tasks, including POS tagging, refining tagging, and
stop word filtering. The fuzzy compatibility relation approach to the semantic
concept clustering is also proposed. Simulation results show that our approach can
effectively cluster Chinese terms to generate the semantic concepts of a news

ontology.

Keywords: Ontology, Chinese Natural Language Processing, Fuzzy Inference,
Feature Selection, Concept Clustering

1. Introduction

An ontology is an explicit, machine-readable specification of a shared conceptualization
[Studer et al. 1998]. It is an essential element in many applications, including agent systems,
knowledge management systems, and e-commerce platforms. It can help generate natural
language, integrate intelligent information, provide semantic-based access to the Internet, and
extract information from texts [Gomez-Perez et al. 2002] [Fensel 2002] [Schreiber et al. 2001].
Soo et al. [2001] considered an ontology to be a collection of key concepts and their

inter-relationships, collectively providing an abstract view of an application domain. With the
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support of an ontology, a user and a system can communicate with each other through their
shared and common understanding of a domain. M. MissiKoff et al. [2002] proposed an
integrated approach to web ontology learning and engineering that can build and access a
domain ontology for intelligent information integration within a virtual user community. The
proposed approach involves automatic concept learning, machine-supported concept
validation, and management. Embley et al. [1998] presented a method of extracting
information from unstructured documents based on an ontology. Alani et al. [2003] proposed
the Artequakt, which automatically extracts knowledge about artists from the Web based on a
domain ontology. It can generate biographies that are tailored to a user’s interests and
requirements. Navigli et al. [2003] proposed OntoLearn with ontology learning capability to
extract relevant domain terms from a corpus of text. OntoSeek [Guarino et al. 1999] is a
system designed for content-based information retrieval. It combines an ontology-driven
content-matching mechanism with moderately expressive representation formalism. Lee et al.
[2004] proposed an ontology-based fuzzy event extraction agent for Chinese news
summarization. The summarization agent can generate a sentence set for each piece of

Chinese news.

In this paper, we propose a Chinese term clustering mechanism for generating the
semantic concepts of a news ontology. The parallel fuzzy inference mechanism is adopted to
infer the conceptual resonance strength for any two Chinese terms. The CKIP tool [Academia
Sinica 1993] is used in Chinese natural language processing, including POS tagging, refining
tagging, and stop word filtering. The remainder of this paper is structured as follows. Section
2 introduces the structure of the Chinese term clustering mechanism. Semantic concept
analysis for Chinese term clustering is presented in Section 3. Section 4 introduces the parallel
fuzzy inference mechanism for semantic concept generation. Section 5 presents experimental

results. Finally, some conclusions are drawn in Section 6.

2. The Structure of the Chinese Term Clustering Mechanism

An ontology is defined as a set of representational terms called concepts. The
inter-relationships among these concepts describe a target world. Here, we will briefly
describe the structure of the object-oriented ontology [Lee et al. 2003]. An object-oriented
ontology consists of several basic components: (1) Domain: The top layer of the ontology is
the name of the domain knowledge. In this study, an ontology was constructed for Chinese
news, so its domain name is Chinese news. (2) Category: The second layer contains the
categories of the domain ontology. Each category is composed of some concepts with various
inter-relationships. There are seven categories for our Chinese news ontology. They are
“Political” (Fﬂﬁf‘l,‘%%’h, “International” (1 [4]), “Finance” (571 I47%), “Cross-Strait” ([
B e &9, “Societal” (fﬁﬁi"ﬁ"’u), “Entertainment” (EIFI5L%%), and “Life” (% iﬁ%ﬁ'?iﬂ[l). 3)
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Concept Set: The Concept Set is composed of various concepts and relations. We treat each
concept in the ontology as a class, so the structure of the Concept Set can be treated as a class

diagram. Figure 1 shows an example for our Chinese Political news domain ontology [Lee et

al. 2003].

Semantic Concepts of a News Ontology
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Figure 1. The domain ontology for the news category “Political”

Jﬁl.“'. NE e ﬁﬂﬁﬁ 57




280 Chang-Shing Lee et al.

Part-of-speech Refining .
. 7 Tagger (CKIP) ] Tagger —> Stop Word Filter

"

Specific Domain
News

Parallel Fuzzy Inference Mechanism

: |

Data Mining Term Analyzer

Fuzzy Compatibility
Relation Approach
Semantic Concept Clustering !

Figure 2. The structure of the Chinese term clustering mechanism

In this section, we will propose a Chinese term clustering mechanism for generating the
semantic concepts of a news ontology. Figure 2 shows the structure of the Chinese term
clustering mechanism. Natural language processing technologies were utilized to deal with the
Chinese  news  that we  gathered from  the China  Times  website
(http://www.chinatimes.com.tw). Several technologies, including a part-of-speech tagger,
refining tagger, stop word filter, and term analyzer, were adopted for document pre-processing.
Chinese language processing tools, such as CKIP [Academia Sinica 1993], the Academia
Sinica Balanced Corpus, Segmentation Standard Dictionary [Academia Sinica 1998], and
Chinese Electronic Dictionary [Academia Sinica 1993] provided by Academia Sinica, were
used to deal with the Chinese news. In addition, the data mining technique and the concept
clustering approach based on the fuzzy compatibility relation were employed. We will briefly

describe these technologies in the following.

First, the CKIP is used to tag each word with its POS tag for the Chinese news. The
refining tagger then refers to the Academia Sinica Balanced Corpus and Chinese Electronic
Dictionary to refine the POS tags. With the aid of the corpus and the dictionary, we have
sufficient Chinese POS knowledge to analyze the features of the terms for semantic concept
clustering. The stop word filter is used to select terms with useful POS tags as candidate
features. Table 1 shows unmeaning tags as stop words. Then, the term analyzer analyzes the
term frequency of the news to select the important terms from a specific class of news. For
example, the terms with the POS tags Na (?'ﬂ /50, Nb (EJJ | £71), Ne (897 €71), and Nd
(E%'J? ff] £1741) are preserved and sent to the Parallel Fuzzy Inference Mechanism for further
processing. The Data Mining mechanism adopts the Apriori Algorithm to generate association
rules, which are used in the Parallel Fuzzy Inference Mechanism. The Apriori Algorithm
[Jacobes 1993] is described as follows.
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Table 1. The stop word list used in the stop word filter [Academia Sinica 1993]

Part-of-Speech Tag Meaning Examples
Ca IR AP
Cb e HESR - I
Da BrE Rl ~H A
Dba e N - U
Dbb,Dbc 7 (E1piA ARISARARIS
Dc e 1%E] -
Dd R ] A
Df R ZHi -~ R
Dg B4 E[5E ~ b
Dh Al g il
Di FEH W e
Dj AR FE > (™
Dk i P R i
1 B B
P /i 5 S
T = oha v
Apriori Algorithm:
Find frequent itemsets using an iterative level-wise approach based on candidate
generation.
Input:
Database D of transactions and minimum support threshold min_sup.
Output:
L, frequent itemsets in D.
Method:

Step 1: L,=find_frequent_1-itemsets(D,min_sup); //find_frequent 1-itemsets denotes to

find frequent 1-itemsets in D
Step 2: For (k=2; Ly # ¢ ; k++) {

Step 2.1: Cy=apriori_gen(Ly.,/nin_sup);
Step 2.2: For each transactiont€D {  //scan D for counts
C=subset(Cy,t); //get the subsets of t that are candidates
Step 2.3: For each candidate ¢ € C;
c.count++;
§
Step 3: Li={c € CJc.count=min_sup}
H
Step 4: Return L=U L
Step 5: End.
Procedure find_frequent_1-itemsets(D,min_sup)
Step 1: Get C; from D // C, denotes candidate 1-itemsets
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Step 2: For each transaction te D { //scan D for counts
C=subset(Cy,t); //get the subsets of t that are candidates
}
Step 3: For each candidate c € C,
c.count++;
H

Step 4: L ={c € CiJc.count=min_sup}
Step 5: Return L
Step 6: End.
Procedure apriori_gen(L, ;; min_sup)
Step 1: For each itemset |, € L
Step 1.1: For each itemset I, € Ly
Step 1.2: If (I, [1=L[IDA L [2=E L 2D A ... Al [k-1]< 1, [k-1]) then {
c=lyooly;  //join step: generate candidates
Step 1.3: If Has_infrequent_subset(c, Ly.;) then
delete c;  //prune step: remove unfruitful candidate
Else add ¢ to Cy
H
Step 2: Return Cy;
Step 3: End.
Procedure Has_infrequent_subset (C; Ly_;) //use priori knowledge
Step 1: For each (k-1)-subset s of ¢
Step 1.1: If s Ly, then return TRUE;
Step 1.2: Else return FALSE;
Step 2: End.

3. Semantic Concept Analysis for Chinese Term Clustering

In this paper, we propose the Conceptual Resonance Strength (CRS) fuzzy variable for
Chinese term clustering. The CRS is the similar degree for any term pair in the same concept.
Hence, any Chinese term pair with a strong CRS will be classified as the same concept. We
use four fuzzy variables, the resonance strength in Part-of-Speech (POS), resonance strength
in Term Vocabulary (TV), resonance strength in Term Association (TA), and resonance
strength in Common Term Association (CTA), to compute the CRS of the Chinese term pair.

We will describe these variables in the following.
A. Resonance Strength in Part-of-Speech (POS)

The first fuzzy variable for CRS is the resonance strength in Part-of-Speech (POS). Figure 3
shows the structure of the tagging tree that is used to compute the resonance strength of POS
for any Chinese term pair. Table 2 shows the refining POS tags of Chinese noun terms.
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Table 2. The refining POS tags of Chinese noun terms

Part-of-Speech Tag

R | T Meaning Examples

Na g £
Naa PR £ Pt A
Nab gl 7 o R
Nac i Bl £ ?ﬂ’fF
Nad TEI%J 15 N F[%‘
Nae &8 67 Hi 55?;] Jﬂﬁ%

Nb Tk
Nba el “apd L B
Nbe k< e

Nc Bty E
Nca Eﬁ? I Fi=n -~ d=
Neb FOpY ) 4 BRI
Nece ‘[7'*‘ By 5 W9~ Ep -
Ned S PRI RO T LIk
Nee T EABT £ DA ~ i

Nd [ € |
Nda | [HF SFICRRE ~ PERE D) | F - B R
Nde A ENG R RN
Ndd PRI T I ] £ B

Ne e NN

Nf Bl
Nfa l[a* HE - 4”*"”4
Nfb BLR A P R Fo = T
Nfe E*E?E‘ZE'I.% e "ﬁ'J"f'fﬁ
Nfd H1 B - ETEH, - R
Nfe ik - R - R
N Bl - PR - TR
Nfg T bl R
Nfh RIS ENE
Nfi e - ;@k e
Nfzz FEi : fl" 8

Ng i g E*‘?" V"

Nh [ £
Nha NS P 29~ s Fisld
Nhb SR £ AN
Nhe AR &7 e




284 Chang-Shing Lee et al.

Figure 3. The structure of the tagging tree derived using CKIP

The resonance will be strong when the path distance of any Chinese term pair is short.
For example, the two terms ‘“Fuf ’Tﬁ‘,(computer)” and “ﬁl’{'ﬁ%(software)” with their POS are ‘“F%’TF?,
(computer) (Nab)” and “ﬁﬁ(”ﬁg(soﬂware) (Nac),” respectively. Hence, the path distance of the
term pair (“’Fq ’Tﬁ‘,(computer)”, “ﬁfﬂ’?%(software)”) is 2 (Nab -> Na -> Nac).
B. Resonance Strength in Term Vocabulary (TV)

From the viewpoint of Chinese language characteristics, any term pair with common words
will be similar in semantic meaning. For example, the Chinese terms in the term set {>J3E#,

HaEHEEl N2 EHEE) are similar in semantic meaning since they are composed of the

common words “2”, “1%” and “H”. We also consider another characteristic of Chinese
terms with respect to term vocabulary. This assumes that terms having the same starting or
ending word will share some common linguistic properties [Yang et al. 1994][Gao et al. 2001].
Good examples of starting and ending words are as follows: {f ]~ (Monday), F ]+

(Saturday), E#[! (Sunday)} and {T= (yesterday), 5|~ (tomorrow), % = (today), &

= (everyday)}. The first term set has the same starting word “f/,” and the second term set
has the same ending word “—..” The algorithm for computing resonance strength in TV [Lee et

al. 2003] is shown below.
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Algorithm for computing the resonance strength in 7V
Input:  Allterms (f;,t,...,t,) selected from Term Analyzer
Output:  Resonance strength in TV between any two Chinese terms
Method:
Stepl: For all terms (t,,t,...,t,)
Stepl.1: For all terms (t,,t,...,1.)
Step1.1.1: Generate a term pair (t,,t,) 1<a<b<n
Step1.1.2: TV(t,,t,)=N  /* N represents identical words between the Chinese
term pair (t,,t,) */
Step1.1.3: If the starting word of two Chinese terms is the same
then TV (t,,t,) =TV (t,,t,)+0.5.
Step1.1.4: If the ending word of two Chinese terms is the same
then TV (t,,t,) =TV(t,,t,) +0.5.
Step2: MaX;, =maximum TV (t;,t;) value of all term pairs.
Step3: Min;, =minimum TV (t;,t 15 value of all term pairs.
Step4: End.

For example, the two terms “=J3E @ EN and “5 = 3EH J” have three common words,

o
A=A

“=d,7 <% and “#4,” and the same starting word, “=J,” so the total strength is 3.5.
C. Resonance Strength in Term Association (TA)

A large amount of previous research has focused on how to best cluster similar terms together.
The proposed methods can be roughly grouped into two categories: knowledge-based
clustering and data-driven clustering [Gao et al. 2001]. However, the obtained term
knowledge is not sufficient for concept clustering, because a term pair is sometimes similar in
meaning but lacks common properties of knowledge. Therefore, the confidence value derived
using the Apriori Algorithm for the term pair can be applied to decide the strength of term
relation. A term pair with a high confidence value consists of two terms that have a strong
relationship and can be classified as the same concept. For example, the term set {Fik
(President) (Nab), #4#£'f(The Office of the President) (Nca), [fi TqTJ(President Chen) (Nb)}
represents similar concepts, so they will be clustered into the same concept. But from the
viewpoint of term knowledge, only the two terms “i# (President)” and ‘5 (The Office
of the President)” will be clustered into the same concept. The term “Bﬁi - ’FTj(President Chen)”
will not be clustered into the concept {7fii€ (President), 7f7#/{(The Office of the President)}.
Therefore, the resonance strength in TA is necessary for concept clustering. In addition, the
resonance strength is decided by the confidence value of the two terms, so we adopt the
average of the two confidence values as the resonance strength in TA. For example, the term
pair { A #£ (Nab), [t - %ij (Nb)} for the “Political( 1> iF" =} %![‘ )’ category
(http://www.chinatimes.com.tw) with (G -> I@?J‘tﬂ) has a confidence value of 0.84, and
the confidence value of (Bﬁi?}‘ﬂ -> JH5%) is 0.80, so the resonance strength in TA is 0.82
((0.84+0.80)/2).
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D. Resonance Strength in Common Term Association (CTA)

Any two Chinese terms with the same common words or starting/ending words may not have
the similar meaning. For example, consider the three Chinese terms “3_[B(U.S.A.),” “Z.
(U.S.A)),” and “# 7 (police)”. The Chinese terms “Z_[88(U.S.A.)” and “3_(U.S.A.)” have
the common starting word “3_”; meanwhile, the Chinese terms “3_ ¥, (U.S.A.)” and “¥,
(police)” have the common ending word “7#”. But the common terms with a specific

threshold of confidence for “Z [8%,” “3_,,” and “% ™, are as follows:

F(US.A) > {['//ﬁ/(White House),f//j/’(Bush),,iﬂ,ﬁé(New York)};
7(US.A)-> {['//ﬁ/(White House),f//ﬁ/’(Bush),ff £7-4/Z(Pentagon)};
Z<7(police) -> {#°£ f(policeman), 7/7i*(criminal investigation), -7 £Apolice station)}.

o
A
o
A

Hence, the common term set for {Z_B/(U.S.A.), 3 5 (U.S.A.)} is {E'IFI{(White House), f//j/’
(Bush)}, and for {#: % (police), ¥ (U.S.A.)} is Null. Therefore, the term pair {5 [
(U.S.A)), 3. %(U.S.A.)} has stronger resonance in CTA than the term pair {¥1;(police), 3
15 (U.S.A.)} does.

4. The Parallel Fuzzy Inference Mechanism for Semantic Concept
Generating

We adopt the parallel fuzzy inference mechanism for semantic concept clustering. The fuzzy

variables for computing the CRS of any Chinese term pair are adopted in the mechanism.

4.1 Aggregate Term Resonance with the Parallel Fuzzy Inference
Mechanism
In this subsection, we will explain how four input fuzzy variables can be aggregated into one
output fuzzy variable to compute the CRS of each Chinese term pair. There are four input
fuzzy variables, consisting of Part-of-Speech Similarity (POS), Term-Vocabulary Similarity
(TV), Term-Association Strength (TA), and Common Term-Association Strength (CTA), and
one output fuzzy variable, Conceptual Resonance Strength (CRS), in the Parallel Fuzzy
Inference Mechanism. Two linguistic terms, POS_Low and POS_High, are defined in the POS
fuzzy variables. Figure 4 shows the membership functions of the fuzzy sets {POS_Low,
aX pos — MiN pog .
100

POS_High} for the fuzzy variable POS similarity, where p = o



A Chinese Term Clustering Mechanism for Generating 287

Semantic Concepts of a News Ontology

Membership POS_High POS_Low

Degree l 1

1

. . Path distance
0 minpys minges+5p MaX pos — 5P  Max pog

Figure 4. The membership functions of the POS fuzzy variable
Two linguistic terms, TV_Low and TV_High, are defined in the TV fuzzy variable. Figure
5 shows the membership functions of the fuzzy sets {TV_Low, TV_High} for the fuzzy
maxq, —Minpy,

variable TV similarity, where p=
100

A

Membership TV_Low TV_High

Degree l l

1

No. of common TV

0 min,, miny+5p max,, —5p maxq,

Figure 5. The membership functions of the TV fuzzy variable
Three linguistic terms, consisting of TA_Low, TA_Medium, and TA_High, are defined in
the TA fuzzy variable. The membership functions of the fuzzy sets {TA_Low, TA_Medium,
TA_High} for the fuzzy wvariable TA strength are shown in Figure 6, where
_ Maxy,—ming,
- 100 '
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A
Membership TA Low TA Medium TA_High
Degree 1 l 1
1
> Strength of TA
0 maxy, + ming,

min;,  ming,+5p > max,—5p max .,

Figure 6. The membership functions of the TA fuzzy variable
Three linguistic terms, consisting of CTA_Low, CTA_Medium, and CTA_High, are
defined in the CTA fuzzy variable. Figure 7 shows the membership functions of the fuzzy sets
{CTA_Low, CTA_Medium, CTA_High} for the fuzzy variable CTA strength, where
_ maxepa—Mincry

100

A
Membership CTA Low CTA_Medium CTA_High

Degree 1 1 1

1

Strength of CTA

0

MaXgr,+ Mingr,

mingr, ming,+5p 5

max cra = 5p max crp

Figure 7. The membership functions of the CTA fuzzy variable
Five linguistic terms, consisting of CRS_Very_Low, CRS_Low, CRS_Medium, CRS_High,
and CRS_Very_High, are defined in the CRS fuzzy variable. Figure 8 shows the membership
functions of the fuzzy sets {CRS_Very Low, CRS_Low, CRS_Medium, CRS_High,

maxcrs — MiNcrg

100

CRS_Very_High} for the fuzzy variable CRS strength, where p =
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Membership

Degree CRS_Very Low CRS Low CRS Medium CRS High CRS_Very High

i 1 1 1 1

CRS
— >
0 min g +5p mMAaX cps + MiNcpg max cps— 5P Max e
MiN cpg MaX g + 3Minggg+10p 2 3max gy + mingg—10p
e SMaXcgs + Miflgs— 10D
1

Figure 8. The membership functions of the CRS fuzzy variable

Having described the fuzzy variables used to compute the CRS of a Chinese term pair,
we will next explain how the parallel fuzzy inference mechanism proposed by Kuo et al.

[1998] and Lin [1991] is used to perform semantic concept clustering.

Y
N
\ {/
\QA‘)//
WL/ Conclusi
2" 9?;;:,‘:;%\.;& onclusion
2NN
2 NN Layer
w\\\
S i?:' ST |
iz
Rule
Layer
Premise
Layer

Figue 9. The structure of the parallel fuzzy inference mechanism for semantic
concept clustering
Figure 9 shows the structure of the parallel fuzzy inference mechanism. It is a
three-layered network which can be constructed by directly mapping from a set of specific
fuzzy rules, or can be learned incrementally from a set of training patterns. In our approach,
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the rules are defined by the domain expert. The structure consists of a premise layer, rule
layer, and conclusion layer. There are two kinds of nodes, fuzzy linguistic nodes and rule
nodes, in this model. A fuzzy linguistic node represents a fuzzy variable and manipulates the
information related to that linguistic variable. A rule node represents a rule and determines the
final firing strength of that rule during the inferring process. The premise layer performs the
first inference step to compute matching degrees. The conclusion layer is responsible for

drawing conclusions and defuzzification. We will describe each layer in the following.
A. Premise layer:

As shown in Figure 9, the first layer is called the premise layer and is used to represent the
premise part of the fuzzy system. Each fuzzy variable appearing in the premise part is
represented with a condition node. Each of the outputs of the condition node is connected to
some nodes in the second layer to constitute a condition specified in some rules. Note that the
output links must be emitted from proper linguistic terms as specified in the fuzzy rules. In
other words, a linguistic node is a polymorphic object that can be viewed differently by
different fuzzy rules. Figure 10 shows the fuzzy linguistic node for the TA fuzzy variable.

TA node

Membership Part

Input
Part

X3

Figure 10. The structure of the fuzzy linguistic node for the TA fuzzy variable

The premise layer performs the first inference step to compute matching degrees. The
input vector is X = (X, X,,...,X,), where X; is denoted as the input value of the ith
linguistic  node.  Thus, the output vector of the premise layer is
= (U5 Ugy e Uy )5 (U Uy ey Uy Doy (U s Uy Uy ) 5 where Uy s the
matching degree of the j-th linguistic term in the i-th condition node. In our approach, the
triangular function and trapezoidal function are adopted as the membership functions for the
linguistic terms. Equation 1 and 2 show the triangular and trapezoidal membership functions,

respectively:
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0 x<a
—a)/(b—-a) a<x<b
1:trian Ie(X:a;b;C)Z (X ) ( ) , (1)
’ (c-x)/c-b) b<x<c
0 X>C
0 x<a
(x—a)/(b—a) a<x<b
fll’apeZOida|(X:aab:C)= 1 bSXSC, )
(d-x)/(d-c) c<x<d
0 x>d
fijl _ ftriangular J:;tlorn’ (3)
ftrapezoidal J=lorn

where n is the number of linguistic terms for the i-th linguistic node. Therefore,
/Ui} = fijl(x)~

B. Rule layer:

The second layer is called the rule layer. In it, each node is a rule node and is used to represent
a fuzzy rule. The links in this layer are used to perform precondition matching of fuzzy logic
rules. The output of a rule node in the rule layer is linked to associated linguistic nodes in the
third layer. In our model, the rules are previously defined by domain experts. Table 3 shows
the fuzzy inference rules for the parallel fuzzy inference mechanism. Figure 11 shows the

structure of the rule node.

Rule node

Figure 11. The structure of the rule node
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Table 3. The fuzzy inference rule for the parallel fuzzy inference mechanism

Rule | POS | TV | TA | CTA | CRS Rule | POS | TV | TA | CTA | CRS
1 L L | L L VL 19 H L | L L VL
2 L L|IL| M |VL 20 H LI]L| M |[VL
3 L L|L H L 21 H L | L H L
4 L LIM| L L 22 H LIM| L L
5 L LIM| M L 23 H LIM| M M
6 L LIM]| H M 24 H LIM| H M
7 L L | H L M 25 H L | H L H
8 L LIH| M H 26 H LIH| M H
9 L L|H| H H 27 H L|IH| H H

10 L H| L L M 28 H |H]|L L M
11 L H|L | M M 29 H H|L | M H
12 L H|L H H 30 H |H]|L H H
13 L H|{M]|] L H 31 H | H| M| L H
14 L H M| M H 32 H| H| M| M H
15 L H|{M| H H 33 H H|{M| H | VH
16 L H|H L H 34 H |H|H L VH
17 L H|{H| M | VH 35 H|H|H| M | VH
18 L H|H| H | VH 36 H | H|H| H | VH

The ::f function in Figure 11 provides the net input for this node and is defined as
fr=2 W
i=1

i=
The S function is used to normalize the f, function and is defined in Eq. 4:

0.x<a
X%Zif,asxga;b
S(x:a,b)= ‘)":‘_b - : 4)
1—2 X8y 3*D oy
b-a
1.x>b

In our case, the rule node has four inputs, and each input value is between 0 and 1.
C. Conclusion layer:

The third layer is called the conclusion layer. This layer is also composed of a set of fuzzy
linguistic nodes. A fuzzy linguistic node can also operate in a reverse mode, called a
conclusion node. In the reverse mode, fuzzy linguistic nodes are responsible for drawing
conclusions and defuzzification. Figure 12 shows the structure of a linguistic node in the

reverse mode, and shows that it is also an output node.
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Crisp Output

tput N
Output Node Defuzzifier Part

Figure 12. The structure of a fuzzy linguistic node for the conclusion layer

In our model, the final output y is the crisp value that is produced by combining all the

inference results with their firing strengths. The defuzzification process is defined in Eq. 5:

CrispOutput = ! , ®)

Ms
=

where wk ==L — V.
n

j 1s the center of gravity, r is the number of corresponding rule nodes,

¢ is the number of linguistic terms of the output node, n is the number of fuzzy variables in the
premise layer, and k represents the k-th layer. The values of r, ¢, n, and k adopted here are 36,
5, 4 and 2, respectively.

4.2 Fuzzy Compatibility Relation Approach to Semantic Concept
Clustering

The conceptual resonance of terms pair can be treated as a fuzzy compatibility relation,

because it satisfies the properties of reflexivity and symmetricalness. Therefore, the problem

of concept clustering is that of finding all the classes of maximal ¢ -compatibles with fuzzy

compatibility relations. In this model, the value of a represents a specified membership

degree of the fuzzy compatibility relation. The semantic concept clustering algorithm based on

the fuzzy compatibility relation approach is described as follows.
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Semantic Concept Clustering Algorithm based on the Fuzzy Compatibility Relation
Approach

Input:
1. Fuzzy Compatibility Membership Degree «
2. The term set X = {Term[1],Term[2],...,Term[n]} with n terms for the specific
category News, and its corresponding fuzzy conceptual resonance matrix
A= [aij ]nxn .

Output:

The Final_Concept_Set, which is the set of Domain Ontology Concepts.
Method:
Step 1: For i< 1 ton
Step 1.1:  Set; <~ @ /*Set; denotes the Term Set regarding Term[i], and all the
compatibility membership degrees «;;’s of the terms in Set; are not less
than o */
Step 1.2: S; <~ 0 /*S; denotes the cardinality of Set;, */
Step 1.3: Set; < Set; U {Term[i]}
Step 1.4: Temp Set « @, /*Temp _ Set denotes the set of existing concept
subsets*/
Step 1.5: Forj «i ton
Step 1.5.1:
If a;; 2a Then
Step 1.5.1.1:  Set; = Set; U {Term[ ]}
Step 1.5.1.2: S; < S; +1
Step 1.6: Determine the power set p, of Set;.
Step 1.6.1: S, <« py |, where k = L,...,.2%
/* Sy, Denotes the cardinality of [, */
Step 1.7: For k<1 to 2%
Step 1.7.1: If p, € Temp _ Set
Continue
Step 1.7.2: flag < 0
Step 1.7.3: For | <1 to S, —1
Step 1.7.3.1: For m « f+1 to Spk
Step 1.7.3.1.1:
N < Index of p,[l] inX
g < Index of p,[m] inX
Step 1.7.3.1.2:
If a,<a
Then flag <~ 1 and Break
Step 1.7.3.2: If flag =1
Then Break
Step 1.7.4: If flag =0 Then
Step 1.7.4.1: Final _Concept _Set «<— Final _Concept _Set U p,
Step 1.7.4.2: Temp _Set «— Temp _Set U {P(p,) — p, — P}
/* P(p,) Denotes the power set of p, */

Step 2: End.
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The method used to determine « is very important for semantic concept clustering,
because it will influence the number of concepts and the degree of compatibility of Chinese
terms. The value of @ may vary for different domain documents, because their properties
may be different. Now, we use an example to explain the relation of concept clustering for
different value of « . In Figure 13, the terms are clustered based on a specific value of «,
and they point to the same concept if their CRS values are greater than « .

9% % ﬁﬂ N ﬁﬂ

a» @
@QQ

Hrersigy #hos g ianads LIk

FIEF W s

Figure 13. The concepts clustered based on a specific value of a

s NEEE

CENTIE R

If we reduce the value of «, then the terms will be clustered with high compatibility.

Figure 14 shows the concepts clustered based on a lower value of « corresponding to Figure
13.

9t 2 [
S R

7 FlTR e

i[5

CETIE T L N E SR )

B o 1 45

O CEE ©

Figure 14. The concepts clustered based on a lower value of a.
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The lower «a value will result in the formation of the more concepts and strengthen the
compatibility degree of terms for a specific concept. The « decision algorithm for semantic
concept clustering can be described as shown below. The prune-and-search strategy will be
applied to solve this problem.

The o Decision Algorithm for semantic concept clustering
Input:
CRS of terms for a specific news category
The interval [a,b] for the scope of the concept number
Output:
Fuzzy Membership Degree o
Method:
Step 1: Read all the values of conceptual resonance into a double array R = double[n],
where N is the number of values.
Step2:  Sortall the elements of R, where R[I1<R[]j] for 0<i< j<n.
Step 3: p < —
Step4:  count— 1
Step 5: a < R[p], and let the number of classes of maximala-compatibles be C.
Step 5.1: count «— count +1
Step 5.2: If ¢ >b Then
Step5.2.1: P < p+——
Step 5.2.2: Go to Step 2
Step 5.3: If C<a Then
Step5.3.1: P« p-— v
Step 5.3.2: Go to Step 2
Step5.4:If a<c<b
Then go to Step 6.
Step 6: End.

5. Experimental Results

In this section, some experiments obtained using the proposed approach will be presented. The
news corpus was gathered between May 2001 and March 2002 from the ChinaTimes website
(http://www.chinatimes.com.tw). Seven categories of news, consisting of “Political” (F?YF"[,%
%’Jf), “International” (B[ [H]), “Finance” (’i&“ﬂ JEM‘ %), “Cross-Strait” ([ B 2t ), “Societal”
(it fg #971), “Entertainment” (& f7154%) and “Life” (% iﬁ PrA1), were used in the
experiments. Table 4 lists the number of documents for each news category, the Chinese terms
produced by the refining tagger, the remaining terms produced by the stop word filter, and the
filtering percentages for the Chinese terms and remaining terms.
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Table 4. The experimental results obtained using the proposed filter
News Pﬂ‘i’gﬁﬁ BRI B RS | Fq RS | R | RIS VL
Category (Po[;mca )|(International) | (Finance) |(Cross-Strait)| (Societal) |(Entertainment) Lfe)
N”ggzr ofl 11277 13542 22756 6040 13441 5974 9279
Chinese | 55448 25484 18960 22856 35846 24178 35932
Terms
Remaining | ;509 15367 11346 15085 24813 16543 24287
Terms
Filter | 35 84% | 39.70% | 40.16% | 34.00% | 30.78% | 31.58% | 32.41%
Percent
Next, we will analyze the results of CRS for any Chinese term pair. Table 5 shows the
partial results of CRS for the “Political” (p"ﬁ %F) category with the highest values. Notice
that each term pair not only exhibits strong 51m11ar1ty in term knowledge for the POS fuzzy
variable and TV fuzzy variable but also high strength for the TA fuzzy variable and CTA fuzzy
variable. The term pairs marked with asterisks (*) exhibited strong TA and CTA but weak POS
and TV.
Table 5. Partial conceptual resonance results for the “Political” category with the
highest values
Chinese Term Pair CRS Chinese Term Pair CRS
(S 2 S S ) 0.595481543 * (B ) 0.534303235
G = rﬁ"[ BB 0.594101448 (BN %JAJQJL 0.534003082
(s = rﬁ% st S ) 0.587348993 (A S5 AR 0.5338768
(il%ﬁté{ ’ﬁ’,,éﬁ_éﬁ) 0.581987023 (ﬁJ*"*?,w *‘4%’{*'1) 0.531714804
Hrfm[as« BEE) 0.577182427  » (HNHi o G ) 0.530113977
mﬂﬂ;‘s;k,ﬁﬂﬁ) 0.571720293 (G ﬁ:* ) 0.52974897
(R T S 2 SR 0.571574542 ([Eﬁ"m?‘f B[)) 0.529134478
(I, k) 0.56774317 (G SN AE IS 0.522650369
kB, R R) 0.558938037 ;%Néfl *Jwéll) 0.522529795
(CERE SGEED 0.558824035 €3 E'lf{ ) 0.522146828
(fij“ﬂ[ Eiilﬁl'i) 0.557260479 ('E’T|,~<,’E“T[) 0.520918138
(5<J ﬁtﬁ{%,ﬁlgéﬁ) 0.555527542 (P“ﬂr F '%ﬁﬁf) 0.518259497
(A= B ’ﬁ'J,) 0.554741061 * (f'fb:ﬁ,ﬁh?nﬁ) 0.51637767
) 2 0.553642597 (2 S, ) 0.516346569
([,,qa [,?ﬁp'1? nf 0.553602148 * ] i 0.515308468
([ﬁiﬂ't*léﬂr i ) 0.551060166 * ([ Fﬁqn]ﬁf‘lﬁ) 0.513920884
CEL A éir;{,) 0.547553789 (ﬂ'ﬂfﬁ‘im,j HER) 0.512207578
B = ?{,J‘JJ_)!?{[L Tﬁ"}) 0.54062093 (2 JEH B S B 0.511493131
(AR @«'%éﬁf‘) 0.53928488 CRRR T ) 0.507264737
Sl ’Iﬁ’,,éfr ’ﬁ‘x) 0.538797148 * (2 & S ERRER) 0.504385767

(b)
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The next experiment was conducted to obtain semantic concept clustering results under

various @ values. In this experiment, the number of concepts varied between 500 and 1,000

for each news category. Table 6 shows that the different values of a produced various

numbers of concepts containing different terms. The experimental results show that the

semantic concept clustering results were influenced by the values of « .

Table 6. Analysis of various a values for each news category

News | % %Eﬁ BIEERIM] RS | RS e | RS ) e
Category (Poiitica ) | (International) | (Finance) | (Cross-Strait) | (Societal) |(Entertainment) (]Eife)
a 0.40 0.40 0.42 0.41 0.40 0.39 0.40
I\é“mber off 971 948 543 791 783 640 880
oncepts
Number of]
Average | 3 s 3.56 3.13 3.39 3.08 3.65 3.64
Terms per
Concept

Table 7 shows the concept clustering results under various values of a for the “Life”

(% iﬁ%@?ﬁl) category. Table 8 shows a partial listing of the concepts, including concept names,

attributes and operations, in the golden standard ontology of the “Life” (% ?ﬁ%@?ﬁﬂ[l) category.

Table 7. Analysis of various « values for the “Life” (* 5’;'/}9?4[9 category

Concept No. 1 | ) F5] 7% FHE=

a=0.44 | ConceptNo.2 | &t =4 =i L% 7
Concept No. 3 | & 24 A% 547
Concept No. 1 | ) 5] 7% FHES FE PR S
Concept No. 2 | &4t =4 s A& S R '

01 =0.42 Concept No. 3 | & =65 4\%‘3 FH TFJIZ[E

' Concept No. 4 | 1 = Hj] 54

Concept No. 5 | B[Z% Sops A5
Concept No. 6 | 55 E[Z4 Hi%
Concept No. 1 | 1 75 24 FHIR 2 BN FHI AT B DR
ConceptNo.2 | &4k 24 2ps L5 [ A% R s S
Concept No. 3 | 5 Zops A28 48 ﬁJIZ{:' sy T
ConceptNo. 4 | FHt = H[[] F% FYHS FHH fyfl 5%

@ =0.40 | ConceptNo.5 | B[5 S A5 Pk ﬁlfl;lt ' ’
Concept No. 6 | FH FiF B[4 RFF
ConceptNo. 7 | & K= =4 4y e
Concept No. 8 | Wy P B[S filsh Spis
Concept No. 9 | &5 P s "] i
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Table 8. An example of the gold-standard concepts for the “Life” (= ﬁf}’ T category

Concept name Attribute Operatlon
,;fﬁ Iﬁw : String Null

S P ﬁﬁf 7%~ 75 ¢ String
4 ¢ String
J%’z : String Null

FI1Z8 ¢ String=/f]1 ~ F’J[JH[
e A kAU > AR TR S 1 i Strlng s
AT ¢ String
U : String=4 - B K[
58 ¢ String=57 ~ RIS JI |58~ PR R - kR
BRI ﬁfﬁ,@& : String="F P ~ R i qu\[ SES
rﬂé‘]* : String
ngli@‘c Strlng %&‘—* F;:% . g¥§4 ~ |Null
& i Strlngf; #;{& f{[’ﬁf—' ﬁjﬁg .
?ETL@'I o ﬂzﬂl_i_ﬁ
B~ B B BT String = i IR
it~ R | - String=2 N - L [Null
FJEI' ~ FREE B ¢ String="NFR ~ B AR [
TPy AT
SR U A %El : String
54k ¢ String
%t String=Fj ]= % &t

di

A

Notice that the concepts with higher values of « are subsets of the concepts with lower
values of « . That is, a lower value of a generated a concept with more Chinese terms. In
the final experiment, we tested the performance measures Precision and Recall. We choose
four students who were currently working toward the M.S. degree in Computer Science and
Information Management, and let them to evaluate the values obtained using Eq.(6) and Eq.(7)
for precision and recall. Figure 15-20 show the average precision and recall curves based on
the evaluations performed by the four experts. Table 8 shows an example of the gold-standard
concepts for the “Life” (% iﬁ%ﬁl) category. The Precision and Recall measure formulas used
in this study are as follows:

The number of relevant common terms in gold-standard concept

and the automatically generated semantic concept

Precision = : : ; ) (6)
The number of terms in the automatically generated semantic concept
The number of relevant common tems in gold - standard concept
and the automatically generated semantic concept
Recall = (7

The number of terms in the gold - standard concept
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Figure 15-17 show the average precision results obtained based on the evaluations
performed by the four domain experts for various « values. Figure 18-20 show the average
recall results obtained based on the evaluations performed by the four domain experts for

various ¢ values.

Average Precision —— a =044

—&— =042
—4&— a =040

—— =04
—=— q =042
—a&— a =040

Average Precision

Concept No.

Concept No.

Figure 15. The average precision results Figure 16. The average precision results

for differenta values
(Concept name)

for different a values
(Concept name + Attribute)

——qa =044
—&— =042
—&— a =040

Average Precision

Concept No.

—— a =04
—&— =042
—&— a =040

Average Recall

Concept No.

Figure 17. The average precision results Figy o 18, The average recall results for

for different o values
(Concept name + Attribute +
Attribute value)

different a values (Concept
name)

—— a =044
—m— =04
—a— a =040

Average Recall

0.8
0.6
0.4
0.2

Concept No.

—o— a =04
—&— =04
—a— a =040

Average Recall

Concept No.

Figure 19. The average recall results for Figure 20. The average recall results for

different a values (Concept
name + Attribute)

different a values (Concept
name + Attribute + Attribute
value)
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6. Conclusions

This paper has presented a Chinese term clustering mechanism for generating semantic
concepts of a news ontology. We utilize the parallel fuzzy inference mechanism to infer the
conceptual resonance strength of any two Chinese terms. In addition, the CKIP tool is used in
Chinese natural language processing, including part-of-speech tagging, Chinese term analysis,
and Chinese term feature selection. A fuzzy compatibility relation approach to semantic
concept clustering has also been proposed. Simulation results show that our approach can
effectively cluster Chinese terms to generate the semantic concepts of a news ontology. In the
future, we will extend use our approach to help construct a domain ontology more efficiently.
Moreover, we will adopt the genetic learning mechanism to learn the membership functions of
fuzzy inference rules for the parallel fuzzy inference mechanism. Finally, mixed
Chinese/English documents will also be employed to construct more a complex domain
ontology.
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