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Abstract

We present a new approach to aligning bilingual English and Chinese text at sub-sentential level
by interleaving alphabetic texts and punctuations matches. With sub-sentential alignment, we
expect to improve the effectiveness of alignment at word, chunk and phrase levels and provide

finer grained and more reusable translation memory.

1. Introduction

Recently, there are renewed interests in using bilingual corpus for building systems for statistical machine
translation (Brown et al. 1988, 1991), including data-driven machine translation (2002), computer-
assisted revision of translation (Jutras 2000) and cross-language information retrieval (Kwok 2001). It is
therefore useful for the bilingual corpus to be aligned at the sentence level and even sub-sentence level
with very high precision (Moore 2002; Chuang, You and Chang 2002, Kueng and Su 2002). Especially,
for further analyses such as phrase alignment, word alignment (Ker and Chang 1997; Melamed 2000) and
translation memory, high precision and quality alignment at sentence or sub-sentential levels would be
very useful. Furthermore, alignment at sub-sentential level has the potential of improving the effective-
ness of alignment at word, chunk and phrase levels and providing finer grained and more reusable transla-

tion memory.

Much work has been reported in the literature of computational linguistics studying how to align sen-
tences. One of the most effective approaches is length-based approach proposed by Brown et al. and by
Gale and Church. Length-based approach for aligning parallel corpora has commonly been used and pro-
duces surprisingly good results for the language pair of French and English at success rates well over
96%. However, it does not perform as well for alignment of two distant languages such as Chinese-
English. Furthermore, for sub-sentential alignment, length-based approach gets less effectiveness than

running it in sentence level since sub-sentence has less information in length.



Punctuations based approach (Yeh, Chuang and Chang 2003 ) for sentence alignment produces high
accuracy rates as same as length based approach and was independent of languages. Although the ways
different languages around the world use punctuations vary, symbols such as commas and full stops are
used in most languages to demarcate writing, while question and exclamation marks are used to show
emphasis. However, for sub-sentential alignment, punctuation-based approach has the same problem as
length-based approach — no enough information in sub-sentence since sub-sentence might be very short

and just include one or two punctuations within it.

Yeh, Chuang and Chang (2003) examined the results of punctuation-based sentence alignment and ob-
served:

“Although word alignment links do cross one and other a lot, they general seem not to cross the links between
punctuations. It appears that we can obtain sub-sentential alignment at clause and phrase levels from the
alignment of punctuation.”

Building on their work, we develop a new approach to sub-sentential alignment by interleaving the
alignment of text and punctuations. In the following, we first give an example for bilingual sub-sentential
alignment in Section 2. Then we introduce our probability model in Section 3. Next, we describe experi-

mental setup and results in Section 4. We conclude in Section 5 with discussion and future work.

2. Example
Consider a pair of aligned sentences in a parallel corpus as below:

“My goal is simply this - to safeguard Hong Kong's way of life. This way of life not only produces impressive
material and cultural benefits; it also incorporates values that we all cherish. Our prosperity and stability under-
pin our way of life. But, equally, Hong Kong's way of life is the foundation on which we must build our future
stability and prosperity.”
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We can observe that although word alignment links might cross one and other a lot, there exist some
text-blocks as follow that general seem not to cross the links between punctuations:
“My goal is simply this —
“EGi L g TR >
“to safeguard Hong Kong's way of life.”
AL B 759192 375 20
“This way of life not only produces impressive material and cultural benefits;”
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“it also incorporates values that we all cherish.”
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That’s what we call sub-sentences here. From the examples above, we can define that a sub-sentence
is a text-block that include at least one or more punctuations. That’s an unclear definition since a sentence
and a paragraph also fit the definition too. However, what we want is to find out the shortest parallel text-
block pairs that fit the definition. That’s why in the third pair of above examples, “SE i 2 iﬁ HAH 7 isa
Chinese text-block but we have to combine it with 7 Bt & PoRFAIY [~ £ I’Fﬁtﬁ’_‘k *"TQ{F‘U |

b}

%% 7, because we can’t find any English text-block correspond to “iF%]’[E' ] ?Fﬁ +=% ” we have to com-
bine the two Chinese above first, than we can find the corresponding one : “This way of life not only pro-

duces impressive material and cultural benefits;”.

3. Probability Model

In this section we describe our probability model. To do so, we will first introduce some necessary nota-
tion. Let E be an English paragraph e;, €,,...,6n and C be a Chinese paragraph ¢y, Cy,...,Cy, Which €; and ¢;
is a text-blocks as described in Section 2. We define a link I(e;, ¢j) to exist if e; and c;are translation ( or
part of a translation ) of one another. We define null link I(e;, o) to exist if e; does not correspond to a
translation of any ¢j. The null link (e, ¢;) is defined similarly. An alignment A for two paragraphs E and
C is a set of links such that every text-block in E and C participates in at least one link, and a text-block

linked to ey or Cq participates in no other links.

We define the alignment problem as finding the alignment A that maximizes P(A|E, C). An alignment

A consists of t links {l;, L,..., i}, where each I, = I(ej, Cj) for some iy and j,. We will refer to consecutive

subsets of A as 1) = {l.,1. ,...,1 i} » Given this notation, P(A[E, C) can be decomposed as follows:

t
P(A|E,F)=P( |E,F) =H P, | E,C,Ilk’l)
k=1
For each condition probability, given any pair €; and ¢j, the link probabilities can be determined direct-
ly from combining the probability of length-based model with punctuation-based model. From the paper
of Gale and Church in 1993 for length-based model, we know the match probability is Prob( é | match )
Prob(match) and Prob( & | match ) can be estimated by

Prob( & | match )=2 (1 —Prob([3]))



Where Prob( |8] ) is the probability that random variable, z, with a standardized ( mean zero, variance
one) normal distribution, has magnitude at least as large as |§|. That is,

Where

Prob(5) = 220z

ek
We compute 8 directly from the length of two portions of text, I; and I, and the two parameters, ¢ and

s (Where c is the expected number of characters in L, per character in L,, and s is the variance of the

number of characters in L, per character in Ly.) That is, & = (I, —1, xC)/4/l;s* . Then, Prob( 3] ) is com-

puted by integrating a standard normal distribution ( with mean zero and variance 1).

Then, from Yeh, Chuang and Chang (2003), for punctuation-based model, we know:

n—-1
P(ei, ¢) = P(pe;, pc;)p(| pe; |,| pc; ) x H P(pe;,null) p(| pe; ,0)x [ JP(null, pc;)(0,| pc; |)
j=1
where €; and C; is A, one, or two punctuations,
ei, Cj= English and Chinese text-block
pe; pe,...pey, = pE, the English punctuations,
pc; pc;...pc, = pC, the Chinese punctuations,
|pei| and |pci| are the number Of punctuations in
pe; and pc; respectively,
P(pc;, pe;) = probability of pc; translates into pe;,

Thus, for each link I given E, C and |, we can computing the probability as following:

P(IE, C, IY) = P( 8 | match )P(match) * P(e;, ¢)) , So

P(A|E,F)= f[P(cﬂ match)P(match)P(g; ,c;,)

k=1

4. Experimental result

In order to assess the performance of our sub-sentential alignment model, we selected top ten bilingual
articles from official record of proceedings of Hong Kong Legislative Council at Oct. 7, 1992 as our ex-
perimental data. For probability of punctuation, We use all the data such as punctuation translation prob-
ability(Table 1)and category frequency Prob(match) (Table 2) from Yeh, Chuang and Chang (2003)
directly. For probability of length, we set ¢ = 3.23 , standard variance = 0.93 and match probability as
Table 3:

Table 1. Punctuation Translation probability

English| Chinese| Match
Pun. Pun. Type |Counts| Probability




, ’ 1-1 541 0.809874
, - 1-1 56 0.083832
, ° 1-1 41 0.061377
, ] 1-1 10 0.01497
, : 1-1 5 0.007485
; 1-1 4 0.005988

Table 2: P(match) Category Frequency Prob(match)
Match type -1 1-0,0-1 1-2 2-1 1-3 1-4 1-5
Probability 0.65 0.000197 0.0526 0.178  0.066 0.0013 0.00013

Table 3. Match probability of sentences

Match Type Probability
1-0 0.000197
0-1 0.000197
1-1 0.6513
2-2 0.0066
1-2 0.0526
2-1 0.1776
1-3 0.0066
3-1 0.0658
1-4 0.00132
4-1 0.0132

After aligning by our model, we got 94 parallel records from the ten articles, and had precision rate at
92.55%. To calculate precision rate, we count English and Chinese sub-sentences isolated, so were the

error records. For detail, refer to Appendix. Following table show the result:

Article # of sub-sentence errors Prec(%)

Official record of proceed-
ings of Hong Kong Legisla- 188 14 92.55
tive Council

5. Discussion and future work

We propose a model combining length-based approach with punctuation-based approach to do sub-
sentential alignment and we got about 93% precision rates here. It was not bad but still had a lot of space
to improve. We should change the sub-sentence match type probability first of all. We use the probability
of sentence match type instead of sub-sentence match type in this experiment since we don’t do sub-

sentence training first. It causes a problem, because a sub-sentence has higher probability to include two



or three text-blocks within it than a sentence do. An inverted sentence causes the second problem here, no
matter length-based or punctuation-based approach you used; they cannot solve this kind of problem. We

might add lexical information in it to solve this kind of problem in the future.
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Appendix

Table A. all incorrect alignments of this experiment. Shaded parts indicate imprecision in alignment results. We
calculated the precision rates by dividing the number of unshaded sentences (counting both English and
Chinese sentences) by total number of sentences proposed. Since we did not exclude aligned pair using a
threshold, the recall rate should be the same as the precision rate.

Sub-sentence alignment based on length and punctuation

English text Chinese Text
[Now] [is the time] [to show] [how we mean to prepare] |5 “Uiﬁflx%ﬁ;‘&lfﬂfﬁéﬁﬁﬁﬁ r- sﬁf?xfﬂh
[for Hong Kong's future] [under that far-sighted con- lﬂﬁﬁp WEIEJ?F%‘FU )

cept],
["one country, two systems"]. EUET IV T T
[- we shall maintain] [an economy] [which] [continues to thrive] — |— % {ffgifi* 4 Jw?"ﬁiﬁ BT Eﬂiﬁfﬁ%ﬁﬁ
[and prosper,] # o "
s II

[generating the wealth] [required to provide] [the TR 1o 2 U5 'Giiiﬂﬂjf*@ﬂ*ﬁgﬁi'fj ;
standards of public service] [that people rightly de-

mand; |

[Our prescription for prosperity] [is straightfor- f9fﬁﬂ?§1§3§fﬁJEE“H?%;@EE%@?° f?Wﬁﬂﬂﬁﬁ’
ward. ]

[We believe that] [businessmen] [not politicians or ﬁigflJﬁ?éffk [lﬁ? ﬁqj\fggHiﬁiﬁ%#§9fﬁﬁﬁ
officials] [make the best commercial decisions.] PrES[ETRY -

[We believe that] [government spending] [must follow] «9W3TPIH PR A ERERT R R

[not outpace] [economic growth. ]

[We believe in competition] [within] [a sound, ) PSRRI » SRS -

fair framework of regulation and law. ] .iﬁi’\ﬂ SR S S .

[T am inviting distinguished members] [of the business|™ {ﬁ{%ﬁ? T ST [ﬂjgugﬁf&Ean.\_,
community] [to join 1t.]

[Their mandate] [will be] [to advise me] [on:] i F'afJEJRfEJ{F[JfWEi#ﬁLEii




