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Abstract

The named-entity phrases in free text represent a formidable challenge to text analysis. Translat-
ing a named-entity is important for the task of Cross Language Information Retrieval and Ques-
tion Answering. However, both tasks are not easy to handle because named-entities found in free
text are often not listed in a monolingual or bilingual dictionary. Although it is possible to iden-
tify and translate named-entities on the fly without a list of proper names and transliterations, an
extensive list certainly will ensure the high accuracy rate of text analysis. We use a list of proper
names and transliterations to train a Machine Transliteration Model. With the model it is possi-
ble to extract proper names and their transliterations in a bilingual corpus with high average pre-

cision and recall rates.

1. Introduction

Multilingual named entity identification and (back) transliteration has been increasingly recognized as an
important research area for many applications, including machine translation (MT), cross language in-
formation retrieval (CLIR), and question answering (QA). These transliterated words are often domain-
specific and many of them are not found in existing bilingual dictionaries. Thus, it is difficult to handle
transliteration only via simple dictionary lookup. For CLIR, the accuracy of transliteration highly affects

the performance of retrieval.

Transliteration of proper names tends to be varied from translator to translator. Consensus on translit-

eration of celebrated place and person names emerges over a short period of inconsistency and stays



unique and unchanged thereafter. But for less known persons and unfamiliar places, the transliterations of
names may vary a great deal. That is exacerbated by different systems used for Ramanizing Chinese or
Japanese person and place names. For back transliteration task of converting many transliterations back to
the unique original name, there is one and only solution. So back transliteration is considered more diffi-
cult than transliteration. Knight and Graehl (1998) pioneered the study of machine transliteration and pro-
posed a statistical transliteration model from English to Japanese to experiment on back transliteration of
Japanese named entities. Most previous approaches to machine transliteration (Al-Onaizan and Knight,
2002; Chen et al., 1998; Lin and Chen, 2002); English/Japanese (Knight and Graehl, 1998; Lee and Choi,
1997; Oh and Choi, 2002) focused on the tasks of transliteration and back-transliteration. Very little has

been touched upon for the issue of aligning and acquiring words and transliterations in a parallel corpus.

The alternative to on-the-fly (back) machine transliteration is simple lookup in an extensive list auto-
matically acquired from parallel corpora. Most instances of (back) transliteration of proper names can
often be found in a parallel corpus of substantial size and relevant to the task. For instance, fifty topics of
the CLIR task in the NTCIR 3 evaluation conference contain many named entities (NEs) that require
(back) transliteration. The CLIR task involves document retrieval from a collection of late 1990s news
articles published in Taiwan. Most of those NEs and transliterations can be found in the articles from the
Sinorama Corpus of parallel Chinese-English articles dated from 1990 to 2001, including “Bill Clinton,”
“Chernobyl,” “Chiayi,” “Han dynasty,” “James Soong,” “Kosovo,” “Mount Ali,” “Nobel Prize,” “Oscar,”
“Titanic,” and “Zhu Rong Ji.” Therefore it is important for CLIR research that we align and extract words

and transliterations in a parallel corpus.

In this paper, we propose a new machine transliteration method based on a statistical model trained
automatically on a bilingual proper name list via unsupervised learning. We also describe how the pa-
rameters in the model can be estimated and smoothed for best results. Moreover, we show how the model

can be applied to align and extract words and their transliterations in a parallel corpus.



The remainder of the paper is organized as follows: Section 2 lays out the model and describes how to
apply the model to align word and transliteration. Section 3 describes how the model is trained on a set of
proper names and transliterations. Section 4 describes experiments and evaluation. Section 5 contains dis-

cussion and we conclude in Section 6.

2. Machine Transliteration Model

We will first illustrate our approach with examples. A formal treatment of the approach will follow in

Section 2.2.
2.1 Examples

Consider the case where one is to convert a word in English into another language, says Chinese, based
on its phonemes rather than meaning. For instance, consider transliteration of the word “Stanford,” into

Chinese. The most common transliteration of “Stanford” is “5 J}4#.” (Ramanization: [shi-dan-fo]). We

assume that transliteration is a piecemeal, statistical process, converting one to six letters at a time to a
Chinese character. For instance, to transliterate “Stanford,” the word is broken into “s,” “tan,” “for,” and
“d,” which are converted into zero to two Chinese characters independently. Those fragments of the word
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in question are called transliteration units (TUs). In this case, the TU is converted to the Chinese char-

acter “5,” “tan” to “J},” “for” to “fif,” and “d” to the empty string A. In other words, we model the
transliteration process based on independence of conversion of TUs. Therefore, we have the translitera-
tion probability of getting the transliteration “5 F}&” given “Stanford,” P(5t £+ | Stanford),

P(S2 i | Stanford) = P(5 | s) P(F} | tan) P(ffi | for) P(L| d)

There are several ways such a machine transliteration model (MTM) can be applied, including (1)
transliteration of proper names (2) back transliteration to the original proper name (3) word-
transliteration alignment in a parallel corpus. We formulate those three problems based on the probabilis-

tic function under MTM:



Transliteration problem (TP)
Given a word w (usually a proper noun) in a language (L1), produce automatically the transliteration # in
another language (L2). For instance, the transliterations in (2) are the results of solving the TP for four

given words in (1).

(1) Berg, Stanford, Nobel, %%
(2) 14, 52 PH, 54 H #, Tsing Hua

Back transliteration Problem (BTP)
Given a transliteration ¢ in a language (L2), produce automatically the original word w in (L1) that gives

rise to ¢. For instance, the words in (4) are the results of solving the BTP for two given transliterations in
3).

(3) KBHEAE:ZE, Lin Ku-fang

(4) Michelangelo, R4 75
Word Transliteration Alignment Problem (WTAP)
Given a pair of sentence and translation counterpart, align the words and transliterations therein. For in-
stance, given (5a) and (5b), the alignment results are the three word-transliteration pairs in (6), while the

two pairs of word and back transliteration in (8) are the results of solving WTAP for (7a) and (7b)

(5a) Paul Berg, professor emeritus of biology at Stanford University and a Nobel laureate, ...
(5b) SEFHl R EL A M R B i, 7 H RS 1A

(6) (Stanford, 51 418&), (Nobel, 3 EL i), (Berg, F14%)

(7a) PRC premier Zhu Rongji's saber-rattling speech on the eve of the election is also seen as having aroused re-
sentment among Taiwan's electorate, and thus given Chen Shui-bian a last-minute boost.

(7b) ffﬁqué%%fi%ﬁ@%i%?ﬂ@%@i%ﬁ%%ﬁ%%%ﬁ » R R G R R ARG BT SR OK R YRR T —
Hall
(8) (Zhu Rongji, Z#5EL), (Chen Shui-bian, [F7KJR)

Both transliteration and back transliteration are important for machine translation and cross language
information retrieval. For instance, the person and place names are likely not listed in a dictionary, there-

fore should be mapped to the target language via run-time transliteration. Similarly, a large percentage of

! Scientific American, US and Taiwan editions. What Clones? Were claims of the first human embryo premature? Gary Stix and
1 5% 1%(Trans.) December 24, 2001.



keywords in a cross language query are person and place names. It is important for an information system
to produce appropriate counterpart names in the language of documents being searched. Those counter-
parts can be obtained via direct transliteration based on the machine transliteration and language models

(of proper names in the target language).

The memory-based alternative is to find those word-transliteration in the aligned sentences in a paral-
lel corpus (Chuang, You, and Chang 2002). Word-transliteration alignment problem certainly can be dealt
with based on lexical statistics (Gale and Church 1992; Melamed 2000). However, lexical statistics is
known to be very ineffective for low-frequency words (Dunning 1993). We propose to attack WTAP at

the sub-lexical, phoneme level.

2.2 The Model

We propose a new way for modeling transliteration of an English word w into Chinese ¢ via a Machine

Transliteration Model. We assume that transliteration is carried out by decomposing w into k translation

units (TUSs), @y, @, ..., @ which are subsequently converted independently into 71, B, ..., % respectively.

Finally, 7, », ..., 7 are put together, forming ¢ as output. Therefore, the probability of converting w into ¢

can be expressed as P(z / w) = max ~1_1[kP(Ti |w,), where w = @@, ...0n ,t=110...7% , || <k <
.., Ty Ty =1,

[fl+w|, i @i # A. See Equation (1) in Figure 1 for more details.

Based on MTM, we can formulate the solution to the Transliteration Problem by optimizing P(z / w)
for the given w. On the other hand, we can formulate the solution to the Back Transliteration Problem by

optimizing P(¢ / w) P( w) for the given 7. See Equations (2) through (4) in Figure 1 for more details.

2 Sinorama Chinese-English Magazine, A New Leader for the New Century--Chen Elected President, April 2000, p. 13.



The word-transliteration alignment process may be handled by first finding the proper names in Eng-
lish and matching up with the transliteration for each proper name. For instance, consider the following
sentences in the Sinorama Corpus:

(Oc) [EIRGERTHE T KB, KBS DL HIERADERE, (RO ESEE 1% HROERNE, | WS s
%‘-;?lo
(9¢) "When you understand all about the sun and all about the atmosphere and all about the rotation of the earth, you

may still miss the radiance of the sunset." So wrote English philosopher Alfred North Whitehead.

It is not difficult to build part of speech tagger or named entity recognizer for finding the following proper
names (PN):

(10a) Alfred, (10b) North, (10c) Whitehead.

We use Equation (5) in Figure 1 to model the alignment of a word w and its transliteration ¢ in s based
on the alignment probability P(s, w) which is the product of transliteration probability P(c| w) and a
trigram match probability, P(m; | mia, mi,), where m;is the type of the i-th match in the alignment path.
We define three match types based on lengths a and b, a =| 7|, b =| w|: match(a, b) = H if a = 0, match(a,
b) =V if b = 0, and match(a, b) = D if a > 0 and b > 0. The D-match represents a non-empty TU @
matching a transliteration character z, while the V-match represents the English letters omitted in the

transliteration process.



MACHINE TRANSLITERATION MODEL: The probability of transliteration ¢ of the word w

Peiw= max [1 PEle). M

k.o, .07 .1 i=lk
where w= oy @... o ,
I=00...% ,
[t] < k< |t]+]|w],
|5 of>1.

TRANSLITERATION: Produce the phonetic translation equivalent ¢ for the given word w

t=argmax P(t/ w) 2)
t
BACK TRANSLITERATION: Produce the original word w for the given transliteration ¢
P |w)P(w
Pw /1) = M 3)
P(7)
P(t|w) P(w
w=arg max P(t[w) P(w) =argmax P(z|w) P(w) e
' P(?) '
WORD-TRANSLITERATION ALIGNMENT: Align a word w with its transliteration ¢ in a sentence s
Ps,w= maX Ll Pa!e)Pomi|miy,mi), )
k,o,..0p,0...01  i=lk
where w = 0,@,...0, ,
§ = 0103...0 , (both w; and o; can be empty)
[s|<k=|wl+]s]|oag 21,
m ;is the type of the (@; , o;) match, m;= match (|o; |, | o;|),
match(a, b)=H, if b=0,
match(a, b) =V, ifa=0,
match(a, b) =D, ifa>0and b > 0,
P(m ;| m,, mi;) is trigram Markov model probabiltiy of match types.
(i, j) = PS> wig1)- (6)
a(l, )= 1, u(l, 1) = (H, H). Q)
a(i,j)= max a(i-a, j-b) P(sjaj1 | wipi1) P(match(a, b) | p(i-a, j-b) ). (®)
a=0,1,b=0,
(i, j) = (m, match(a*, b*)), where p(i-a*, j-b*) = (x, m), €))
where (a*, b*) = argmax a(i-a, j-b) P(sju1 | Wiit) P(mateh(a, b) | u(i-a. j-b) ).
a=0,1,b=0,6

Figure 1. The equations for finding the Viterbi path of matching a proper name and its translation in a sentence

H {mi% /i\ﬁ)g 7 Ts---*:’? RN GG

==
/
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Figure 2. The Viterbi alignment path for Example (9¢) and the proper name “Whitehead” (10c) in the sentence (9¢),
consisting of one V-match (te-A), three D-matches (whi—/%, hea—fE, d—7%), and many H-matches.




To compute the alignment probability efficiently, we need to define and calculate the forward
probability a(i, j) of P(s, w) via dynamic programming (Manning and Schutze 1999), a(i, j) denotes the
probability of aligning the first i Chinese characters of s and the first j English letters of w. For the match
type trigram in Equation (5) and (8), we need also compute (i, j), the types of the last two matches in the

Viterbi alignment path. See Equations (5) through (9) in Figure 1 for more details.

For instance, given w = “Whitehead” and s =« ["E/RIEE THE TR, KEE DL HIER )8,
IR E @ T BROEE O, | PRI AR E S8, | the best Viterbi path indicates a
decomposition of word “Whitehead” into four TUs, “whi,” “te,” “hea,” and “d” matching “{&£,” A, “Jf&,”

“f&=> respectively. By extracting the sequence of D- and V-matches, we generate the result of word-

transliteration alignment. For instance, we will have ({27, Whitehead) as the output. See Figure 2 for

more details.

3. Estimation of Model Parameters

In the training phase, we estimate the transliteration probability function P(z| w), for any given TU @ and
transliteration character 7z, based on a given list of word-transliterations. Based on the Expectation Maxi-
mization (EM) algorithm (Dempster et al., 1977) with Viterbi decoding (Forney, 1973), the iterative pa-
rameter estimation procedure on a training data of word-transliteration list, (E , C ), k = 1 to n is
described as follows:

Initialization Step:

Initially, we have a simple model Py(7| )
Py (7] w) =sim( R(7) | @)

=dice(t1t2...ta,w1w2...wb) (8)
_ 2c
a+b
where R(7) = Romanization of Chinese character ¢
R(D)=t,t,...1,

A=W Wy .. Wy
¢ = # of common letters between R(7) and @



For instance, given w = ‘Nayyar’ and t = ‘%, we have and R(7;) = ‘na’ and R(z;) = ‘ya’ under
Yanyu Pinyin Romanization System. Therefore, breaking up w into two TUs, w; = ‘nay’ @, = ‘yar’ is
most probable, since that maximizes Po(7, | @) X Po(72 | @2)

Po(7| @)=sim(na|nay)=2x2/(2+3)=0.8

Po(7, | wr)=sim(ya|yar)=2x2/(2+3)=0.8
Expectation Step:
In the Expectation Step, we find the best way to describe how a word get transliterated via decomposition
into TUs which amounts to finding the best Viterbi path aligning TUs in Ey and characters in C for all
pairs (Ex, Cy), k =1 to n, in the training set. This can be done using Equations (5) through (9). In the

training phase, we have slightly different situation of s = ¢.

Table 1. The results of using Po( 7| @) to align TUs and transliteration characters

w s=t -7 match on Viterbi path
Spagna ]2 =Y s-Hf pag-fH nfE a- 52
Kohn LE koh-¥L n- &
Nayyar Fbi:4 nay- 4 yar- #
Aivisatos PIFIAERIEET a-fo 1i-Fl vi-# sa-#f to 3£ s-Hf
R vard BRE ri-B var-K o1&
Hal | 250 ha-E |1-88
Kal am KB ka- £ | amBEx
Sal am 2315 safE la-ZE mig
Adam oE a-I1 dam &
Ganoran EEE ga-E o & ran B
Hel | er e hel - i | er-&j
Adelaide [IBEE afldeEla-F d-@&
Nusser EEES3 nu-2% sser- &

Nechayev  #-REBK ne-# cha-& ye-HB v-K
Htler =58 hi-# t-45 ler-8p

Hint s hun-#1 t- 4%
Grmin N8 ger-78 min 8
Mssoud BEFE ma- 55 ssou & d 1=
Ml ong e ma- 15 | ong-[&
Gore =% go= red

Tei ch =EF tei-ZFE ch-&F
Laxson R la-$I x-53 son-7%

The Viterbi path can be found via a dynamic programming process of calculating the forward prob-
ability function a(i, j) of the transliteration alignment probability P(E, Cy) for 0 <i<| C|and 0 <j <|

E«|. After calculating P(C, E ) via dynamic programming, we also obtain the TU matches (7, @) on the



Viterbi path. After all pairs are processed and TUs and translation characters are found, we then re-

estimate the transliteration probability P(7| ) in the Maximization Step

Maximization Step:
Based on all the TU alignment pairs obtained in the Expectation Step, we update the maximum likelihood
estimates (MLE) of model parameters using Equation (9).

Z; Z count(z,)

7 matches o in (E;,C;) (9)

27:1 Z count(@)

7' matches @ in (E;,C;)

Pu(t|ow)=

The Viterbi EM algorithm iterates between the Expectation Step and Maximization Step, until a stop-
ping criterion is reached or after a predefined number of iterations. Re-estimation of P(7| w) leads to con-

vergence under the Viterbi EM algorithm.

3.1 Parameter Smoothing

The maximum likelihood estimate is generally not suitable for statistical inference of parameters in the
proposed machine transliteration model due to data sparseness (even if we use a longer list of names for
training, the problem still exists). MLE is not capturing the fact that there are other transliteration possi-
bilities that we may have not encountered. For instance, consider the task of aligning the word “Michel-

==

angelo” and the transliteration “>K [ §J:5#” in Example (11):

(11) (Michelangelo, > FHEHELEE)

It turns out in the model trained on some word-transliteration data provides the MLE parameters in the
MTM in Table 2. Understandably, the MLE-based model assigns 0 probability to a lot of cases not seen
in the training data and that could lead to problems in word-transliteration alignment. For instance, rele-
vant parameters for Example (11) such as P(5f | che) and P(Hf] | lan) are given 0 probability. Good Turing
estimation is one of the most commonly used approaches to deal with the problems caused by data
sparseness and zero probability. However, GTE assigns identical probabilistic values to all unseen events,

which might lead to problem in our case.

10



Table 2. Py (| n) value relevant to Example (11)

English TU ® Transliteration t Py (7] o)
mi >k 0.00394
mi % 0.00360
mi B 0.00034
mi E 0.00034
mi b 0.00017
che o 0.00034
che 1) 0.00017
che H 0.00017
che = 0.00017
che #1 0.00017
che =} 0.00017
che B 0
lan il 0.00394
lan BE 0.00051
lan fiw 0.00017
lan BA 0
ge % 0.00102
ge 2% 0.00085
ge = 0.00068
ge = 0.00017
ge = 0.00017
lo % 0.00342
lo B 0.00171
lo fr 0.00017

We observed that although there is great variation in Chinese transliteration characters for any given
English word, the initial, mostly consonants, tend to be consistent. See Table 3 for more details. Based on
that observation, we use the linear interpolation of the Good-Turing estimation of TU-to-TU and the

class-based initial-to-initial function to approximate the parameters in MTM. Therefore, we have

P.(c|e)=0.5P,,(c|e)+0.5P,,(init(c) | init(e))

4 Experiments and evaluation

We have carried out rigorous evaluation on an implementation of the method proposed in this paper.
Close examination of the experimental results reveal that the machine transliteration is general effective

in aligning and extracting proper names and their transliterations from a parallel corpus.

The parameters of the transliteration model were trained on some 1,700 proper names and translitera-

tions from Scientific American Magazine. We place 10 H-matches before and after the Viterbi alignment

11



path to simulate the word-transliteration situation and trained the trigram match type probability. Table 4

shows the estimates of the trigram model.

Table 3. The initial to initial correpsondence of @ amd R(7)

® T R(1) Init(®) Init(R(7))
mi oK mi m m
mi mi m m
mi B min m m
mi % mai m m
mi mai m m
che fi jei ch j
che V) chei ch ch
che chi ch ch
che & chi ch ch
che #Z chi ch ch
che T} ke ch k
che Fd kai ch k
lan lan 1 1
lan B lan 1 1
lan fii lun 1 1
lan BA lang 1 1
ge & ge g g
ge AT chi g ch
ge ji g i
ge H ii g i
ge gai g g
lo & lo 1 1
lo 4 Lo 1 1
lo fiI La 1 1

Table 4. The stastical estimates of trigram match types

Match Type Trigram m; m, ms3 Count P(m; | m; m;)
DDD 1886 0.51
DDH 1627 0.44
DDV 174 0.05
DHD 0 0.00
DHH 1702 1.00
DHV 0 0.00
DVD 115 0.48
DVH 113 0.47
DVV 12 0.05
HDD 1742 0.96
HDH 7 0.01
HDV 58 0.03
HHD 1807 0.06
HHH 29152 0.94
HHV 15 0.00
HVD 15 1.00
HVH 0 0.00

The model was then tested on three sets of test data:

12



(1) 200 bilingual examples in Longman Dictionary of Comtemporary Dictionary, English-Chinese Edi-
tion.

(2) 200 aligned sentences from Scientific American, US and Taiwan Editions.

(3) 200 aligned sentences from the Sinorama Corpus.
Table 5 shows that on the average the precision rate of exact match is between 75-90%, while the pre-

cision rate for character level partial match is from 90-95%. The average recall rates are about the same as

the precision rates.

Table 5. The experimental results of word-transliteration alignement

Test # of words # of matches Word precision
Data ( # of characters)  (# of characters) (Characters)
LODCE 200 179 89.5%
(496) (470) (94.8%)
Sinorama 200 151 75.5%
(512) (457) (89.3%)
Sci. Am. 200 180 90.0%
(602) (580) (96.3%)

S. Discussion

The success of the proposed method for the most part has to do with the capability to balance the conflict-
ing needs of capturing lexical preference of transliteration and smoothing to cope with data sparseness
and generality. Although we experimented with a model trained on English to Chinese transliteration, the
model seemed to perform reasonably well even with situations in the opposite direction, Chinese to Eng-
lish transliteration. This indicates that the model with the parameter estimation method is very general in

terms of dealing with unseen events and bi-directionality.

We have restricted our discussion and experiments to transliteration of proper names. While it is
commonplace for Japanese to have transliteration of common nouns, transliteration of Chinese common
nouns into English is rare. It seems that is so only when the term is culture-specific and there is no coun-

terparts in the West. For instance, most instances “}£#¢” and ‘“J8 48> found in the Sinorama corpus are

mapped into lower case transliterations as shown in Example (11) and (12):

13



(11a) PEER—— RS T 7
(11b) Are ch'i-p'aos--the national dress of China--really out of fashion?

(12a) —MEEGAGE AE RN
(12b) a scroll of shou chin ti calligraphy

Without capitalized transliterations, it remains to be seen how word-transliteration alignment related to

common nouns should be handled.

6. Conclusion

In this paper, we propose a new statistical machine transliteration model and describe how to apply the
model to extract words and transliterations in a parallel corpus. The model was first trained on a modest
list of names and transliteration. The training resulted in a set of ‘syllabus’ to character transliteration
probabilities, which are subsequently used to extract proper names and transliterations in a parallel corpus.

These named entities are crucial for the development of named entity identification module in CLIR and

QA.

We carried out experiments on an implementation of the word-transliteration alignment algorithms

and tested on three sets of test data. The evaluation showed that very high precision rates were achieved.

A number of interesting future directions present themselves. First, it would be interesting to see how
effectively we can port and apply the method to other language pairs such as English-Japanese and Eng-
lish-Korean. We are also investigating the advantages of incorporate a machine transliteration module in
sentence and word alignment of parallel corpora.
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#548 Ti #¥ (Machine Transliteration) pLE iy BRI 1 E1 fel 9~ L [NELFF 20 3 Hlﬁfj-éj g
B AL CSTRE) B PR 1 BEISE Ch BEFR R Rl e PR

(ERLSFE R €] £ FI R BRGRT D BT S 2 o G ORI~ ) S
2 F I (Transliterated-Term Pair Extraction) » i' FOfERY e BRIV ' 0 T Rk o ] LSO 1
b A LT ARG TR o P plY g TR ESyllable Mapping) s i i
IR G 38 FRRERLS O DSl LR e 580 © & 2 R ik AT
FIHFEY T RO FC 3 GRS FIIPT L G P o o PR P v 2 O3 AT
(Confusion Matrix) ¢ s J; 3 F; i@/ (Pronunciation Variation) « 4 B fl g5 4 & il )
VR i 2 2] 32.26% 151 (Recall) > 95.23%[19% ik (Precision) » oLl | G A | bE s i 7

FEPTRER I R T o

Ly

BB PRI I o R RO - 5 2R R T R R
?UEU%[E&"E}?J‘Iﬂﬂ’ﬁb%’ll’?}EUE'?” A AT I ﬁxjﬁiﬁfﬁﬁu%i*’ 2R 4 R PRRY ~ s
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bR [ VP AILRLE R R 0 8 AR i R

CETEHEIRT = R %ﬁ?Vﬁﬁﬁﬂiﬁﬁ %J GREREEL - B
P b FE o VABSRERD R B P wﬁwﬁqkb By £ R £
—E“ﬁjl F) R FEE T BETRAE O R A e EJ’*“—H\T‘FDJ iRlrilci Iﬁ'ixﬁﬂﬁj’
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Tfﬂ%qug e PR HEIRET F| ”\%Eiﬁg?ﬁ(Syﬁenmhcaﬂy(hganmed) ’Lﬂﬁ cugef G = YRR
PR FOP RS SERSE R ORI PR kT - A O]
Rl F g FL e IV T S AR Y 3R o R AR e A R ALRE
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1.&PUW%FﬁﬂWW%ﬁW ’ﬂ%}%ﬂﬁ@iwﬁgw%jrﬂ

ﬁw

i
FlRE AR R e el o HPEE PV A E | R SRR © (NI
PR Y IEIT R R P9I YR(Word Origin [Llitjos2001] 2 2 f 1 » 4
PE T SRR o H A A T PR TR o FII AR ¢ Firenze W H L
¥ 3 Florence [Lin2000] - %j&%\?zﬁﬂwﬂﬁ— FEFNE o AT R . E\'fJiEB%ﬁfJ’E'J Y
WMmMMW\mmemBmmWMW’ﬂﬁ*ﬁﬁfﬂ%ﬁ@TWw3%ﬂWm’@

EIHIJWBJF[ g H 141258 /meri/[ Jurafsky2000] - lFﬁEﬂ i RIS T o B
GHE SRV S

B F B S A SR b FE
5 PSR R

e g SRR S AR T U T A

T'"'

BTG 1A SRR 0 [ R YR 1A T [NIHOGO90] [l1E 4 (9 &0 14
ARG N OIS B N B R IR 9 RF R AR e

upm[[ga?ﬁ A OV [Brill2001] it I Hk & ZE00 B 53 (P 5% 'ﬁﬂmﬂ R g [(EA R
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R RS F Y R Y 5 P Jeong9 7] [Lee98] [Jung2000][Kang2000]

[Oh2002] © 8 [[IBESRIZ ) e F 10 FIRGRIT P 088 i 9 30 o R o9t e 5 3

%t

‘éI

B3] “Tosa®™  “Bomi® SFYE « G H FERLI I [lIRLE 0 S5Ol

Tl

AP VAR CVROREES, o

BT e SRR A VPR 6 [P Xia020020F R R - 8
AR I A TRy Ty PRl SRS Pl g ﬁﬁx}nj?ﬁﬁhu
FHEGHB S EFORTI FERH L FRIRLAEE AR S (RRLEE S B R g
i’wf??ﬂurm?@iﬂ§°Wﬂ%ﬂW@W%%ﬁ%@$KW@W%%%ﬂ®
(Parallel Corpora) i G- 1V - 16 S ERI fh ol TSR |00 fir b Rt ot
FIRRR] S O U R SR TR D -

PR A ST (57 P11 (Modular Learning Approach)[Knight98] >~ M7 [l & 19
FETR SRR BEOEFR C PR

C=argmax p(C,|E,)=argmax p(EE,) p(C |E,) p(C,|C.) 0

EH €, % E, SiHIELVE '@?ﬁ?l (Target Language) & 7\‘1’5? i (Source Language)+

Tl € By RLEVRESE B b L A VI D Sk (Phoneme){l - p(C,|E,)
B PP o 8 O R TE I RFE p(CIE,) BAROEHEG - A
IR ARLE Y FUSIE B IR o 2 (ORRIERRIG - e 3 it spor]

LS (R ORI 7S T I e S o
SOV S e PR S R R S Rl o S R I AT
2V R I RN R (o P Y Rl 0 S R
EKSCR(English-to-Korea Standard Conversion Rules)[Oh2002] (41" (3@ » [y =~ {4
F(Word)[i" & 2 & > (H- [ pl¥ SHIFE - (W a7 2 wf%ﬁgﬁfﬁgj phyts o

FUbe BRI b R PRI I AR P S R i
FRIFT A4 o RO A 130 o TS ] ARG - 3 SRR VRO L T P
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LSO BRSO ARG - SRRy B 2 2 ol
e AR Ay Y A PSR > S WO
?J A EI'IJFE';'E‘E o

FYPIH B AP AV Y R NS
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&Lﬁ’ﬁ#g’ﬁj‘wu i
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A i EFEIL[I
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AR RLIR S ] P R N0 R R B F DA DGRV R E REE
fer A 2 || FIARPMES B e o e O e LT L R
[ = PRI 3 R S R 3 R AR > s *ﬁéﬁ%l%%é‘% i
FLE - lﬁi[ﬁ'f‘ ﬁﬁ ([ (Semi-Structured) s | 'ﬁ[EJFEEIJEéEJ‘%J U R
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BT ST SR+ B RO R+ R S
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Fraa G [ﬁj?ﬁ% [ NPT 5 Y 2R S i(Non-Parallel) fsf
FUFIHHEVER R IR E L e 2 L RPERAT 1 VR R - NIRRT
RLFeIFS 3 e R R OB AL YN RS B P S

> Pl Ak S ) L E ISR B AR Y

AT PR R RV o DR L IR SRR IV A R
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TR A VRO RIS E - W AR R RIS o S e S
= AR - IR VR - ) TR S f LR
S BRI NN T o A AT D SR F A iR
EF o AP BV SRR A IR - (R S AR g,
Fisk Ay S 8 - Y A = ey Ay i AR TR g
Y [ B AT R PR T ATE AT IR TS F5eNal oY o

A RERL RV RO Y A

PP ST ig2) - HERE S RIS R -
2.1 AR - AR R

[Nagata2001 i1 15774 S5 (Partially Bilingual) fUsfef 1[IV B8 - 19 P13
ST BV OGRS G LI G R STV T AR RR R RRY F by
SRR ) B PV R S e PTETR G EECR EU H  FR DR
P R 1o E T LAY OERLIN ) 5 ﬁf’Eﬁﬁ Rl H R -
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P /;é’ , 75 23 KurO /{E‘/}}—?PZP /?' J]Z#J/gg'ﬂ/ﬂéj/vﬂﬁ » 3 F1aE# P2P Eﬁ/fg@—‘)/?@ﬂ/ﬁ'yﬁﬁ(’
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fl
I Eiiorn RLIJ 2 P i IRV Y F(Word FY Token) » kL i i@ iR oL
HHE RO T POE A VIR EWS S Re@ss iy o 3 Ly A Lo ST
M VIR &l (Location) » Ly A1 L 53HIELEWS V@Y S
Inc, A1 Inc, SYHIENEEWS %1 PR AmREI 5% (7R SO BT R R
LPEEY) o fFEWS SRV L CW, Ui ey g max(lyne,) % 1, o[y
EWS TRl gy CW, ol fe L, = min(ly,,lnc,) o Sk 1 ohss
Mg R S El O PR F A P‘F’%ﬁ_ﬁ“?ﬁ AT RFR R &
~ ASE LR R (ORI P ﬂﬁﬁ GNIES: Sl =L N At
IREETE o R -

)= B iy Sy AR Kuro i g B> A5 ELg il YRy o )
FSE] b Flf e dpidg 7 G )3 It TRuro g S5 EHY A fIVEFIRE I F o iy
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R LioVSlIEAES: SalK
PPN Rt TR, I f?—‘w [P UL fy 5D Kuro (i BHRSEEH - [~ i
SEAEETRRERT  (H R VRRTR TV E TR T R T IRIPORTE, o N R ot
reRns— RIIRIE - [ " RS T IR VTR ER] > DR R VR R A
o (HRIRERLINGE $5 1 RIS sk PRI o Vel oS IO RS - ol
PR ERL U BL TGS 5 b 870 2 FIRL R P PEa sk R g - o Hl
FoET= AR T [ RRRI R T 5 AR AT SRS T o 5 B TR
PIDRL T FIRFTE sk e PRI o i SRR~ B2 230 RilfT -

2.2, sk AT i
o o ST SRPFERTE] > U157 (Consomant) ~ 41 (Vowel) ~ *f 21 (Semi-Vowel)
g i (Nasal) > LRSS AT S L6 fi o A S E 4R B Fp 3
[Jurafsky2000] = g sk Frit S [ 3 el s (7 o [0y (8 7 414 [ A
" NI BT S A S OB - AR S T R s - i
& AP Y A SR BP0 g AT PR B (Initial) 1
= (Fina PyESES - s e s o FEe e B R BRI < i
RRL WTVEFTJ R s e JTJE = IFTJ TR [NTNUS?2] -
I EIH Al - P

I i 2558 MBRDICO[Pagel98] 55—~ A % » A1 MBRDICO fri % iU %

’L-li,[/ J W”Tﬁ Ay 4 fHEWS FIfSE — [ s

(1] SAMPA(Speech Assessment Methods Phonetic Alphabet)# =ik % > [fFi% EJ[J}{iJ’ ;ﬁﬁjﬁ
Z§illfs = I'] IPA(International Phonetic Association)# -1 F . }[ﬂ‘[’ ?"[ S 4H = | IPA FAF
FAFOE I RLA R P IPATE 1 B/ OR3P TPAE 1 B
FTM RISRIEE ;[_ﬁ\ﬂj [ EER I*Bu:ﬁ%t; FlI2 fp Jf[ TEAF [ﬂjﬁm
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2.3 % % JEL T AN
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TP POTHIRE » SRl PY B e A SRS e R ARl o o (L IRERLfer
OR{fe S 2 IRELYR LT RS AR AT o PR D EREER VRN 2 O PR
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2A MR FRET
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FB I HEREIFII) AR R T = AP DR R TR - i B Y UL A5
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ES : %, EWF’?’%T’E%EU?”[ B

ECS : 1% ES il % HR"%E{F 7l
ECS; * YL ECS 3 i a7+ & fﬁ

Ey + £L ECSif[15) {t -

CWS = BV SRR PO 1 P2 il -
CS : £G CWS R afffly -

CW, = ¥5 CWS BT [ 11 6 5 -

CS, : £G CW, ST afffly -

Cy © ¥4 CS {13 figh -
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TR A VIRERLY R FTE ATAR 017 MRV 0 A SRR PRV Sl A
S SRS T A S LR o FI R Q@
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D AT O R RS o i Rl L e kA A ]
AT o IR I R IR 2 Gy
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M S @EEFRA O S C MR FH E o J=(C ) FIf A
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» El H' p(Cik|Ejk) i Cy = Ey ﬁ?'lé HIFVRS S

2O [0 p(CalE ) RLRHfT 3 afof s 3 B Pt B g F i
HLI R 2 TRINDR = 3 &R 7 LI (ASR-Syllable, AS) ¥ =k fL1#) ) #1[{i (ASR-
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Phoneme, RP) 5| * 5> [l P(CAlE ;) Fr st >
P(CLIE )=t (CLlE 3)+Bt,(CLE ;)+yt (CLIE ;) a0+ B+y=1, (7)
CH 1t (CulE ) T AR AS Sl > 8, (CulEy) T AP AP > £,(CylE )
FLPFBIRPSRE > o~ B Ry JIGTHIEL t(CRlEy) ~ t,(CulE,)
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PELAPRLK] — Wl sy ) ) R W)k & 0 a4t JrTgﬂ?f’a -
CulE ) i =5
CulE )~ p(CI,|EI ;) p(CF ,|EF ;) (8)
CHE CLy 20 Bl Sjss Cu @ By VEBYHI o CFy % EF, i
Cu ¥ Ej VIRV - RP (LAY g"??ﬁﬁ?’%ﬁﬁf’? RV SRR T B
TSl a@ﬁﬁr*beﬁ?ﬁ%#m% ’ a@%ﬁﬂ‘ 553 K ME0 b > pom(] ] IPAZ
TS E] ST Ry S o KL RS [ O g o B [l - B INTNUS2] - i
CulE ;) Frdssss

(Cik|Ejk)El » JRC, EEEjk #RP FIff— JEE 7 B 1
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=0 »
. ?ﬁ'ﬁﬁ%ﬁ%&?ﬁ]‘ﬁ%

R HLRLIV 1 S Y AR SRR AT kR ) AT ) S00MB -
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(Transliterated-Term Pair) o 7 F} 5l fw {153 (Recall) » ¥& FE} (Precmon)ﬁ PR RS 4

(Randomly Selected) =% » F180,094 fl fi/=" F[1#<15200 fff i/~ E‘Fﬂi l’ﬁﬁrfﬂ T 200 i 7

I 2 488 [l o Al > il 21 ]ﬁf TR AT - 2R HIrE) 20 ]'[aﬁlrjd .
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) B R CVELEC T DR :LF;p [V e
I 2 R I 1 9 L A B PO THIRETEER = e b R IOy (9 0 i
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Tty B Tly o S R RO S R TV RL AR o BT 2 2 fIf9 Charles
Sl EplpY - (E R TR o %’ﬁﬁf,”’zeflfifrﬁ‘ﬂ‘}@?fﬂﬁﬁé]@ﬁﬁﬁ » 3
X J%ﬁm lJé'ﬂ:ﬁ”f[ R E R ATRLIREAREL o ISRl B o 520 Y P Rt

gvﬁ (ST SAEGEIEE AU P8 Ay RV T AR R R A
FJS‘}I‘]/ 7 In—i’l J
S HEYFEL | BB E2 | AFAYFEI | HFYFE4
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Charles R #B22(5) WHEHD RLEENS)
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Richard E ) ENE=) EEO) HHO)

e 2 R A VA A O ) B

TN T AS ~ AP R RP S FE G o (S B EUSSHEYNR ) T e A3
EL5) HIFTRHTAS ~ AP RP = 754 34 3 BT AT ()7 (e < OBkl o (e
foE=g o BRI I R (Raw Count LA SR IEVEA 1 L1 ) - 4L
AU S RIS S ety RS 3 ORI B O T Homework g ST 4!
EaCIRHE SRR VR ETUNE U i S N A AR R ﬁ[JFﬁ%ﬁ(Unique)
O G R R I E T R G A O SRR R Y B R W
R W - T YR YR ETT RO Gk e S Y
PSSO T RRIBCRD < YD PR 1 R SRR LRI R P R 1
TR RRI 2w B Pt B Y A DT ¢

FEAR I IR P Ry S A PPl 69 Sk e 1 AR RIS iy 15
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SRR F HIYF ATRHET ] IPA Fem o O ARL B VIR o 0 G B - ERL A PUTELE
i B0 Tp'y HREGRS Tpy o I Ty kL Tpy puiphie i - (1 Tpy 20 LI £ ik
G55 Tply o ) Tpy T ELIFRL U py O« S R e R T S
VR T A i BT o TR R U R SR 4 P SR
jﬁm@i;:m SRR 4 PORER » N SRR TR -
g SR

IR | A AS AP RP
JFHJ“?EILI' 10,225 4,964(485.%) 8,254(80.7%) 9,175(89.7%)
Lokl
FAf[JE}J’ = 3,742 1,887(50.4%) 3,086(82.5%) 3,412(91.2%)
(Unique) e ¥
T
Hi s
PRI 1 4,779 2,400(50.2%) 3,798(79.5%) | 4,224(88.4%)
?1/ TR
T

3 STHIFRIE] AS » AP W RP = 1 R AT fUBi gl 2 P

B~ TR AS 0 AP K RP = HUEENE o A 4 550 ¥ R HIHUR Y
AS > AP & RP = R A E R I gkt B Py > 1)o7 e = Rk o P s BIA T
IV 95 AP 22 RP 7 3B 500 GRS Rl B Sy S SR R DI o
HEI SIS GI KD AP f998.3% 1 RP 19 88.9%) » HEIR: £ J%ﬂ%w E ?ﬂ“”fﬁ
AP BB 1.7% » RP 2 & B iy 22.4% - (17 2B L2 S0 a0 AP pu S H
FAE 2% o RP [0 &I 2 12% o WF AV R E o AP Y
Hﬁiﬁa%ﬁﬁmquRquzgﬁ_Pl Ffﬁpj,lﬂf_ﬁw quJRP Eiﬁﬁ Lp ;ﬁagaaﬁﬁ
i IR SRR ST RO - OHEEIRRP T J%ﬁ%afl/ Al R
AL BHOLI LT B £ 86%[1 AS W BRI G A SO ] W 82.6%(1
AS > [FAS T SR RO A ) 13.9% [OBRIRARS o 2 R PO RO R
A (9] 17.4% PR > B AS ] ERER 2 jzﬁi °
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SRRk AS vs AP AP vs RP RP vs AS
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_égwﬂﬁ» (80.2% to AS) (98.3 % to AP) (86% to AS)
e
T,F(jij (49.1% to AP) (88.9% to RP) (47.6% to RP)
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Abstract

In this paper, we describe an algorithm that employs syntactic and statistical analysis
to extract bilingual collocations from a parallel corpus. The preferred syntactic
patterns are obtained from idioms and collocations in a machine-readable dictionary.
Phrases matching the patterns are extract from aligned sentences in a parallel corpus.
Those phrases are subsequently matched up via cross-linguistic statistical association.
Statistical association between the whole collocations as well as words in collocations
is used jointly to link a collocation and its counterpart collocation in the other
language. We experimented with an implementation of the proposed method on a

very large Chinese-English parallel corpus with satisfactory results.

1. Introduction

Collocations like terminology tend to be lexicalized and have a somewhat more
restricted meaning than the surface form suggested (Justeson and Katz 1995).
Collocations are recurrent combinations of words that co-occur more often than
chance. The words in a collocation may appear next to each other (rigid collocations)
or otherwise (flexible/elastic collocations). On the other hand, collocations can be

classified into lexical and grammatical collocations (Benson, Benson, Ilson, 1986).
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Lexical collocations are formed between content words, while the grammatical
collocation has to do with a content word and function words or a syntactic structure.
Collocations are pervasive in all types of writing and can be found in phrases, chunks,
proper names, idioms, and terminology. Collocations in one language are usually
difficult to translate directly into another language word by word, therefore present a

challenge for machine translation systems and second language learners alike.

Automatic extraction of monolingual and bilingual collocations are important for
many applications, including natural language generation, word sense disambiguation,
machine translation, lexicography, and cross language information retrieval. Hank and
Church (1990) pointed out the usefulness of mutual information for identifying
monolingual collocations in lexicography. Justeson and Katz (1995) proposed to
identify technical terminology based on preferred linguistic patterns and discourse
property of repetition. Among many general methods presented by Manning and
Schutze (1999), best results can be achieved by filtering based on both linguistic and
statistical constraints. Smadja (1993) presented a method called EXTRACT, based on
means variance of the distance between two collocates capable of computing elastic
collocations. Kupiec (1993) proposed to extract bilingual noun phrases using
statistical analysis of co-occurrence of phrases. Smadja, McKeown, and
Hatzivassiloglou (1996) extended the EXTRACT approach to handling of bilingual
collocation based mainly on the statistical measures of Dice coefficient. Dunning
(1993) pointed out the weakness of mutual information and showed that log
likelihood ratios are more effective in identifying monolingual collocations especially

when the occurrence count is very low.
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Both Smadja and Kupiec used the statistical association between the whole of
collocations in two languages without looking into the constituent words. For a
collocation and its paraphrasing translation counterpart, that is reasonable. For
instance, with the bilingual collocation ( ﬁf?ﬁz@’ , “stop at nothing” ) in
Example 1, it is not going to help looking into the statistical association between

“ ”

“stopping” and i [ji] (sqeeze) (or “P " [bo, broken] and “Pfi” [tou,
head] for that matter). However, with the bilingual collocation ( “V&#H:" , “pay
cut” ) in Example 2, considering the statistical association between “pay” and

“F [xin] (wage) as well as  “cut” and “J&” [jian, reduce] certainly makes
sense. Moreover, we have more data to make statistical inference between words than
phrases. Therefore, measuring the statistical association of collocations based on
constituent words will help to cope with the data sparseness problem. We will be able
to extract bilingual collocations with high reliability even when they appear together

in aligned sentences only once or twice.

Example 1

They are stopping at nothing to get their kids into "star schools"
(PR - 1 S ] 5
Source: 1995/02 No Longer Just an Academic Question: Educational Alternatives

Come to Taiwan

Example 2

Not only haven't there been layoffs or pay cuts, the year-end bonus and the

performance review bonuses will go out as usual .
THTEBE W TFAUAS - YRS R TR
Source: 1991/01 Filling the Iron Rice Bowl

Since the collocations could be rigid or flexible in both languages, we can
generally classify the match type of bilingual collocation into three types. In Example

1, ( ﬁﬁﬁﬁﬁ , “stop at nothing” ) is a pair of rigid collocations, and (“J°I...535
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157, “get ... into”) is a pair of elastic collocations. In Example 3 ,(“A-... Mg,
“take the path of”) gives the example for a pair of elastic and rigid collocations.

Example 3

Lin Ku-fang, a worker in ethnomusicology, worries too, but his way is not to take

the path of revolutionizing Chinese music or making it more "symphonic"; rather,

he goes directly into the tradition, looking into it for "good music" that has lasted

undiminished for a hundred generations.

SR (SRR BERC ([P 1 e
T R T LRLE B IR (RS T ] AT B %

Source: 1997/05 A Contemporary Connoisseur of the Classical Age--Lin Ku-fang's

Canon of Chinese Classical Music

In this paper, we describe an algorithm that employs syntactic and statistical
analyses to extract rigid lexical bilingual collocations from a parallel corpus. Here, we
focus on the bilingual collocations, which have some lexical correlation between them
and are rigid in both languages. To cope with the data sparseness problem, we use the
statistical association between two collocations as well as that between their
constituent words. In Section 2, we describe how we obtain the preferred syntactic
patterns from collocation and idioms in a machine-readable dictionary. Examples will
be given to show how collocations matching the patterns are extracted and aligned for
a given aligned sentence pairs in a parallel corpus. We experimented with an
implementation of the proposed method for the Chinese-English parallel corpus of
Sinorama Magazine with satisfactory results. We describe the experiments and
evaluation in Section 3. The limitations and related issues will be taken up in Section

4. We conclude and give future directions in Section 5.
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2. Extraction of Bilingual Collocations

In this chapter, we will describe how we obtain the bilingual collocation by using the
preferred syntactic patterns and associative information. Consider a pair of aligned
sentences in a parallel corpus such as Example 4 given below:

Example 4

The civil service rice bowl, about which people always said "you can't get filled up,

but you won't starve to death either," is getting a new look with the economic

downturn. Not only haven't there been layoffs or pay cuts, the year-end bonus and

the performance review bonuses will go out as usual, drawing people to compete for

their own "iron rice bowl."

PYE= [ e@es Tpa e - 8T R IEIF“‘“W;"%‘?M [B57 Y

TP W T AUAS - S A TR WP@@jp
PR TSR, -

Source: 1991/01 Filling the Iron Rice Bowl

We are supposed to extract the following collocations and translation

counterparts:

(civil service rice bowl, ** 3 ER)

(get filled up, [iz---Ef)

(starve to death, &ff---9)

(economic downturn, %’—ﬁf‘f*?J 5. [%3K) (pay cuts, YD)
(vear-end bonus, F 752%:E)

(performance review bonuses, #aFi4&)

(iron rice bowl, SEEER{H)

In Section 2.1, we will first show how that process is carried out for Example 4

under the proposed approach. The formal description will be given in Section 2.2.

2.1 An Example of Extracting Bilingual Collocations

To extract bilingual collocations, we first run part of speech tagger on both sentences.

For instance, for Example 4, we get the results of tagging in Example 4A and 4B.
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In the tagged English sentence, we identify phrases that follow a syntactic
pattern from a set of training data of collocations. For instance, “jj nn” is one of the

9 ¢

preferred syntactic structures. So, “civil service,” “economic downturn,” and “own
iron,”...etc are matched. See Table 1 for more details. For Example 4, the phrases in
Example 4C and 4D are considered as potential candidates for collocations because

they match at least two distinct collocations listed in LDOCE:

Example 4A

The/at civil/jj service/nn rice/nn bowl/nn ,/, about/in which/wdt people/nns
always/rb said/vbd "/ you/ppss can/md 't/* get/vb filled/vbn up/rp ,/, but/cc
you/ppss will/md 't/* starve/vb to/in death/nn either/cc ,/rb "/" 1s/bez getting/vbg a/at
new/jj look/nn with/in the/at economic/jj downturn/nn ./. Not/nn only/rb have/hv 't/*
there/rb been/ben layoffs/nns or/cc pay/vb cuts/nns ,/, the/at year/nn -/in end/nn
bonus/nn and/cc the/at performance/nn review/nn bonuses/nn will/md go/vb out/rp
as/ql usual/jj ,/, drawing/vbg people/nns to/to compete/vb for/in their/pp$ own/jj "/

iron/nn rice/nn bowl/nn ./. "/"

Example 4B
FJ=/Nd - [FIJ/Dd ¥L/PO2 F?JFE/VEZ "/PU pz/VC T/Dc BI/VH ~ /PU
BT 9/VR 4 /PU [9/D5 %/Ne #/Na > /PU ffilNe AN §15/Na
(/VH VEEING - /PU TE/Ch TE/VK #EYVC ~/PU #8H/VB - /PU
FAAE Na ~/PU BifiNa 245 Na BHY/Db BVC 5E/NVD TRUVH /PU
PIN/Co (RHI/VL T P/Ne  * /Na [pIPFI/VA 3853 /VC 1i/Ne E/Nf "/PU &

ﬁﬁf#/Na N /PU

Example 4C
“civil service,” " rice bowl,” " ironrice bow,” ” fillup,” " economic
downturn,” 7 end bonus,” " year - end bonus,” " gout,” " performance
review,” " performance review bonus,” ” pay cut,” ” starve to
death,” 7 civil service rice,” " service rice,” ” service rice bowl,” " people
always,” 7 getfill,” 7 people to compete,” ” layoff or pay,” ” new
look,” " draw people”

Example 4D

H
)

PP

“I:[;Z—T 8" “ﬁﬁT \f,/&,n “ %‘\’ﬁ&,” “;Eﬁ?‘%} 5’?“,” : f%ﬁ,n s
N i

“
PRk TR R CEAERE T THRRiS

R
N
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Although “new look™” and “draw people” are legitimate phrases, they more like
“free combinations” than collocations. That reflects from their low log likelihood ratio
values. For that, we proceed to see how tightly the two words in overlapping bigrams
within a collocation associated with each other; we calculate the minimum of the log
likelihood ratio values for all bigrams. With that, we filter out the candidates that its
POS pattern appear only once or has minimal log likelihood ratio of less than 7.88.

See Tables 1 and 2 for more details.

In the tagged Chinese sentence, we basically proceed the same way to identify
the candidates of collocations and based on the preferred linguistic patterns of the
Chinese translation of collocations in an English-Chinese MRD. However, since there
is no space delimiter between words, it is at time difficult to say whether the
translation is a multi-word collocation or it is a single word and should not be
considered as a collocation. For that reason, we take multiword and singleton phrases
(with two or more characters) into consideration. For instance, in the tagged Example
2C, we will extract and consider the following candidates as the counterparts of

English collocations:

Notes that at this point, we are not pinned down on the collocations and allow
overlapping and conflicting candidates such as “%“;@“*FJ 3,7 “FJJ 3 [RK,” “E@"?‘FJ

. [&3K.” See Tables 3 and 4 for more details.

Table 1 The initial candidates extracted based on preferred patterns trained on collocations
listed in LDOCE.

E-collocation Candidate Part of Speech | Pattern Count Min LLR
civil service jj nn 1562 496.156856
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rice bowl nn nn 1860 99.2231161

iron rice bowl nn nn nn 8 66.3654678
filled up vbn 1p 84 55.2837871
economic downturn jj nn 1562 51.8600979
*end bonus nn nn 1860 15.9977283
year - end bonus nn - nn nn 12 15.9977283
go out vb 1p 1790 14.6464925
performance review nn nn 1860 13.5716459
performance review bonus nn nn nn 8 13.5716459
pay cut vb nn 313 8.53341082
starve to death vb to nn 26 7.93262494
civil service rice jj nn nn 19 7.88517791
*service rice nn nn 1860 7.88517791
*service rice bowl nn nn nn 8 7.88517791
* people always nn rb 24 3.68739176
get filled vb vbn 3 1.97585732

* people to compete nn to vb 2 1.29927068
* layoff or pay nn cc vb 14 0.93399125

* new look jj nn 1562 0.63715518

* draw people vbg nn 377 0.03947748

* indicates invalid candidate

Table 2 The candidates of English collocation based on both preferred linguistic patterns

and log likelihood ratio

E-collocation Candidate Part of Speech | Pattern Count Min LLR
civil service jj nn 1562 496.156856
rice bowl nn nn 1860 99.2231161
iron rice bowl nn nn nn 8 66.3654678
filled up vbn 1p 84 55.2837871
economic downturn jj nn 1562 51.8600979
*end bonus nn nn 1860 15.9977283
year - end bonus nn - nn nn 12 15.9977283
go out vb 1p 1790 14.6464925
performance review nn nn 1860 13.5716459
performance review bonus nn nn nn 8 13.5716459
pay cut vb nn 313 8.53341082
starve to death vb to nn 26 7.93262494
civil service rice jj nn nn 19 7.88517791
*service rice nn nn 1860 7.88517791
*service rice bowl nn nn nn 8 7.88517791

* indicates invalid candidate

Table 3 The initial candidates extracted by the Chinese collocation recognizer.
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C-collocation Candidate POS |Patter Count Min LLR
b Ed Na 2 550.904793
Pl R PP VE 6 246.823964
Bl [k Na VH 97 79.8159904
el (S NaNaVH 3 47.2912274
Ko Bl Na Na 429 472912274
2K Nc Na 63 42.6614685
1 80 Dc VH 24 37.3489687
SApl IS Na Na 429 36.8090448
TR PE V] VA 3 17.568518
[pE B3 VA VC 26 14.7120606
iy Db VC 18 14.1291893
51 1L VD VH 2 13.8418648
K VIE VH NG 10 11.9225789
il A B VA NaNa 2 9.01342071
*fF S VA Na 94 9.01342071
P R VC VD 2 6.12848087
¥~ [HlpE Na VA 27 1.89617179

* indicates invalid candidate

Table 4 The result of Chinese collocation candidates extracted which are picked out. (the

ones which have no Min LLR are singleton phrases)

C-collocation Candidate POS Patter Count Min LLR
Tt Ed Na 2 550.904793
Pl PP VE 6 246.823964
Bl Sk Na VH 97 79.8159904
bl 1S NaNa VH 3 47.2912274
K fls Na Na 429 47.2912274
B Nc Na 63 42.6614685
1 B Dc VH 24 37.3489687
i s Na Na 429 36.8090448
TR P VI VA 3 17.568518
[pE B3 VA VC 26 14.7120606
B P Db VC 18 14.1291893
P VD VH 2 13.8418648
Rk VIE VH NG 10 11.9225789
= A VA NaNa 2 9.01342071
il I~ g VA Na 94 9.01342071

Y IE NG 5
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A Na 1408
£l 5% Na 1408
FRUAE Na 1408
i Na 1408
IRE Na 1408
SR AR Na 1408
K Nc 173
= Nd 48
= VA 529
FE VA 529
[FIpE VA 529
T VB 78
[3Ed VC 1070
okl VE 139
[k VH 731
TR VH 731
THE V] 205
TR VL 22
i VR 14

To align collocations in both languages, we follow the idea of Competitive
Linking Algorithm proposed by Melamed (1996) for word alignment. Basically, the
proposed algorithm CLASS, Collocation Linking Algorithm based on Syntax and
Statistics, is a greedy method that selects collocation pairs. The pair with higher
association value takes precedence over those with a lower value. CLASS also
imposes a one-to-one constraint on the collocation pairs selected. Therefore, the
algorithm at each step considers only pairs with words not selected before. However,
CLASS differs with CLA in that it considers the association between the two

candidate collocations in two aspects:

® [ ogarithmic Likelihood Ratio between the two collocations in question as a
whole.

® Translation probability of collocation based on constituent words
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For Example 4, the CLASS Algorithm first calculates the counts of collocation
candidates in the English and Chinese part of the corpus. The collocations are
matched up randomly across from English to Chinese. Subsequently, the
co-occurrence counts of these candidates across from English to Chinese are also
tallied. From the monolingual collocation candidate counts and cross language
concurrence counts, we produce the LLR values and the collocation translation
probability derived from word alignment analysis.. Those collocation pairs with zero
translation probability are ignored. The lists are sorted in descending order of LLR
values, and the pairs with low LLR value are discarded. Again, for Example 4, the
greedy selection process of collocation starts with the first entry in the sorted list and

proceeds as follows:

1. The first, third, and fourth pairs, (“iron rice bowl,” “C@ﬁ&ﬁi”), (“year-end
bonus,” “F 35£4.2”), and (“economic downturn,” “5’;2{’?‘%@ 5 [R1K), are
selected first. And that would exclude conflicting pairs from being
considered including the second, fifth pairs and so on.

2. The second, fifth entries (“rice bowl,” & f fﬁh ”) and (“economic
downturn,” “@ﬂ%ifmﬁ] 3%.) and so on, conflict with the second and third
entries that are already selected. Therefore, CLASS skips over those.

3. The entries (“performance review bonus,” “%‘Z}F:?f”\ &), (“civil service
rice,” “ VK EHR), (“pay cuts,” “ViH’), and (“starve to death,” “fff 1 J-7) are
selected next.

4. CLASS proceeds through the rest of the list and the other list without finding
any entries that do not conflict with the seven entries selected previously.

5. The program terminates and output a list of seven collocations.

Table 5 The result of Chinese collocation candidates extracted which are picked out. The

shaded collocation pairs are selected by the CLASS (Greedy Alignment Linking E).

English collocations Chinese collocations | LLR | Collocation Translation Prob.
iron rice bowl SRERTRE 103.3 0.0202
rice bowl SR AR 77.74 0.0384
year-end bonus F RIS 59.21 0.0700
economic downturn 2l AN B3 32.4 0.9359
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economic downturn fifl = Ay Rl 32.4 0.4359
performance review bonus HiE s 30.32 0.1374
economic downturn Bl [&E 29.82 0.2500
civil service rice SF R 29.08 0.0378
pay cuts TR 28.4 0.0585
year-end bonus HaE 2AE 27.35 0.2037
performance review YA 27.32 0.0039
performance review bonus FASRE 26.31 0.0370
starve to death BTy 26.31 0.5670
rice bowl S R 24.98 0.0625
iron rice bowl SF R 25.60 0.0416

2.2 The Method

In this section, we describe formally how CLASS works. We assume availability of a
parallel corpus and a list of collocations in a bilingual MRD. The sentences and words
have been aligned in the parallel corpus. We will describe how CLASS extracts
bilingual collocations in the parallel corpus. CLASS carries out a number of

preprocessing steps to calculate the following information:

Lists of preferred POS patterns of collocation in both languages.
Collocation candidates matching the preferred POS patterns.

N-gram statistics for both languages, N =1, 2.

b

Log likelihood Ratio statistics for two consecutive words in both

languages.

5. Log likelihood Ratio statistics for a pair of candidates of bilingual
collocation across from one language to the other.

6. Content word alignment based on Competitive Linking Algorithm

(Melamed 1997).

Figure 1 illustrates how the method works for each aligned sentence pair (C, E)
in the corpus. Initially, part of speech taggers process C and E. After that, collocation

candidates are extracted based on preferred POS patterns and statistical association
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between consecutive words in a collocation. The collocation candidates are
subsequently matched up across from one language to the other. Those pairs are
sorting according to log likelihood ratio and collocation translation probability. A
greedy selection process goes through the sorted list and selects bilingual collocations

subject to one to one constraint. The detailed algorithm is given below:

Eilingual
Corpus

English Chinese
Sentence

English Chinese
Collocation Collocation
Candidates Candidates

L 2
E-C mapped
Collocation

Figure 1 The major components in the proposed CLASS algorithm

Preprocessing: Extracting preferred POS patterns P and Q in both languages
Input: A list of bilingual collocations from a machine-readable dictionary

Output:

1. Perform part of speech tagging for both languages
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2.
3.

Calculate the number of instances for all POS patterns in both languages

Eliminate the POS patterns with instance count 1.

Collocation Linking Alignment based on Syntax and Statistics

Extract bilingual collocations in aligned sentences.

Input:

(1) A pair of aligned sentences (C, E), C = (C, C; ... Cy) and E = (E| E> ... En)
(2) Preferred POS patterns P and Q in both languages

Output: Aligned bilingual collocations in (C, E)

1.

N

9.

C is segmented and tagged with part of speech information 7.

E is tagged with part of speech sequences S.

Match 7 against P and S against O to extract collocation candidates Xj,

X,...Xin English and V), 13, ...,Y.in
Chinese.

Consider bilingual each collocation
candidates (X; | Yj) in turn and
calculate the minimal log likelihood
ratio LLR between X; and ¥;

MLLR (D) = min LLR(W, ,W,,,)

Eliminate candidates with LLR
smaller than a threshold (7.88).
Match up all possible linking from

English collocation candidates to

Log-likelihood ratio: LLR(x;y)
P (=p)"™" p (1= py)™"
Pra=-p"t pha-pt

ki : # of pairs that contain x and
y simultaneously.

ky :  # of pairs that contain x but
do not contain y.

ny : # of pairs that contain y

ny: # of pairs that does not

LLR(x;y)=-2log,

contain y
pi1= ki/ni, pr=k/ny,
pP= (k1+k2)/(n1+n2)

Chinese ones: (D1, F1), (D1, F»), ... (D, Fj), ... ( Dm, Fy).
Calculate LLR for (D;, Fj), and discard pairs with LLR value lower than

7.88.

The list
collocations is considered only the
with
translation probability P(Dj,

candidate of bilingual

collocation
)
values. The list is then sorted by the
LLR

translation probability.

one non-zero

values and collocation

Go down the list and select a

bilingual collocation if it is not
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P, IF)=~ Y maxP(le)

k : number of words in the English

collocation Fj




conflicting with previous selection.

10. Output the bilingual collocation selected in Steps 10.

3. Experiments and Evaluation

We have experimented with an implementation of CLASS based on Longman
dictionary of Contemporary English, English-Chinese Edition and the parallel corpus
of Sinorama magazine. The articles from Sinorama cover a wide range of topics,
reflecting the personalities, places, and events in Taiwan for the past three-decade.
We experiment on articles mainly dated from 1995 to 2002. Sentence and word

alignment were carried out first for Sinorama parallel Corpus.

Sentence alignment is a very important aspect of the CLASS. It is the basis of a
good collocation alignment. We using a new alignment method based on punctuation
statistics (Yeh & Chang, 2002). The punctuation-based approach outperforms the
length-based approach with precision rates approaching 98%. With the sentence
alignment approach, we obtain approximately 50,000 reliably aligned sentences
containing 1,756,000 Chinese words (about 2,534,000 Chinese characters) and

2,420,000 English words in total.

The content words were aligned based on Competitive Linking Algorithm.
Alignment of content words resulted in a probabilistic dictionary with 229,000 entries.
We evaluated 100 random sentence samples with 926 linking types, and the precision
1s 93.3%. Most of the errors occurred with English words having no counterpart in the
corresponding Chinese sentence. The translators do not always translate the word for
word. For instance, with the word “water” in Example 4, it seems that these is no
corresponding pattern in the Chinese sentence. Another major cause of errors is

collocations that are not translated compositionally. For instance, the word *“State” in
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the Example 6 is a part of the collocation “United States”, and “Z_[#” is more highly

associated with “United” than ‘“States”, therefore due to one-to-one constraint
“States” will not be aligned with “Z_[B”. Most often, it will be aligned incorrectly.

About 49% error links belongs to this kind.

Example 5

The boat is indeed a vessel from the mainland that illegally entered Taiwan waters.
The words were a "mark” added by the Taiwan Garrison Command before sending
it back.

AR ¢ IR T A 5D ] SRR
iy T r:i,t’l%ﬁ !

Source: 1990/10 Letters to the Editor

7a

fl

Example 6

Figures issued by the American Immigration Bureau show that most Chinese
immigrants had set off from Kwangtung and Hong Kong, which 18 why the majority
of overseas Chinese in the United States to this day are of Cantonese origin.
FISCB P2 b A R o LRI R B~ e AR 2 i
[T B o S l"rfﬁlhﬁ,[\lr}i% N H ['ﬁ‘\ e

Source: 1990/09 All Across the World: The Chinese Global Village

We obtained word-to-word translation probability from the result of word
alignment. The translation probability P(c|e) is given below:
count(e,c)

Plele) = count(e)

count(e,c) : number of alignment linking between a Chinese word ¢ and an
English word e

count(e): number of instances of e in alignment likings.
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Let’s take “pay” as an example. Table 6 shows the various alignment translations

for “pay” and the translation probability.

Table 6 The aligned translations for the English word “pay” and their translation probability

Translation | Count | Translation Prob.| Translation |Count|Translation Prob.
[N {1 34 0.1214 -5 7 0.025
= 31 0.1107 LR 6 0.0214
quH] 21 0.075 = 6 0.0214
KN 16 0.0571 HBAg 6 0.0214
UL 16 0.0571 fof L1t 5 0.0179
o 16 0.0571 Frer 5 0.0179
< i 13 0.0464 BE 4 0.0143
i 13 0.0464 R 4 0.0143
Hfs 11 0.0393 N
E1E 9 0.0321 M 2 0.0071
7Y 9 0.0321 MR 2 0.0071
1ﬁ B 8 0.0286

Before running CLASS, we obtained 10,290 English idioms, collocations, and
phrases together with 14,945 Chinese translations in LDOCE. After part of speech
tagging, we had 1,851 distinct English patterns, and 4326 Chinese patterns. To
calculate the statistical association of within words in a monolingual collocation and
across the bilingual collocations, we built N-grams for the SPC. There were 790,000
Chinese word bigram and 669,000 distinct English bigram. CLASS identified around
595,000 Chinese collocation candidates (184,000 distinct types), and 230,000 English

collocation candidates (135,000 distinct types) in the process.

We selected 100 sentences to evaluate the performance. We focused on rigid
lexical collocations. The average English sentence had 45.3 words, while the average
Chinese sentence had 21.4 words. The two human judges both master student

majoring in Foreign Languages identified the bilingual collocations in these sentences.
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We then compared the bilingual collocations produced by CLASS against the answer
keys. The evaluation indicates an average recall rate = 60.9 % and precision = 85.2 %

(See Table 7).

Table 7 Experiment result of bilingual collocation extracted from Sinorama parallel Corpus

# keys #answers #hits #errors Recall Precision

382 273 233 40 60.9% 85.2%

4. Discussions

This paper describes a new approach to automatic acquisition of bilingual collocations
from a parallel corpus. Our method is an extension of Melamed’s Competitive
Linking Algorithm for word alignment, combining both linguistic and statistical
information for recognition of monolingual and bilingual collocations in a much
simpler way than Smadja’s work. We differ from previous work in the following

ways:

1. We use a data-driven approach to extract monolingual collocations.

2. Unlike Smadja and Kupiec, we do not commit to two sets of monolingual
collocations. Instead, we consider many overlapping and conflicting
candidate and rely on the cross linguistic statistics to revolve the issue.

3. We combine both information related to the whole collocation as well as
those of constituent words for more reliable probabilistic estimation of

aligned collocations.

The approach is limited by its reliance on the training data of mostly rigid

collocation patterns and is not applicable to elastic collocations such as “jump on ...
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bandwagon.” For instance, the program cannot handle the elastic collocation in
following example:

Example 7
[ g FRPFHIENG RRCE T LRI R
CRN- A S A St R e

Taiwan has had the good fortune to jump on this high-profit bandwagon and has

been able to snatch a substantial lead over countries like Malaysia and mainland
China, which have just started in this industry.

(Source: Sinorama, 1996, Dec Issue Page 22, Stormy Waters for Taiwan™ s ICs)

That limitation can be partially alleviated by matching nonconsecutive word
sequence against existing lists of collocations for the two languages.

Another limitation has to do with bilingual collocations, which are not literal
translations. For instance, “difficult and intractable” is not yet handled in the program,

because it is not a word for word translation of “Sp 1 F".

Example 8
Rl [HF | SRR o ﬁ? | M | ERERIE -

This saying means that no matter how difficult and intractable a person may seem,

there will always be someone else who can cut him down to size.

Source: 1990/05 A Fierce Horse Ridden by a Fierce Rider

In the experiment process, we found that the limitation may be partially solved
by spliting the candidate list of bilingual collocations into two lists: one (NZ) with
non-zero phrase translation probabilistic values and the other (ZE) with zero value.
The two lists are then sorted by the LLR values. After extracting bilingual
collocations from NZ list, we could continue to go downing the ZE list and select

bilingual collocations if not conflicting with previously selection.
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In the proposed method, we did no t take advantage of the correspondence of
POS patterns from one language to the other. Some linking mistakes seem to be
avoidable with the POS information. For example, the aligned collocation for
“issue/vb visas/nns” is “#5/Na”, instead of “33/VD &55/Na.” However, the POS

pattern “vb nn” appears to be more compatible with “VD Na” than “Na.”

Example 9
i E?ﬁ?""'ﬁ?iﬁliﬂ P DA R o [N R A
Ea ?ﬁ?""'T\F:?‘ifiﬁﬁ F‘JE“?W’”? PHMIVIIER (R SRR SRS
[f F[ﬁ e :IQ:IQ%J: PN E JVFIJ

The Republic of China broke relations with Australia in 1972, after the country
recognized the Chinese Communists, and because of the lack of formal diplomatic
relations, Australia felt it could not issue visas on Taiwan. Instead, they were
handled through its consulate in Hong Kong and then sent back to Taiwan, the
entire process requiring five days to a week to complete.

Source: 1990/04 Visas for Australia to Be Processed in Just 24 Hours

A number of mistakes are caused with the erroneous word segments process of
the Chinese tagger. For instance, “*%BW?; s ] should be segmented as
“ AR ’FPIZEEE / sl / HAREP but instead segment was “ NS5/ K/ ’IﬂI
#e ) F Y ) BARE / py /2230 Another major source of segmentation
mistakes has to do with proper names and their transliterations. These name entities
that are not included in the database are usually segmented into single Chinese
character. For instance, “...— ‘ﬁﬂﬁjg‘%’*}‘ﬁ“' ” is segmented as “ .../ — / %} /
(=g /2 =) &7 ?F[ /[ ...7 while “..7% M7 F[PYEFHBIPVR AR &L s
segmented as “..7: / W F /Py BB /Y SR/ K /8 N 1L
Therefore, handling these name entities in a pre-process should be helpful to avoid

segment mistakes, and alignment difficulties.
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5. Conclusion and Future Work

In this paper, we describe an algorithm that employs syntactic and statistical analyses
to extract rigid bilingual collocations from a parallel corpus. Phrases matching the
preferred patterns are extract from aligned sentences in a parallel corpus. Those
phrases are subsequently matched up via cross-linguistic statistical association.
Statistical association between the whole collocations as well as words in collocations
is used jointly to link a collocation and its counterpart. We experimented with an
implementation of the proposed method on a very large Chinese-English parallel

corpus with satisfactory results.

A number of interesting future directions suggest themselves. First, it would be
interesting to see how effectively we can extend the method to longer and elastic
collocations and to grammatical collocations. Second, bilingual collocations that are
proper names and transliterations may need additional considerations. Third, it will be
interesting to see if the performance can re improved cross language correspondence

between POS patterns.
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Abstract

In this paper we will present a system, called LiveTrans, which can generate translation suggestions for given
user queries and provide an English-Chinese cross-language search service for the retrieval of both Web pages
and images. The system effectively utilizes two kinds of Web resources: anchor texts and search results. The
developed anchor-text-based and search-result-based methods are complementary in the precision and coverage
rates and promising in extracting translations of unknown query terms that were not included in general-purpose

translation dictionaries. Experimental results demonstrate the feasibility of the system.

1. Introduction

To deal with automatic construction of translation lexicons, conventional research on machine translation (MT)
[3] and cross-language information retrieval (CLIR) [1, 5, 7, 10, 13, 18] has generally used statistical
techniques to automatically extract word translations from domain-specific parallel/comparable bilingual texts,
such as bilingual newspapers [4, 11, 12, 20, 21]. However, only a certain set of their translations can be
extracted through corpora with limited domains. In our research, we are interested in extracting translations of
technical terms and proper names in diverse subjects, which are especially needed in performing CLIR
services for Web users, e.g., “Hussein” (YGHI/MS AT ZEEA), “SARS” (i 24 M SERE(EEE). Existing
CLIR systems usually rely on bilingual dictionaries for query translation [1, 13, 15]. Unfortunately, our
analysis of Dreamer query log collected in Taiwan (see Section 3.1) showed that 74% of the 20,000 high
frequent Web queries can not be found in general-purpose English-Chinese dictionaries (they are called
unknown terms in this paper). How to automatically find translations for unknown terms, therefore, has
become a major challenge for cross-language Web search.

Different from previous works, we focus on investigating new approaches to mining multilingual Web

resources [19]. We have proposed a novel approach to extracting translations of Web queries through the
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mining of Web anchor texts and link structures [16, 17]. An anchor text is the descriptive part of an out-link of
a Web page used to provide a brief description of the linked page. A variety of anchor texts in multiple
languages might link to the same pages from all over the world. For example, Figure 1 shows a typical
example, in which there are a variety of anchor texts in multiple languages linking to the Yahoo! from all over
the world. Such a bundle of anchor texts pointing together to the same page is called an anchor-text set. Web
anchor-text sets may contain similar description texts in multiple languages. Thus, for an unknown term
appearing in some anchor-text sets, it is likely that its corresponding target translations appear together in the
same anchor-text sets.

However, discovering translation knowledge from the Web has not been fully explored. In this paper, we
intend to investigate another kind of Web resource, search results, and try to combine them with the anchor
texts to benefit term translation. Chinese pages on the Web consist of rich texts in a mixture of Chinese (main
language) and English (auxiliary language), and many of them contain translations of proper nouns. According
to our observations, many search result pages in Chinese Web usually contain snippets of summaries in a
mixture of Chinese and English. For example, Figure 2 illustrates the search-result page of the English query
“National Palace Museum,” which was submitted to Google for searching Chinese pages, could obtain many
relevant results containing both the query itself and its Chinese aliases. To explore search results on extraction
of term translation, we have employed two methods: the chi-square test and context-vector analysis.

Based on a novel integration of the developed anchor-text- and search-result-based methods, we
implemented an experimental system, called LiveTrans, to provide English-Chinese translation suggestion and
cross-lingual retrieval of both Web pages and images. The purpose of this paper is to introduce our

experiences in developing the methods and implementing the system.

2. Related Work

Term translation extraction is an important research problem in the context of MT. A number of related
researches [12, 21] have used sentence-aligned parallel corpora to extract translations since the advent of
statistical translation model [3]. Although high accuracy can be easily achieved by these techniques, sufficiently
large parallel corpora for various subject domains and language-pairs are still hard to be available. On the other
hand, some work has been done on term translation extraction from comparable or even unrelated texts [11, 20].
However, using non-parallel corpora is more difficult to effectively extract translations than parallel corpora due

to the lack of parallel correlation aligned between documents or sentence pairs.
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Yahoo englische Version Nl
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Yahoo ! (Etats Unis) //
Germany I

EEERE
http:ffwﬁw.falfuu. com

YahoolSeatich Engine

Figure 1. An illustration showing various anchor texts in multiple languages linking to
Yahoo! from all over the world [17].

Searched Chinese (Traditional) pages for national palace museum.

EiAr =tEinis

This page uses frames, bat your browser doesn't sapport them,

Diescription: Exhibits a fine collection of &sian art inchding bronzes, lacquerware, textiles and relizions artifacts....
Category: Fegional = Asia = Tameran = Arts and Entertainment = Blusenms

wraryr nprgoor bad - 2k - 20 Oct 2002 - Cached - Similar pages

Mational Palace Bduseum
wnaear.npm.gov. badenglishikids _comerfhome htm - 1k - Cached - Sinular pages
[ Moze results from warar npen.zovtar ]
Er EHAHIEnT B
.. 2049, BIE&FREH0 : S8 - £ - BEaEa - REEIEEGY - EOE - (8t -
S EIORE - B - TEESEHT - BRAM - #9845 - TR~ 5 » The National Palace Musenm
is rancwned for its abundant varety collections of classified dooumentations and treasaries . ...
wary. npm.net/abook aspfID=1 - 8k - Cached - Sinular pages

& = A Bl E ¥ B
MEZFINATIONAL PALACE MUSEUM QUARTERLY. .. The Hational Palace Museum , it is one

Figure 2. An illustration showing translation equivalents, such as “National Palace
Museum”/ B VU E HYBE (=), which are included in a search result page
returned from Google.

On the other hand, CLIR has become an important topic in recent research on information retrieval,
however, practical cross-language Web search services have not lived up to expectations. This task must face a
number of challenges, especially the problem of query translation. To deal with such problem, existing CLIR
systems mostly rely on bilingual dictionaries. These dictionary-based techniques are limited in real-world
applications since queries often contain unknown query terms, such as personnel names and technical terms [15].
Although some methods integrating dictionary-based techniques with parallel-corpus disambiguation,
technology have been proposed and achieved performance improvements [1, 13]. Nonetheless, the

unavailability of translations of unknown Web queries in diverse subjects is still a thorny problem.
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A page' modified by Oard lists some CLIR retrieval systems, which can be either used on the Internet or
obtained from commercial sources. For example, the Multilingual Summarization and Translation (MuST?)
system is a Web-accessible CLIR system that uses English queries to search Indonesian, Spanish, Arabic and
Japanese. MTIR is a demonstration search system that accepts queries in Chinese, finds documents in English,
and then translates the selected documents into Chinese [1]. These systems generally rely on built-in bilingual
dictionaries for query translation. To our knowledge, the proposed LiveTrans system is one of the few CLIR

systems which allow the translations of unknown queries to be extracted through the mining of Web resources.

3. LiveTrans System

The LiveTrans® system is an experimental meta-search engine that provides English-Chinese translation
suggestion and cross-language search for retrieval of both Web pages and images. It was implemented based on
a novel combination of the developed Web mining methods. To use the system, users may select either English,
traditional Chinese or simplified Chinese as the source/target language. For each input source query, the system
will suggest a list of target translations. Since real queries are often short, there is a lack of context information
needed to perform query translation. The system combines the term translation extraction methods and bilingual
lexicons to make suggestions. The users can select the preferred translation and the system will return the
retrieved Web pages and images, and sort them in their order of decreasing relevance to the corresponding
translated queries. The titles of the retrieved pages are also translated word by word to the source languages for
reference (i.e. gloss translation). Like most of the meta-search engines, backend engines can be chosen and the
retrieved results can be merged using a data fusion technique. The system has been used to collect translation
equivalents of a certain portion of users’ queries. Many of the obtained translations are really not easy for
human indexers to compile. For example, in the case shown in Figure 3, the user selected English as the source
language and Chinese as the target language. In this example, the given query was “Academia Sinica” and its
translations were extracted, i.e., FHUFFEE and HORFRE.

We sometimes refer to the Web as a globally interconnected information infrastructure. At present,
however, for someone who reads only English, it is presently the English-Wide-Web, and a reader of only

Chinese sees only the Chinese-Wide-Web. With the LiveTrans system, it is easy to see that there are a number

' http://raveb.umd .edu/ddlrg/clir/systems.html
2 http://www.isi.edu/natural-language/projects/C-ST-RD .html

* http://livetrans.iis.sinica.edu.tw/It.html
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A LiveTrans: Muliilingual Information & Terminology Exchange Center - Microsoft Internet Explozer

#RE WEE wRO #HAEW IAD HEE

Qr=- 0 [ [@ G Lus Jrames @ue & 2 2

ABUEDY | hitpdivetrans is.sinica. edu bw/lt himl

Acadernia Sinica FindTranslations

Source Language: English Target Language: Big® v @ Fast O Smart

Query/Translation Relevant Pages Relevant Images

* PR ZERE - Home of Academia Sinica
[Gloss translation: zhongyang reseanch]
* Institute of Informnation Science Academia Sinics Hornepage
[Sloss translation:]
* Cp R RF 2 i S B O {3 Computing Centie, AmdmlaSm
[Closs translation: shongyang research compute Zhomgs|
* Academia Sinica Weelkly PPRFEEEEFAE11 B 24 ¢5 FI29 oo [
[Closs teanslation: academnia weekly meports]
* PAERZERT - Home of Acaderia Sinica
[Sloss translation: shongyang reseanch]
* T ST EE AR AR
[Closs teanslation: zhongyang restarch city Hharies servics]
HURHEIR  chammew
[Sloss teamslation: homepags]
* S R A
[Closs translation: database syster]

#Academia Sinica

Automatic Translations: st chills: M MISeRT SRy BRer ik, ity B2

Dictionary Lookup:Unavailable!

Figure 3. An example showing the search results retrieved by the LiveTrans system,
where the given query was “Academia Sinica” and its translations extracted were 1t

Woeke, SRk,
of cases where Chinese users need English-Chinese cross-language translation. In fact, the LiveTrans system
was found to be effective in increasing the recall rate of Web search, especially for the retrieval of Web images.

=

Requests for images often are not limited to the local environment. For example, for the original query {7
(Louvre) in Chinese, it could retrieve only hundreds of Web images, but it could retrieve hundreds of thousands
images through its English translation.

With the novel combination of the developed Web mining methods (see Section 4), the LiveTrans system
could provide effective translation suggestions for users selecting the ‘Smart’ mode; however, it cannot perform
efficiently in real time due to its computation complexity. To obtain query translation instantly, the user is
recommended selecting the ‘Fast’” mode with a little loss of accuracy. To remain the accuracy, the system can
constantly update translations for new queries in the query log in a batch. Therefore, the system can effectively

provide translation suggestions and cross-lingual search services.

4. Query Translation from Anchor Texts and Search Results
To implement a query translation process via mining the Web resources: anchor texts and search results, three
major processing steps are required:

(1) Corpus collection: Collect bilingual Web data as a comparable corpus.

(2) Translation candidate extraction: Extract translation candidates from the collected corpus.
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(3) Translation selection: Estimate the similarity for each candidate and determine the most possible
translations.
To effectively handle this process, we have developed two kinds of methods: the anchor-text-based method
and the search-result-based method. The details regarding the two methods will be presented in the following.

4.1 The Anchor-Text-Based Method

Query translation from anchor texts contains three major computational modules: anchor-text extraction,
translation candidate extraction, and translation selection. The anchor-text extraction module was constructed to
collect pages from the Web and build up a corpus of anchor-text sets. For each given query term, the translation
candidate extraction module extracts key terms in the target language as the translation candidates from the
anchor-text sets containing the query term. The effectiveness of the adopted term extraction methods greatly
affects the performance in extracting correct translations. Three different methods have been tested in our
previous work [17]: the PAT-tree-based (a statistics-based n-gram model [9]), query-set-based and tagger-based
methods. Among them, the query-set-based method has been adopted in this paper because it could extract
longer terms (i.e. multi-words) and have less problems of Chinese term segmentation than the other methods.
This method uses query logs in the target language as the translation vocabulary set to segment anchor texts and
extract key terms. The pre-condition for using this method is that the coverage of the query set should be high.
Finally, the translation selection module selects the possible translation that maximizes the estimation based on
the probabilistic inference model described below.

4.1.1 The Probabilistic Inference Model

To find the most probable translation ¢ for a query term s, we have proposed probabilistic inference model to
utilize Web anchor texts and hyperlink structures. This model is used to estimate the probability value between a
query term and each translation candidate that co-occurs with the query term in the same anchor-text sets. The
estimation assumes that anchor texts linking to the same pages may contain similar terms with analogous
concepts. Therefore, a candidate has a higher chance of being an correct translation if it is written in the target
language and frequently co-occurs with the query term in the same anchor-text sets. In addition, in the field of
Web research, it has been proven that link structures can be used effectively to estimate the authority of Web
pages [2, 14]. Our model further assumes that the translation candidates in the anchor-text sets of pages with
higher authority may be more reliable. For a Web page (or URL) u;, its anchor-text set AT(u;) is defined as

consisting of all of the anchor texts of the links pointing to u;, i.e., u; 's in-links.
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The similarity estimation function based on the probabilistic inference model is called model S,7 for the

sake of usage consistency in the consequent sections and is defined below:

n l n I l l
P(sN1) _ EIP(smmu) EIP(sm i) P(ui)

n = (D
PSUD S psunnuy S P(s Ut lu)Plai)

i=1 i=1

SAT(s,f) = P(s <> 1) =

The above measure is adopted to estimate the degree of similarity between source term s and target translation ¢.
The measure is estimated based on their co-occurrence in the anchor text sets of the concerned Web pages U =
{u;, uy, ... u,}, in which u; is a page of concern and P(u;) is the probability value used to measure the authority of
page u;. By considering the link structures and concept space of Web pages, P(i;) is estimated along with the
probability of u; being linked, and its estimation is defined as follows: P(u;)= L(u;)/Z;-;, L(u;), where L(u;)
indicates the number of in-links of page u;.
In addition, we assume that s and ¢ are independent given u;; then, the joint probability P(sN#u;) is equal to

the product of P(s/u;) and P(t/u;), and the similarity measure becomes

n

> P(slui) P(t | ui) P(ui)

SAT(s,1) ~— i=1 ¢

S [P(slui) + P(t | ui) — P(s | ui) P(¢ | ui) 1P (ui)
i=1

The values of P(s/u;) and P(t/u;) are estimated by calculating the fractions of the numbers of u,’s in-links
containing s and ¢ over L(u;), respectively. Therefore, a candidate translation has a higher confidence value for
being an effective translation if it frequently co-occurs with the source term in the anchor-text sets of those
pages having higher authority. For details about the probabilistic inference model, readers may refer to our
previous work [17].

4.2 The Search-Result-Based Method

Query translation from search results also contains three major computational modules: search-result collection,
translation candidate extraction, and translation selection. In the search-result collection module, a given source
query is submitted to a real-world search engine to collect the top search result pages. In the translation
candidate extraction module, we use the same term extraction method adopted in the anchor-text-based method.
In the translation selection module, our idea is to utilize co-occurrence and context information between source
queries and target translation candidates to estimate their semantic similarity and to determine the most possible
translations. We have investigated several different methods of estimation and found that the chi-square test and

context vector analysis achieve better performance.
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4.2.1 The Chi-Square Test

A number of statistical measures have been proposed for estimating the association between words/phrases
based on co-occurrence analysis, including mutual information, the DICE coefficient, and statistical tests, such
as the chi-square test and the log-likelihood ratio test [12, 20, 21]. Although the log-likelihood ratio test is
suitable for dealing with the data sparseness problem, in our preliminary experiments on 430 popular Web
queries (see Section 5.1), we found that the chi-square test performs better than the log-likelihood ratio test. One
of the possible reasons is that the required parameters for the chi-square test can be effectively obtained from
real-world search engines, and is enough to avoid the data sparseness problem. The chi-square test was,
therefore, adopted as the major method for co-occurrence analysis in our work. Its similarity measure is defined

as

Nx(a><d—b><c)2

SX2(s,t) = s
(a+b)yx(a+c)x(b+d)x(c+d)

(3)

where a, b, ¢ and d are the numbers in the four cells of the contingency table (see Table 1) for the source term s
and target term ¢ and are defined as follows:

a: the number of pages containing both terms s and £,

b: the number of pages containing term s but not ¢;

c¢: the number of pages containing term ¢ but not s;

d: the number of pages containing neither term s nor ¢;

N: the total number of pages, i.e., N= a+b+c+d.

Table 1. A contingency table.

~t
s a b
~S c d

The required parameters for the chi-square test can be computed using the search results returned from
real-world search engines. Most search engines accept Boolean queries and can report the number of pages
matched.

4.2.2 The Context-Vector Analysis

Co-occurrence analysis is applicable to frequent query terms because these terms are more likely to appear with
their translation candidates. On the other hand, infrequent query terms have little chance of appearing with
translation candidates in the same pages. The context-vector-based method has been used to extract
translations from comparable corpora [11, 20], and is thus adopted to deal with this problem. Different from

previous works using a translation lexicon to bridge the features with the same meaning in different languages,
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we use only popular query terms as the feature set, because of the advantage of updating the feature set with
queries in diverse subjects continuously supplied by Web users. This is a suitable way to provide effective
feature sets to represent context vectors of diverse unknown query terms and their translation candidates. For
each query or candidate term, we take the co-occurring feature terms as its context vector since translation
equivalents may share the same occurring feature terms. The similarity between a query term and each
translation candidate can be computed based on their context vectors. Thus, infrequent query terms still have a
chance of extracting translations.

Like Fung et al.’s vector space model, we also use the TF-IDF weighting scheme to estimate the
significance of each feature in the context vector and use the cosine measure to calculate the translation

similarity of each query term and its translation candidates. The weighting scheme is defined as follows:

_ f.d)
max; f(7;,d)

4

xlog(Vy . (4)
n

where f{(#;,d) is the frequency of #; in search result page d, N is the total number of Web pages in the collection of
search engines, and 7 is the number of pages including ¢;.
Given the context vectors of a query term and each translation candidate, their similarity measure is

estimated as follows:

m
Dl W x Wy,

ng’; Lws)? X 3 (wr,)? '

Scv(s,t) = 5)

It is not difficult to construct context vectors for query terms and their translation candidates. For a query
term, we can obtain search results by submitting it as a query to real-world search engines. Basically, we can use
a fixed number of the top retrieved results (snippets) to extract translation candidates. The co-occurring feature
terms of each query can also be extracted, and their weights calculated based on the retrieved snippets. The
context vector of the query is, thus, constructed. The same procedure is used to construct a context vector for
each translation candidate.

4.3 The Combined Method

Our previous experiments show that the anchor-text-based method can achieve a good precision rate for popular
Web queries in other language pairs besides Chinese and English [17], but it has a major drawback; that is, the
cost is relatively high to collect sufficient pages to extract anchor texts. Benefiting from real-world search
engines, the search-result-based method can achieve a good coverage rate for diverse query terms. However,

method using the chi-square test has difficulty in dealing with infrequent query terms, and the method using
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context-vector analysis needs to carefully handle the issue of feature selection. Intuitively, a more complete
solution is to integrate the three different methods. Under consideration of the large difference of ranges of
similarity values among the three methods, we use a linear combination weighting scheme to compute the

similarity measure as follows:

SCOMBINEI(s,t) = > an ,
m Rmn(s,t)

6

where o, is an assigned weight for each similarity measure S,,, and R,(s,f), which represents the similarity
ranking of each translation candidate ¢ with respect to the source term s, is assigned to be from 1 to k (candidate

number) in decreasing order by similarity measure S,,(s,f).

5. Experimental Results

5.1 The Test Bed

To determine the effectiveness of the developed methods to Web query translation, we conducted several
experiments on extracting English translations for Chinese queries. We collected real query terms along with the
logs from two real-world Chinese search engines in Taiwan, i.e., Dreamer and GAIS. The Dreamer log
contained 228,566 unique query terms from a period of over 3 months in 1998, and the GAIS log contained
114,182 unique query terms from a period of two weeks in 1999. A query set, called the popular-query set, was
prepared to test the translation effectiveness for unknown Web queries. There were 9,709 most popular query
terms whose frequencies were above 10 in the two logs, and 1,230 of them were English terms. After checking
the logs, we obtained 430 terms whose Chinese translations appeared together in the logs and took their Chinese
translations as the popular-query set. Table 2 lists some examples of the test query terms, which were divided
into two types, where type Dic (the terms existing in the dictionary) made up about 36% (156/430) of the test
queries, and type OOV (out of vocabulary; the terms not in the dictionary) made up about 64% (274/430).

In addition, to further investigate the translation effectiveness for proper names and technical terms, we also
prepared two different query sets containing 50 scientist names and 50 disease names in English, which were
randomly selected from the 256 scientists (Science/People) and 664 diseases (Health/Diseases and Conditions)
in the Yahoo! Directory, respectively. It should be noted that 76% (38/50) scientist names and 72% (36/50)
disease names are not included in the general-purpose translation dictionary which contains 202,974 entries

collected from the Internet.
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Table 2. Some sample test queries.

Type Number Sample test queries
#T (bank)
' gl (Asia)
Die 1 1561 sy (AIDS)

= (White House)
HE Gk (WTO)
E T (B-commerce)
{E N E B E(PDA)
RZERESE (NASA)
FEEREE (Star War)

5.2 Web Data Collection
We had collected 1,980,816 traditional Chinese Web pages in Taiwan and then extracted 109,416 pages (URLs),
whose anchor-text sets contained both traditional Chinese and English terms, and which were taken as the
anchor-text-set corpus for testing the anchor-text-based method. In addition, for testing the search-result-based
method, we obtained search results of queries by submitting them to real-world Chinese search engines, such as
Google Chinese* and Openfind®. Basically, we used only the first 100 retrieved results (snippets) to extract
translation candidates. The context vector of each query was also extracted from the snippets. Also, the required
parameters for the chi-square test were computed using the search results returned from the utilized search
engines.
5.3 Performance of the Proposed Methods for Popular Query Terms
We carried out experiments to determine the performance of the proposed methods in extracting translations for
the bilingual query set. To evaluate the performance of translation extraction, we used the average top-n
inclusion rate as a metric. For a set of test queries, its top-n inclusion rate was defined as the percentage of
queries whose effective translations could be found in the first n extracted translations. Also, we wished to know
if the coverage of effective translations was high enough in the top search result pages for the real queries. The
coverage rate was the percentage of queries whose effective translations could be found in the extracted
translation candidate set.

Table 3 shows the obtained results in terms of top 1-5 inclusion rates and coverage rate. In this table, CV, *,
AT and Combined represent the context-vector analysis, chi-square test, anchor-text-based, and combined

methods, respectively. In addition, Dic, OOV and All represent the terms existing in a dictionary, the terms not

* http://www.google.com/

> http://www.openfind.com/
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in a dictionary, and the total query set, respectively. It is clear that the AT method and the combined method
performed better than the y* and CV methods in almost every case. The weights of the combined method were
assigned according to the top-1 inclusion rates achieved by the three other methods, ie., &, =
56.3%/(56.3%+49.5%+66.5%) ~ 0.33. In fact, the obtained coverage rates were very high. This shows that the
Chinese Web is rich in texts with a mixture of Chinese and English.

Table 3. Coverage and inclusion rates for popular Chinese queries using

the different methods.

Method Query Type Top-1 | Top-3 | Top-5 Coverage

Dic 564% | 70.5% | 744% 80.1%

cv (e]0)Y 562% | 66.1% | 69.3% 85.0%

All 563% |677% |712% 83.3%

Dic 404% |61.5% |67.9% 80.1%

X ooV 547% | 650% | 68.2% 85.0%

All 495% |63.7% | 68.1% 83.3%

Dic 673% | 782% | 80.8% 89.1%

AT ooV 66.1% | 745% | 76.6% 83.9%

All 665% |75.8% |78.1% 85.8%

Dic 68.6% |82.1% | 84.6% 92.3%

Combined ooV 66.8% |858% |88.0% 94.2%

All 674% |84.4% |86.7% 93.5%

Table 4. Coverage and inclusion rates for popular English queries
using the different methods.

Method Top-1 Top-3 Top-5 Coverage
CV 50.9% 60.1% 60.8% 80.9%
;8 44.6% 56.1% 59.2% 80.9%
AT 57.1% 70.0% 71.9% 85.4%
Combined 59.4% 74.3% 76.2% 89.9%

The above popular-query set contained only Chinese queries. To determine the performance of the proposed
methods in translating English queries into Chinese, we carried out another experiment which used the English
translations of the same popular-query set as the test set. The results are shown in Table 4. The achieved
performance was a little worse than achieved using the Chinese query set. The reason for this result was that the
English queries had to deal with more ambiguous Chinese translation candidates since the search result pages
returned from Chinese search engines normally contain mostly Chinese texts.

54 Performance of the Combined Method for Proper Names and Technical Terms

To further deal with the translation of proper names and technical terms, we conducted an experiment on the test
sets of scientist names and medical terms mentioned in Section 5.1. According to our analysis of the test terms,
many of scientist and disease names were not included in our collected query-log set, and some disease names

were multi-words, e.g., “Hypoplastic Left Heart Syndrome” (72.0# B RNEMEERE), “Lactose Intolerance” (%L,

FEANITE), “Nosocomial Infections™ (BEYE4Y). Thus, we slightly modified the method of query-set-based
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translation candidate extraction by augmenting a simplified technique of unknown term and multi-word
identification [6, 8]. As a result, the top-1 inclusion rate was obtained at 40% and 44% for the scientist and
disease names, respectively (see Table 5). Some examples of the correct translations extracted using the
combined method are shown in Table 6.

Table 5. Inclusion rates for proper names and technical terms
using the combined method.

Query Type Top-1 Top-3 Top-5
Scientist Name 40.0% 52.0% 60.0%
Disease Name 44 .0% 60.0% 70.0%

5.5 Discussion

The translation accuracy achieved using the combined method is very promising, especially for popular queries.
According to our analysis, this good performance was primarily due to the fact that the Chinese Web has a
mixed language characteristic: many pages mainly consist of texts in Chinese (main language) with parts of
texts in English (auxiliary language). The Chinese Web is considerably rich in texts containing English-Chinese
translations of proper nouns, such as personal names and technical terms. As a result, this characteristic makes it
possible to automatically extract English-Chinese translations of a large number of unknown query terms.

In fact, the translation process based on the search-result-based method might not be very effective for
language pairs that do not exhibit the language-mixed characteristic on the Web. For this reason, the
anchor-text-based method is still attractive while it achieves good precision rates for popular queries in other
language pairs besides Chinese and English, even though not every particular pair of languages has sufficient
texts on the Web.

The performance achieved using the combined method looks very promising, but it still has limitations. For
example, it is less reliable in extracting translations of multi-word terms. To enhance the accuracy in translating
multi-word or unknown terms, it should be worthy to employ more effective techniques, such as word
segmentation and language model, to filter out noise terms and extract complete translation candidates.
Currently, the LiveTrans system cannot perform efficiently in real time due to its computation complexity. This
is a real challenge to improve the response time of query translation in our future work. However, the system
can constantly update translations for new queries in the query log in a batch. Therefore, the system still can

provide translation suggestions and cross-lingual search services.
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Table 6. Some examples of the test proper names and technical terms, and their extracted

translations.

Query Type English Query Extracted Chinese Translations
Aldrin, Buzz (Astronaut) KA
Hadfield, Chris ~ (Astronaut) IS TR T
Galilei, Galileo  (Astronomer) AR A EEL I/ AT s
Ptolemy, Claudius  (Astronomer) e
Earhart, Amelia  (Aviators) GEESS

Scientist Name |Tibbets, Paul (Aviators) BHIGAMETR
Crick, Francis (Biologists) RV AL
Drake, Edwin Laurentine (Barth Scientist)  |[f#H7 5%
Aryabhata (Mathematician) [T H[S 57 26 /FR] R HS 7 2%
Kepler, Johannes  (Mathematician) o NEBERS ) N
Dalton, John (Physicist) SEFRTEAE H A AE EE

Feynman, Richard (Physicist)

HE

Ganglion Cyst Jiet e B ek
Gestational Diabetes ITEIRYER
Hypoplastic Left Heart Syndrome LB A RIERER
Lactose Intolerance FUAEAIPE

Disease Name |Legionnaires' Discase SEALEENE
Muscular Dystrophy HUAZEHEE
Nosocomial Infections e ARG
Shingles N R YL NI TR S
Stockholm Syndrome ST B A R
Sudden Infant Death Syndrome (SIDS) SAFISEIENE

6. Conclusion

Practical cross-language Web search services have not lived up to expectations since they suffer from a major
problem where up-to-date multilingual lexicons containing the translations of popular Web queries, such as
proper names and technical terms, are lacking. In this paper we present a promising system, called LiveTrans,
which can generate translation suggestions for given user queries and provide an English-Chinese
cross-language search service for the retrieval of both Web pages and images. The system effectively utilizes
two kinds of live Web resources: anchor texts and search results, which are contributed continuously by a huge
number of volunteers (page authors) around the world. The developed anchor-text-based and search-result-based
methods are complementary in the precision and coverage rates and promising in extracting translations of

query terms that were not included in general-purpose translation dictionaries.
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Abstract

This paper proposes a corpora-based approach in comparing the Mapping
Principles for economy metaphors in English and Chinese. The Mapping Principles
are validated using an upper ontology (SUMO). This research extends on the work of
Ahrens, Chung and Huang (2003) by examining the ‘economy’ metaphors in Chinese
and English. In Ahrens, Chung and Huang (2003), they proposed to delimit the
Mapping Principle via two steps: First, they used a corpora-based analysis on the
word jingji ‘economy’ to find out the most prototypical mappings in a metaphor
Second, they used an upper ontology (SUMO) to examine whether the mapping
principle is a representation of conceptual knowledge in the ontology. This paper goes
a step further by examining the similarities and differences of source domains in
English and Chinese. Using the Conceptual Mapping Model, this paper looks
particularly into the example of ECONOMY IS A PERSON. This paper observes the
representation of shared knowledge in the source domain in different languages and
explains the similarities and differences by looking into the definition of inference

rules in the upper ontology of SUMO.

Key Words: Corpora, Conceptual Mapping Model, Mapping Principle, SUMO,
ontology

87



1.0 Introduction

In the framework of Lakoff and Johnson (1980) and Lakoff (1993), conceptual

metaphors are mappings from a concrete source domain to an abstract target domain.

Lakoff proposes a “general principle” which is “part of the conceptual system

underlying English” (1993:306). Ahrens (2002), however, suggested that this ‘general

principle’ can be formulated in the form of Mapping Principle, an intuitive-based

principle stating the underlying reason for source-domain mappings. These rules were

verified with offline experiments (Ahrens 2002 and Lu 2002) in which they

successfully predicted the reading times for metaphors that follow the mapping

principles and metaphors that do not. Therefore, the ‘general principle’ can be

delimited by providing Mapping Principle, which is specific for a particular metaphor

to reason the mappings between source and target domains.

Ahrens, Chung and Huang (2003) proposed to delimit the Mapping Principle via

two steps: First, they used a corpora-based analysis on the word jingji ‘economy’ to

find out the most prototypical mappings in a metaphor and hence formed the mapping

principle. Second, they used an upper ontology (SUMO

http://ontology.teknowledge.com/) to examine whether the Mapping Principle is a

representation of conceptual knowledge in the ontology. For example, in examining

ECONOMY IS COMPETITION, the knowledge of ‘competition’ has a corresponding
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node with Contest in SUMO and “a War is kind of ViolentContest, which in term is a

kind of Contest” (Ahrens, Chung and Huang 2003). Therefore, the metaphors

ECONOMY IS COMPETITION and ECONOMY IS WAR can be subsumed under

the same knowledge representation. These findings support the mapping principles

that there are specific principles governing the source-target domain mappings.

In this paper, we will focus on one metaphor -- ECONOMY IS A PERSON — and

compare the cross-linguistic data for the source domains of PERSON in English and

Chinese. With these data, we also compare Mapping Principles cross-linguistically in

both English and Mandarin. Two research questions are posed — (a) How similar or

different the metaphor of ECONOMY IS A PERSON represented in English and

Mandarin? (b) Are there differences in the representation of knowledge domains in

English and Mandarin metaphor of ECONOMY IS A PERSON at the upper ontology

level? To answer these questions, this paper adopts a similar methodology adopted by

Ahrens, Chung and Huang (2003) by examining the corpora data as well as extracting

the knowledge representation from SUMO to compare with the corpora data.

However, this paper extends on previous research by examining the mapping in two

languages. By comparing two languages, we can further investigate whether the

similar Mapping Principle is extracting for the similar metaphor in two different

languages. We foreshadow that if a similar metaphor with the same type of
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prototypical linguistic expressions is found in two different languages, the Mapping

Principle should be the same. If the Mapping Principles are the same, the knowledge

representations for both speech communities in describing that metaphor are also the

same. In this paper, we will demonstrate this hypothesis by using corpora analysis of

both Chinese and English metaphor of ECONOMY IS A PERSON.

2.0 Economy and Conceptual Metaphors

Metaphors are present in every day’s language use. Some of these metaphors are

so often used that the speakers are unaware of their metaphoric meanings.

Charteris-Black (2000), for instance, carried out a comparative language analysis of

the Economist magazine and the economist section of the Bank of English corpus.

The results suggested that the metaphoric lexis in the Economist were higher in

frequency than in the general magazines. This suggested that the ESP learners are

dealing with more specific types of metaphors as part of their ‘technical’ register.

Incorporating this idea in teaching, Boers (2000) carried out an experiment

comparing the teaching of economy metaphors to two groups of learners — one with

special attention to the metaphoric meanings and the other with dictionary definitions

of the metaphors. The subjects were the French-speaking university students of

business and economics in Belgium. The targeted items for his experiment were
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overcoming a hurdle, bailing out, weaning off, shifting tack and weeding out. The

different inputs for both groups were claimed to have affected the understandings of

the learners — with the groups shown the metaphoric meanings performing better than

the other group.

However, Boer’s (2000) analysis of the metaphors lacks theoretical criterion in

categorizing the metaphorical linguistic expressions. For instance, the examples of

Health and Fitness (Boers, 2000:139) range from sickly company to an acute shortage.

In addition, the target domain was unstated -- the term storage is ambiguous — i.e., it

could have literally meant the shortage of medicine in some place or shortage of

workforce. In order to define and delimit the target domain, this paper has chosen to

look at economy metaphors appearing with the term ‘economy.” By doing so, the

target domain can be delimited. In regards of the source domain, we suggest the use

of a single term and avoid overlapping scopes such as ‘Health and Fitness.’

In what follows, this paper suggests the use of the Conceptual Mapping Model

(Ahrens 2002), which provides a clearer theoretical analysis of metaphors.

The Conceptual Mapping Model

The CMM is a model based within the Contemporary Theory of Metaphor (CTM)

(Lakoff and Johnson 1980, Lakoff 1993). It supports the idea that metaphors have

91



systematic source to target domain mapping. However, the CMM goes beyond the

CTM by postulating a principle connecting the mapping between the source and target

domains. The CMM can also be used in analyzing metaphors linguistically by

dividing the metaphorical expressions into entities (nouns), qualities (adjectives) and

functions (verbs).

In Ahrens (2002), the metaphor IDEA IS BUILDING was analyzed. There were

five steps to this analysis. These five steps are listed in Table 1:

Table 1: Analysis of IDEA IS BUILDING using the Conceptual Mapping Model

Step1 Given the target domain of IDEA, native speakers generated all items
related to IDEA

Step 2 These generated items were categorized into similar source domains
such as BUILDING and WAR

Step 3 For each source domain, the conceptual real world knowledge was

generated. This was done by asking the following three questions:
1. What entities does the source domain (SD) have?
-- (for BULDINGS: foundation, structure, model, base, etc.)
2. What quality does the SD or the entity in the SD have?
-- (for BUILDING: shaky, high, short, strong, etc.)
3a. What does the SD do?
-- (for BUILDING: to protect, to shield, etc.)
b. What can somebody do to the SD?
-- (for BUILDING: to live in, to build, etc.)

Step 4 Non-conventional expressions generated in Step 1 were filtered out

Step 5 The actual mapping between the target (IDEA) and source
(BUILDING) were compared with what could possibly be mapped in

the real world.
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For the metaphor of IDEA IS BUILDING, Ahrens (2001:279) proposed the

following connection between the source and target domain pairings:

Idea (originally capitalized) is understood as building because buildings

involve a (physical) structure and ideas involve an (abstract) structure.

This connection is called ‘Mapping Principle’ (Ahrens 2001:279), which

specifies the underlying reason for the mapping of source to target domains.

3.0 SUMO Ontology

SUMO (Suggested Upper Merged Ontology) is a shared upper ontology

developed by the IEEE Standard Upper Ontology Working Group. It consists of

concepts, relations and axioms that address a broad range of domains and interests.

All concepts in SUMO are structured in the form of hierarchy with the root of Entity,

which represents the most general concept. The Entity is divided into Physical and

Abstract. These Physical and Abstract entities are then further divided into more

specific nodes.

Applying ontology in linguistics, Niles (2003) suggested that the incorporation

of the SUMO ontology with WordNet allows ontology to be used “automatically by

applications (e.g. Information Retrieval and Natural Language Processing applications)
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that process free text.” The interest of this paper lies in observing the automated

processing of Mapping Principles in the source-target domain mappings in conceptual

metaphors.

In this paper, we demonstrate how SUMO helps delimit the source domain

knowledge of metaphorical mappings. We also want to demonstrate how the source

domain knowledge differs (or show similarities) across languages. In order to

examining the similarities and differences cross-linguistically, the following section

first displays our corpora analyses for economy metaphors in English and Chinese.

These analyses help extracting the Mapping Principles of economy metaphors in both

these languages. The concepts represented by the Mapping Principles will then be

examined using the SUMO ontology. This incorporation of SUMO into our analysis

allows the source domain knowledge (identified in the corpora analyses) to be defined

at the upper ontology level.

The following section first presents the analyses of English and Chinese

economy metaphors.
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4.0 Corpora Data

Methodology

The Chinese data were extracted from the Academic Sinica Balanced Corpus, a

tagged corpus with over 5 million words of Mandarin usage in Taiwan. The URL

address for this corpus is http://www.sinica.edu.tw/SinicaCorpus/. 2000 search results

of the Chinese term jingji ‘economy’ were analyzed for conceptual metaphors.

The English data were extracted from the corpora of the Linguistic Data

Consortium (LDC), University of Pennsylvania. The URL address for LDC is

http://www.ldc.upenn.edu/ldc/online/index.html. From the lists of corpora, term

‘economy’ was searched within the Wall Street Journal 1994, a corpus with the size of

14.3 MB (about 5 million words). This makes the size of both corpora almost the

same for both English and Chinese. For each search, a maximum of 100 pages were

extracted. Each page contains 100 instances. This paper selected the first 5 pages to

look at, which constitutes approximately 500 instances of ‘economy’ in the corpus.

This paper has chosen to delimit the target domain of economy metaphors by

running a search on the term ‘economy’ or jingji only. Other related terms such as

‘currency’ and ‘market’ are not the concerns of this current paper.

For both Chinese and English corpora, all instances were read through and

metaphorical uses of ‘economy’ or jingji were marked manually. A metaphor was
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identified when the term ‘economy’ was expressed using concrete idea. For example,
in the Chinese corpus, occurrences such as jingji chengzhang 759~ ‘economy
grew’ and jingjizhan %3 ‘economic battle’ were identified as metaphorical
instances because there are the concrete domains of ‘growth’ and ‘war’ in the
description of the economy'. Similarly, for English, instances such as ‘growing
economy’ and ‘sputtering economy’ are identified as metaphorical due to the mapping
of the concrete ideas of ‘growth’ and ‘engine’ in the metaphors. These metaphors were
then collected and categorized according to different source domains (GROWTH

CYCLE, WAR, COMPETITION, etc.) in Chinese and English respectively.

Results
The English corpus data produce a total of 209 recurring economy metaphors.
Comparatively, in the Chinese data, a total of 311 recurring metaphors were found.

The breakdowns of the data are shown in Table 2.

" In the next paper, we will demonstrate that linguistic expressions such as ‘growth’ and ‘war’ are
definable as metaphors if they are hypernyms for at least one concrete and one abstract concept in the
Wordnet. This incorporation of Wordnet strengthens the automation of the Conceptual Mapping Model
in metaphors processing.
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Table 2: Distributions of Economy Metaphors in the English and Chinese

Corpora

Economy metaphors Chinese jingji English ‘economy’
Types Tokens Types Tokens

1. ECONOMY IS A PERSON 11 121 26 131

2. ECONOMY IS BUILDING 10 102 8 12

3. ECONOMY IS COMPETITION 11 40 3 15

4. ECONOMY IS WAR 12 23 -- -

5. ECONOMY IS JOURNEY 9 15 -- --

6. ECONOMY IS AEROPLANE 3 10 -- --

7. ECONOMY IS -- -- 25 51

MOVING VEHICLES
TOTAL 56 311 62 209

There are three recurring source domains shown in Table 2, i.e., PERSON,
BUILDING and COMPETITION (shaded above). Among these source domains,
PERSON constitutes the majority of the total instances in both languages. In English,
there are 131 tokens and 26 types of linguistic expressions found; In Chinese, there
are 121 tokens and 11 types of linguistic expressions found. The types in the English
data are more robust than in the Chinese data. Examples (1) and (2) below show
examples of English and Chinese metaphor of ECONOMY IS A PERSON

respectively.

(1) The immediate plate holds an with little growth and
low salaries, acute unemployment, expensive financing
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Q) BE s BHR GVE R
guojia  wei zujing jingji chengzhang  zhiben leiji
country for improve economy grow capital accumulate
WD
zengzhi de  shiming
multiply DE mission
“In order to improve the mission of making economy grows (accumulating

and multiplying capital), the country...”

When we discuss ECONOMY IS A PERSON in detail, we will refer to more
linguistic expressions in both languages.

The second source domain that appears in both languages is BUILDING.
However, in Chinese, the use of the knowledge domain of ‘Building’ is far more
frequent than the English data. In Table 2, we can see that there are 102 tokens in
Chinese data and in the English data, there are only 12 tokens. This suggests that the
Chinese prefer to use the knowledge (source) domain of BUILDING when describing
economy metaphorically. This preference is not shown in the English data. Examples

of ECONOMY IS BUILDING in both languages are shown in examples (3) and (4).

(3) being overbuilt needs to be taken in perspective of all the other parts of the

that are overbuilt, too."

@ 1 I i gEoo# - w b
wei  guiguo de jingji jianshe  jing yi fen liliang
for yourcontry DE economy building finish one CLASS  power
“Contribute to the building of your nation’s economy.”
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The third source domain is COMPETITION. As discussed in Ahrens, Chung and
Huang (2003), the knowledge representation of ‘competition’ is corresponded with
the node of ‘Contest,” the same node that represents the concept of ‘War.” If this is the
case, the metaphors related to ‘Contest’ in Chinese is far more frequent than those in
English. As we can see from Table 2, ECONOMY IS COMPETITION and
ECONOMY IS WAR constitute 63 tokens in total whereas in the English data,
ECONOMY IS COMPETITION only constitutes 15 tokens. This also shows that the
concept of ‘ViolentContest’ is more viewed as a representation of ECONOMY by the
Chinese speakers than the English speakers. Examples of these metaphors are shown

in (5) to (7).

ECONOMY IS COMPETITION

(5) just as it is reshaping the to become more service-oriented ,
fragmented and competitive .

© F  fE o g S
shui neng zhangwo jingji  jingzheng de youshi
who can control economy competition DE advantage
EoOWOE TR HW B0
shui  jiu neng lizu  shijie wutai
who then can stand word stage
“Whoever can control the advantages of economy competition, that person

can then stand on the stage of the world.”
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ECONOMY IS WAR

(I = . )] o+

yixiang zai jingji fanggungzhan shang
always at economy attack-and-defend-war  above
= i fi

wujianbucui de  riben

to-overrun-all-fortifications DE Japan

“Japan that is always overrunning fortifications at the economic battle...”

In addition to the source domains of PERSON, BUILDING, COMPETITION

and WAR, there are other source domains of lower frequency. The English speakers

also use the source domain of MOVING VEHICLES, which is not found in the

Chinese economy metaphors. Contrastingly, the Chinese data show instances with the

source domains of JOURNEY and AEROPLANE, which are also not used in the

English data. Nevertheless, a comparison of these three source domains reviews that

there are still similarities in these seeming different source domains. First, all these

source domains are either referring to engine or moving vehicles or persons in the

vehicles. Second, there are emphases on either directionality or speed when

movements are concerned. For instance, the source domain of AEROPLANE in

Chinese only refers to upwards movements whereas the source domain of MOVING

VEHICLES refers particularly to speed of moving forwards. Examples are shown

below.
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ECONOMY IS AEROPLANE

®) 29 AR e, owEe Zpe
taiwan  jingli le jingji  chifei chenjiu feifan
Taiwan experience ASP economy take off  results NEG-ordinary
“Taiwan has experienced the rises of economy and the results are

extraordinary.”

ECONOMY IS MOVING VEHICLE

(9) the is going to slow down ,

(10) the U.S. economﬂ were barreling down the highway at 100 miles

However, we will leave this portion under future research. In the next paper
when we incorporate Wordnet into account, we will examine all linguistic expressions
and compare their hypernyms so that the determination of metaphors and the selection
of the source domains can become automated and hence overcome the limitations of
the manual analysis.

For this current paper, we focus specifically on the source domain of PERSON,
which obtained the most frequents scores in both languages. The following section

will address this issue.
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ECONOMY IS A PERSON

The details of the Chinese metaphors are shown in Table 3 and the English ones

are shown in Table 4. In both Tables 3 and 4, the most frequent linguistic expressions

are shaded. Expressions that appear in both Chinese and English are marked with a

star (*) in both Tables 3 and 4.

Table 3: ECONOMY IS A PERSON in Chinese
M.P.: Economy is person because people have a life cycle and economy has
growth cycle.

Metaphor Frequency
Entities *RY= (growth) 67

Fi (dysfunction) 8
= H#] (growth period) o)
TR (symptoms) 1
2
1

Fﬁl % (lifeblood)

*F4Ff(weakness and degeneration)

Functions *RY= (grow) 21

Fei5l (to become dysfunctional)

BU[™ (deteriorate)

*T'R1E (recover)

5
[ (regain consciousness) 9
4
1
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Table 4: ECONOMY IS A PERSON in English
M.P.: Economy is person because people have a life cycle

growth cycle.

and economy has

Metaphor

Frequency

Entities

*growth

15

*growing

exuberance

*weakness

recovery

cooling

Quality

mature

growing

weak

healthy

ailing

anemic

recovering

VORI NS I, T IO, T IR I NG i B I SN O N I B NS I e

strong

(\®]
[e)

tiring

—

depressed

\S]

Functions

*grow

=
.

shrinking

weakening

*recover

suffer

shudder

hurt

cool

cool down

— N W | =[N | ==

The driving principle of the Conceptual Mapping model is that there should be a

principled reason for Mapping Principles. Ahrens, Chung and Huang (2003)

hypothesized that this Mapping Principle can be automatically determined on the
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basis of frequency. Comparing the most frequent expressions in Tables 3 and 4,

therefore, metaphorical terms that appear in both languages are ‘growth,” ‘grow,’

‘weakness’ and ‘recover.” Among these expressions, ‘grow’ and ‘growth’ are the most

frequent occurrences of source domain knowledge in the English and Chinese

respectively. These outstanding recurring occurrences allow us to formulate the

mapping principle for the Chinese and English metaphor of ECONOMY IS A

PERSON as: Economy is person because people have a life cycle and economy has

growth cycle.

This Mapping Principle is reflected in both the Chinese and English data. The

English data, however, display more types (26) than the Chinese data (11). This is due

to the mapping of ‘emotions’ in addition to the ‘physical growth’ in the English data.

Expressions such as ‘depressed’ and ‘hurt’ are found repeatedly in the English

examples (with ‘hurt’ being an ambiguous word referring to either physical or

emotional hurts). However, the mapping of the emotion of a person is less frequent

compared to the physical growth. Since our hypothesis considers the most frequent

instances as contributors to the Mapping Principles, the occurrences of ‘emotion of a

person’ do not interfere with the results.

In the next section, we will refer to the SUMO ontology in delimiting the source

domain knowledge of the metaphors. The next section will explain why the source
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domain of PERSON can map expressions relating to ‘growth’ and at the same time

allows the mapping of ‘emotion’ to PERSON. Using the SUMO ontology, this paper

explains the source-target domains mappings using representation of shared

knowledge provided by SUMO.

The Knowledge domain of ‘Person’ in SUMO

In the previous sections, our corpora analyses show that both English and

Chinese ‘economy’ metaphors display the most prototypical Mapping Principle

relating to ‘growth’ of a PERSON. The knowledge representation of ‘growth’ (or ‘life

cycle’) was found to be involving the defining knowledge of an ‘Organism’ in SUMO,

as stated in Ahrens, Chung and Huang (2003):

[T]he linguistic realizations of this [PERSON] mapping do not involve any
knowledge that is specific to Human. In fact, it only involves the notion of a
life cycle, which is the defining knowledge involving an Organism. [Capital

and word in square brackets added]

There are 16 inference rules for Organism in SUMO. All these inference rules

were searched for and there is one that infers the shared knowledge of ‘living object,’

‘internal duration’ and ‘process.” These three concepts constitute the essential element

of a ‘growth’ represented by the most prototypical linguistic expressions in the
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corpora. Hence, this inference rule was selected as reflection of the Mapping

Principles of ECONOMY IS A PERSON. The inference rule reads as the following:

(=> (and (instance 70RGANISM Organism) (agent ?PROCESS ?ORGANISM))
(holdsDuring (WhenFn ?PROCESS) (attribute ?7ORGANISM Living)))

This rule encodes that ‘An Organism is the agent of a living process that holds

over a duration’ (also stated in Ahrens, Chung and Huang (2003)). The consistency of

this mapping (‘growth’) in English confirms the expectation of the Conceptual

Mapping model that among the knowledge in the source domain, a particular aspect

will show to be the most prototypical mappings. This prototypical mapping reflects

the shared knowledge not only within a speech community, but across different

speech communities. The data of the Chinese and English economy corpora analysis

proves this point of view. In addition, the ability of an upper ontology to infer the

similarity of prototypical mappings in two different languages also proposes the

universality of the upper ontology.

However, in the previous section, we also observe that within the same source

domain of PERSON, there are expressions referring mainly to aspect of ‘living cycle’

and there are also subsidiary frequencies of expressions relating to ‘emotion’ in the

English data. The Organism, however, is defined as ‘a living individual, including all

plants and animals’ in SUMO. With the occurrences of expressions relating to
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‘emotions,” we eliminate the possibility of Organism as referring to ‘a living plant’ in

this metaphor. The definition of Emotion in SUMO is “the class of an attributes that

denote emotional states of an Organisms.” This definition shows that ‘emotion’ is a

state of an Organism and therefore a part of the shared knowledge of Organism. This

complies with our analysis that categorizes expressions relating to ‘emotion’ to

PERSON, which involves the node of Organism in SUMO.

From the Conceptual Mapping Model and SUMO inferences, we found that

within a knowledge domain, the most prototypical mappings can be extracted using a

corpus-based method. These prototypical mappings are formulated as Mapping

Principles. Within two different languages, the existence of similar mapping

principles can be explained using the inference rules of the shared knowledge in the

upper ontology. This application of shared knowledge to similar Mapping Principles

in different languages suggests the universality of the upper ontology. In addition, the

inference rules also explain why there exist other aspects of knowledge aside from the

most prototypical ones. This is because in different languages, a shared knowledge

(such as Organism) may be chosen to express a similar metaphor (ECONOMY IS A

PERSON), however, within this shared knowledge, there are elaborations of the

conceptual nodes. For instance, in English, there are subsidiary elaborations referring

to ‘state’ (EmotionalState) whereas in Chinese, there are elaborations referring only to
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‘stage’ (living cycle) of an Organism. In general, however, the main mapping is the

same (i.e., Organism) but the subsidiary mappings can differ. These results on main

and subsidiary mappings are also reflected in the cross-linguistic study of TIME IS

MOTION in Ahrens and Huang (2002). They proposed that when TIME IS A

MOVING ENTITY the orientation of the ego is a conceptual subsidiary of the main

mapping and can be parameterized differently in different languages.

In the case of ECONOMY IS A PERSON in English, the frequency of

expressions relating to ‘emotions’ is low and therefore does not affect the most

prototypical mapping — i.e., ‘growth.’

5.0 Conclusion

This paper provides a corpora-based analysis of the ‘economy’ metaphors in

Chinese and English. The analysis supports a prototypical view of mappings that the

most frequent mappings in a metaphor underlying the Mapping Principle (Ahrens

2002) for that metaphor. This paper also extends on the discussion of Ahrens, Chung

and Huang (2003) in which they suggest a way of delimiting the source domain

knowledge by using an upper ontology, i.e. SUMO. Looking into the example of

ECONOMY IS A PERSON, we observe the representation of shared knowledge in the

source domain in different languages and explain the similarities and differences by
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looking into the definition of inference rules in the upper ontology.

This paper contributes to further supporting the use of ontology and corpora data

to automate the process of extracting Mapping Principles. This work provides a

computational approach to refine Lakoff’s (1993) statement that there is only ‘general

mapping principle’ which exists between the mappings of source to target domain.

This paper has shown that Mapping principles are not only specific but also

extractable from corpora analysis.

In the corpora analysis, we constrain the Mapping Principle so that there is only

one main Mapping Principle per source domain. We propose that this Mapping

Principle is reflected by the prototypical (i.e. most frequent) mappings in the metaphor.

If there is a subsidiary mapping in the same metaphor, as long as its frequency does

not exceed the most prototypical mappings (such as ‘stage’—i.e., ‘living cycle’-- of a

PERSON), the subsidiary mapping will not interfere with the main mapping. These

main-and-subsidiary mappings can reflect cross-linguistic similarities and differences

in conceptual metaphor mapping.
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Abstract

Anaphora is a common phenomenon in discourses as well as an important
research issue in the applications of natural language processing. In this paper, the
anaphora resolution is achieved by employing WordNet ontology and heuristic rules.
The proposed system identifies both intra-sentential and inter-sentential antecedents
of anaphors. Information about animacy is obtained by analyzing the hierarchical
relation of nouns and verbs in the surrounding context. The identification of animacy
entities and pleonastic-it usage in English discourses are employed to promote the

resolution accuracy.

1. Introduction

1.1 Problem description

Anaphora resolution is vital for areas such as machine translation, summarization,
question-answering system and so on. In machine translating, anaphora must be
resolved for languages that mark the gender of pronouns. One main drawback with
most current machine translation systems is that the translation usually does not go
beyond sentence level, and so does not deal with discourse understanding successfully.
Inter-sentential anaphora resolution would thus be a great assistance to the
development of machine translation systems. On the other hand, many of automatic
text summarization systems apply a scoring mechanism to identify the most salient
sentences. However, the task result is not always guaranteed to be coherent with each
other. It could lead to errors if the selected sentence contains anaphoric expressions.
To improve the accuracy of extracting important sentences, it is essential to solve the

problem of anaphoric references in advance.
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Pronominal anaphora is the most common phenomenon which the pronouns are
substituted with previous mentioned entities. This type of anaphora can be further
divided into four subclasses, namely,

Nominative: {he, she, it, they}

Reflexive: {himself, herself, itself, themselves}

Possessive: {his, her, its, their}

Objective: {him, her, it, them}

However, the usage of “it” can also be a non-anaphoric expression which does not
refer to any items mentioned before and is called expletive or pleonastic-it [Lappin
and Leass, 94]. Although pleonastic pronouns are not considered anaphoric since they
do not have an antecedent to refer to, yet recognizing such occurrences is essential
during anaphora resolution. In [Mitkov, 01], the non-anaphoric pronouns are in
average of 14.2% from a corpus of 28,272 words.

Definite noun phrase anaphora occurs in the situation that the antecedent is
referred by a general concept entity. The general concept entity can be a semantically
close phrase such as synonyms or superordinates of the antecedent [Mitkov, 99]. The
word one has a number of different uses apart from counting. One of the important

functions is as an anaphoric form. For example:

Mike has a white shirt and Jane has a red one.

Intra-sentential anaphora means that the anaphor and the corresponding
antecedent occur in the same sentence. Inter-sentential anaphora is where the
antecedent occurs in a sentence prior to the sentence with the anaphor. In [Lappin and
Leass, 94], there are 15.9% of Inter-sentential cases and 84.1% Intra-sentential cases
in their testing result. In the report of [Mitkov, 01], there are 33.4% of Inter-sentential
cases and 66.6% Intra-sentential cases.

1.2 Related works

Traditionally, anaphora resolution systems rely on syntactic, semantic or pragmatic
clues to identify the antecedent of an anaphor. Hobbs’ algorithm [Hobbs, 76] is the
first syntax-oriented method presented in this research domain. From the result of
syntactic tree, they check the number and gender agreement between antecedent
candidates and a specified pronoun. In RAP (Resolution of Anaphora Procedure)
proposed by Lappin and Leass [94], the algorithm applies to the syntactic
representations generated by McCord's Slot Grammar parser, and relies on salience
measures derived from syntactic structure. It does not make use of semantic
information or real world knowledge in choosing among the candidates. A modified
version of RAP system is proposed by [Kennedy and Boguraev, 96]. It depends only

on part-of-speech tagging with a shallow syntactic parse indicating grammatical role
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of NPs and containment in an adjunct or noun phrase.

In [Cardie et al., 99], they treated coreference as a clustering task. Then a
distance metric function was used to decide whether these two noun phrases are
similar or not. In [Denber, 98], an algorithm called Anaphora Matcher (AM) is
implemented to handle inter-sentential anaphora over a two-sentence context. It uses
information about the sentence as well as real world semantic knowledge obtained
from outer sources. The lexical database system WordNet is utilized to acquire the
semantic clues about the words in the input sentences. He declared that most anaphora
does not refer back more than one sentence in any case. Thus a two-sentence “window
size” is sufficient for anaphora resolution in the domain of image queries.

A statistical approach was introduced by [Dagan and Itai, 90], in which the
corpus information was used to disambiguate pronouns. It is an alternative solution to
the syntactical dependent constraints knowledge. Their experiment makes an attempt
to resolve references of the pronoun “it” in sentences randomly selected from the
corpus. The model uses a statistical feature of the co-occurence patterns obtained from
the corpus to find out the antecedent. The antecedent candidate with the highest
frequency in the co-occurence patterns are selected to match the anaphor.

A knowledge-poor approach is proposed by [Mitkov, 98], it can also be applied to
different languages (English, Polish, and Arabic). The main components of this
method are so-called “antecedent indicators” which are used for assigning scores (2, 1,
0, -1) against each candidate noun phrases. They play a decisive role in tracking down
the antecedent from a set of possible candidates. CogNIAC (COGnition eNIAC)
[Baldwin, 97] is a system developed at the University of Pennsylvania to resolve
pronouns with limited knowledge and linguistic resources. It presents a high precision
pronoun resolution system that is capable of greater than 90% precision with 60%
recall for some pronouns. [Mitkov, 02] presented a new, advanced and completely
revamped version of Mitkov’s knowledge-poor approach to pronoun resolution. In
contrast to most anaphora resolution approaches, the system MARS, operates in fully
automatic mode. The three new indicators that were included in MARS are Boost
Pronoun, Syntactic Parallelism and Frequent Candidates.

In [Mitkov, 01], they proposed an evaluation environment for comparing
anaphora resolution algorithms which is illustrated by presenting the results of the
comparative evaluation on the basis of several evaluation measures. Their testing
corpus contains 28,272 words, with 19,305 noun phrases and 422 pronouns, out of
which 362 are anaphoric expressions. The overall success rate calculated for the 422
pronouns found in the texts was 56.9% for Mitkov’s method, 49.72% for Cogniac and
61.6% for Kennedy and Boguraev’s method.
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2. System Architecture

2.1 Proposed System Overview

Graphic User Interface

A
Text Input
- - - --------= |
1 1
POS Tagging ! Preference !
! 3 !
A 4 1 1
1 1
Pleonastic It NP Finder ' Constraint '
e — y p—— :
\ 4
. Animacy
»| Candidate Set <
»| Candidate Se Agre‘ement @
A
\ 4
Number » Gender -«
Agreement Agreement  [¢ Name Data

Figure 1: Architecture overview.

The procedure to identify antecedents is described as follows:

1.

Each text is parsed into sentences and tagged by POS tagger. An internal
representation data structure with essential information (such as sentence
offset, word offset, word POS, base form, etc.) is stored.

Base noun phrases in each sentence will be identified by NP finder module
and stored in a global data structure. Then the number agreement is
implemented on the head noun. Testing capitalized nouns in the name
gazetteer to find out the person names. The gender feature is attached to the
name if it can be found uniquely in male or female class. In this phase,
WordNet is also used to find out possible gender clues to increase resolution
performance. The gender attribute is ignored to avoid the ambiguity while the
noun can be masculine or feminine.

Anaphors are checked sequentially from the beginning of the first sentence.
They are stored in the list with information of sentence offset and word offset
in order. Then pleonastic-it is checked so that no further attempt for

resolution is made.

4. The remaining noun phrases preceding the anaphor within predefined
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window size are collected as antecedent candidates. Then the candidate set is
furtherly filtered by the gender and animacy agreement.

5. The remaining candidates are evaluated by heuristic rules afterward. These
rules can be classified into preference rules and constraint rules. A scoring
equation (equation 1) is made to evaluate how likely a candidate will be

selected as the antecedent.

score(can,ana) = (z rule pre, — Zrule_ con;)x H agreement, (1)
i j k

where

can: each candidate noun phrase for the specified anaphor

ana: anaphor to be resolved

rule_pre;: the ith preference rule

rule_con;: the ith constraint rule

agreement;. denotes number agreement, gender agreement and animacy

agreement
2.2 Main Components
2.2.1 POS Tagging
The TOSCA-ICLE tagger [Aarts et al., 97] was used for the lemmatization and
tagging of English learner corpora. The TOSCA-ICLE tagset consists of 16 major
wordclasses. These major wordclasses may further be specified by features for
subclasses as well as for a variety of syntactic, semantic and morphological
characteristics.
2.2.2 NP Finder
According to part-of-speech result, the basic noun phrase patterns are found as
follows:

base NP — modifier+head noun
modifier — <article| number| present participle| past participle |adjective| noun>

In this paper, the proposed base noun phrase finder is implemented on the basis of a
finite state machine (figure 2). Each state indicates a particular part-of-speech of a
word. The arcs between states mean a word input from the sentence sequentially. If a
word sequence can be recognized from the initial state and ends in a final state, it is
accepted as a base noun phrase with no recursion, otherwise rejected. An example of

base noun phrase output is illustrated in figure 3.
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Figure 2: Finite state machine for a noun phrase.

The ministers agreed on a plan to boost screening at international departure points,
bar travelers with $ARS symptoms, and require health declaration forms for visitors
from affected countries.

Figure 3: An Example output of base noun phrase.

2.2.3 Pleonastic-it Module

The pleonastic-it module is used to filter out those semantic empty usage conditions
which is essential for pronominal anaphora resolution. A pronoun it is said to be
pleonastic when it is used in a discourse where the pronoun has no antecedent.

The usage of “pleonastic-it” can be classified into state reference and passive
reference [Denber, 98]. State references are usually used for assertions about the
weather or the time, and it is furtherly divided into meteorological references and
temporal references.

Passive references consist of modal adjectives and cognitive verbs. The modal
adjectives (Modaladj) like advisable, convenient, desirable, difficult, easy,
economical, certain, etc. are specified. The set of modal adjectives is extended with
their comparative and superlative forms. Cognitive verbs (Cogv), on the other hand,
are like anticipate, assume, believe, expect, know, recommend, think, etc.

Most of "pleonastic-it" can be described as the following patterns:

1. It is Modaladj that S

2. It is Modaladj (for NP) to VP

3. It is Cogv-ed that S
4. It seems/appears/means/follows (that) S
5. NP makes/finds it Modaladj (for NP) to VP
6. It is time to VP
7. It is thanks to NP that S
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2.2.4 Number Agreement
Number is the quantity that distinguishes between singular (one entity) and plural
(numerous entities). It makes the process of deciding candidates easier since they
must be consistent in number. With the output of tagger, all the noun phrases and
pronouns are annotated with number (single or plural). For a specified pronoun, we
can discard those noun phrases whose numbers differ from the pronoun.
2.2.5 Gender Agreement
Gender recognition process can deal with words that have gender features. To
distinguish the gender information of a person, we collect an English first name list
from (http://www.behindthename.com/) covering 5,661 male first name entries and
5,087 female ones. Besides, we employ some useful clues from WordNet result by
using keyword search around the query result. These keywords can be divided into
two classes -

Class Female= {feminine, female, woman, women}

Class_Male= {masculine, male, man, men}
2.2.6 Animacy Agreement
Animacy denotes the living entities which can be referred by some gender-marked
pronouns (he, she, him, her, his, hers, himself, herself) in texts. Conventionally,
animate entities include people and animals. Since we can hardly obtain the property
of animacy with respect to a noun phrase by its surface morphology, we make use of
WordNet [Miller, 93] for the recognition of animate entities. In which a noun can only
have a hypernym but many hyponyms (an opposite relation to hypernym). In the light
of twenty-five unique beginners, we can observe that two of them can be taken as the
representation of animacy. These two unique beginners are {animal, fauna} and
{person, human being}. Since all the hyponyms inherit the properties from their
hypernyms, the animacy of a noun can be achieved by making use of this hierarchical
relation. However, a noun may have several senses with the change of different
contexts. The output result with respect to a noun must be employed to resolve this
problem. First of all, a threshold value t noun is defined (equation 2) as the ratio of
the number of senses in animacy files to the number of total senses. This threshold
value can be obtained by training on a corpus and the value is selected when the
accuracy rate reaches the maximum.

the _number of senses in _animacy _files

t noun= (2)
the total senses of the noun

; b the _number of senses in_animacy _ files
verb =——= = = == =

3)

the total senses of the verb

the _number of animacy _entities _identified correctl
accuracy = —-= o s = i —= Y 4)
the total number of animacy _entities
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Besides the utilization of noun hypernym relation, unique beginners of verbs are
taken into consideration as well. These lexicographer files with respect to verb synsets
are {cognition}, {communication}, {emotion}, and {social} (table 1). The sense of a
verb, for example “read”, varies from context to context as well. We can also define a
threshold value t_verb as the ratio of the number of senses in animacy files (table 1) to

the number of total senses.

Table 1: Example of animate verb.

Unique beginners Example of verb
{cognition} Think, analyze, judge ...
{communication} Tell, ask, teach ...
{emotion} Feel, love, fear ...
{social} Participate, make, establish ...

The training data from the Brown corpus consists of 10,134 words, 2,155 noun
phrases, and 517 animacy entities. It shows that 24% of the noun phrases in the
corpus refer to animacy entities whereas 76% of them refer to inanimacy ones.
Threshold values can be obtained by training on the corpus and select the value when
the accuracy rate (equation 4) reaches the maximum. Therefore t noun and t_verb are

achieved to be 0.8 and 0.9 respectively according to the observation in figure 4.

100

60
40 N

20

accuracy

01 02 03 04 05 06 07 08 09 1

| O t_noun W t_verb |

Figure 4: Thresholds of Animacy Entities.

The process of determining whether a noun phrase belong to animacy or not is
described below :
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Obtan threshold, .
and threshold,,,

t_noun 15 greater
than threshold,

t_werb 15 greater
than threshold, .,

Entity gender is

yas »| The entity 15 1dentified
male or ternale

as animate

Entity is found in
narne list

The entity is identified
as inanimate

Entity 15 an
ACTONYIT

2.2.7 Heuristic Rules

I. Syntactic parallelism rule

The syntactic parallelism could be an important clue while other constraints or
preferences could not be employed to identify an unique unambiguous antecedent. It
denotes the preference that correct antecedent has the same part-of-speech and
grammatical function as the anaphor. The grammatical function of nouns can be
subject, object or subject complement. The subject is the person, thing, concept or
idea that is the topic of the sentence. The object is directly or indirectly affected by
the nature of the verb. Words which follow verbs are not always direct or indirect
objects. After a particular kind of verb, nouns remain in the subjective case. We call
these subjective completions or subject complements.

For example:

The security guard took off the uniform after getting off duty.

He put it in the bottom of the closet.

The “He” (the subject) in the second sentence refers to “The security guard”
which is also the subject of the first sentence. In the same way, the “it” refers to “the
uniform” which is the object of the first sentence as well. Empirical evidence also
shows that anaphors usually match their antecedents in their syntactic functions.

II. Semantic parallelism rule

This preference works with identifying collocation patterns in which anaphora
took place. In this way, system can automatically identify semantic roles and employ
them to select the most appropriate candidate. Collocation relations specify the

relation between words that tend to co-occur in the same lexical contexts. It
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emphasizes that noun phrases which have the same semantic role as the anaphor are
favored.
III. Definiteness rule

Definiteness is a category concerned with the grammaticalization of
identifiability and nonidentifiability of referents. A definite noun phrase is a noun
phrase that starts with the word "the", for example, "the young lady" is a definite noun
phrase. Definite noun phrases which can be identified uniquely are more likely to be
the antecedent of anaphors than indefinite ones.
IV. Mention Frequency rule

Iterated items in the context are regarded as the likely candidates for the
antecedent of an anaphor. Generally, the high frequent mentioned items denote the
focus of the topic as well as the most likely candidate.
V. Sentence recency rule

Recency information is employed by most of the implementations for anaphora
resolution. In [Lappin, 94] the recency factor is the one with highest weight among a
set of factors that influence the choice of antecedent. The recency factor states that if
there are two (or more) candidate antecedents for an anaphor and all of these
candidates satisfy the consistency restrictions for the anaphor (i.e. they are qualified
candidates) then the most recent one (the one closest to the anaphor) is chosen. In
[Mitkov et al., 01], the average distance (in sentences) between the anaphor and the
antecedent is 1.3, and the average distance in noun phrases is 4.3 NPs.
VI. Non-prepositional noun phrase rule

A noun phrase not contained in another noun phrase is favored as the possible
candidate. This condition can be explained from the perspective of functional ranking:
subject > direct object > indirect object. A noun phrase embedded in a prepositional
noun phrase is usually an indirect object.
VII. Conjunction constraint rule

Conjunctions are usually used to link words, phrases and clauses. If the candidate
is connected with the anaphor by a conjunction, they can hardly have anaphora
relation.

For example:

Mr. Brown teaches in a high school. Both Jane and he enjoy watching the

movies in the weekend.
2.3 The Brown Corpus
The training and testing text are selected randomly from the Brown corpus. The
Corpus is divided into 500 samples of about 2000 words each. The samples represent
a wide range of styles and varieties of prose. The main categories are listed in figure
5.
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A.  Press: Reportage J. Learned

B. Press: Editorial K. General Fiction

&

C. Press: Reviews Mystery and Detective Fiction

D. Religion M. Science Fiction

E. Skills and Hobbies N.  Adventure and Western Fiction
F. Popular Lore P.  Romance and Love Story

G Biography, Memoirs, etc. R. Humor

H. Miscellaneous

Figure 5: Categories of the Brown corpus.

2.4 System functions

The main system window is shown in figure 6. The text editor is used to input raw
text without any annotations and shows the analyzed result. The POS tagger
component takes the input text and outputs tokens, lemmas, most likely tags and the
number of alternative tags. NP chunker makes use of finite state machine (FSM) to

recognize strings belong to a specified regular set.

8. m
File POS NounPhrase Resolve Exit

-2 AR SYSTEM Test |POS | Moun Phrase | Name List | Wordtet | Anaphor | Output |

TEXT Editor
z POS Tagger It is not news that Nathan Milstein is a wizard of the violin. certainly not in
&NFEhunke. Orchestra hall where he has played countless recitals, and Thursday night he elebrated

~@ NAME Gazetteer | |nis 26th season with the Chicago Symphony orchestra, playing with his oun slashing,
B :/DH‘DNET demon-ridden cadenza melting into the high, pale, pure and lovely song with which a
esolver
violinist unlocks the heart, or forever finds it closed.

Figure 6: The main system window.
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.4
File

oun esolve Bt
=& AR SYSTEM Test | POS | Moun Phisse | Name List| wordiet Anaphor | Qutput |
g TEXT Editor "
&g POS Tagaer it=1=1 <<PLEONASTIC I1T>»=-1=1
. NP Chunker he=2=7 Hathan Hilstein=1=6
@) NAME Gazstieer | Ina—2-1§ Nathan Hilstein=1=6
13 WOPDNET his=2=18 Nathan Hilstein=1=6
his=2=29 Nathan Hilstein=1=6
it=2-57 the heart=2-51

Display
Clear

Figure 7: Anaphora pairs.

After performing the selection procedure, the most appropriate antecedent is
chosen to match each anaphor in the text. Figure 7 illustrates the result of anaphora
pairs in each line in which sentence number and word number are attached to the end
of the entities. For example, the “it” in the first word of the first sentence denotes a
pleonastic-it and the other “it” in the 57" word of the second sentence refers to “the
heart”. Figure 8 shows the original text input with antecedent annotation followed
each anaphor in the text. All the annotations are highlighted to make it easy to carry

out the subsequent testing purposes.

File POR NounPhrase Resolve Bxit

E 2] AR SYSTEM Test | POS | Moun Phiase | Mame List | WordNet | Anaphor  Output

TEXT Editar
zFUS Tagger [1-] IE<LPLEONASTIC IT>> is not news that Mathan Milstein is a wizard of the vielin.

& NP Churker [2-] Certainly not in Orchestra hall where he<<Nathan Milstein>> has played countless
5] NAME Gazelieer | |recitals, and Thursday night he<<Nathan Wilstein>> celebrated his<<Nathan Hilstein>>
15l WDHET 28th season with the Chicago Symphony orchestra, playing with his<<Mathan Hilstein>>
- oun slashing, demon-ridden cadenza melting into the high, pale, pure and lovely song
with which a violinist unlocks the heart, or forever Finds it<<{the heart>> closed.

Clear

Figure 8: Anaphor with antecedent annotation.
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3. Experimental Results and Analysis

The proposed system is developed in the following environment (table 2).

Table 2: System environment.

Operating System Microsoft Windows 2000 Advanced Server
Main Processor AMD Athlon K7 866 MHZ
Main Memory 256 MB SDRAM
Graphic Card NVIDIA Geforce2 Mx 32M
Programming language Borland C++ Builder 5.0

The evaluation task is based on random texts selected from the Brown corpus of
different genres. There are 14,124 words, 2,970 noun phrases and 530 anaphors in the
testing data. Two baseline models are set up to compare the effectiveness with our
proposed anaphora resolution (AR) system. The first baseline model (called baseline
subject) performs the number and gender agreement between candidates and anaphors,
and then chooses the most recent subject as the antecedent from the candidate set. The
second baseline model (called baseline recent) performs a similar procedure but it
selects the most recent noun phrase as the antecedent which matches the number and
gender agreement with the anaphor. The measurement can be calculated as follows:

)

number of correctly resolved anaphors

Success Rate =
number of all anaphors

In the result of our experiment baseline subject (table 3), there are 41% of
antecedents can be identified by finding the most recent subject, however, only 17%
of antecedents can be resolved by means of selecting the most recent noun phrase

with the same gender and number agreement to anaphors.

Table 3: Success rate of baseline models.

Genre Baseline subject | Baseline recent
Reportage 52% 26%
Editorial 48% 15%
Reviews 32% 13%
Religion 44% 22%
Skills 41% 13%
Lore 31% 11%
Average 41% 17%

123



Figure 9 presents the distribution of sentence distance between antecedents and
anaphors. The value 0 denotes intra-sentential anaphora and other values mean
inter-sentential anaphora. Figure 10 shows the average word distance distribution with
respect to each genre. The identification of pleonastic-it can be achieved to 89%

accuracy (table 4).

30
60 1 0o
S |
g 40 O
S 2

20 R I; 03
O.

Figure 9: Referential sentence distance distribution.

25

Words
O

—
o

Genre

Figure 10: Referential word distance distribution.

Table 4: Pleonastic-it identification.

Number of | Anaphoric Number of Ratio of Accuracy of
Anaphora expression | Pleonastic-it | Pleonastic-it | identification
Total 530 483 47 9% 89%
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The evaluation result of our system which applies animacy agreement and
heuristic rules for resolution is listed in table 5. It also contains the results for each

individual genre of testing data and the overall success rate reaches 77%.

Table 5: Success rate of AR system.

Genre Words | Lines | NPs | Anims | Anaphors | Success Rate
Reportage 1972 90 488 110 52 80%
Editorial 1967 95 458 54 54 80%
Reviews 2104 113 | 480 121 92 79%
Religion 2002 80 395 75 68 76%
Skills 2027 89 391 67 89 78%
Lore 2018 75 434 51 69 69%
Fiction 2034 120 | 324 53 106 79%
Total 14124 662 | 2970 | 531 530 77%

4. Conclusion and Future Work

In this paper, the WordNet ontology and heuristic rules are adopted to the anaphora
resolution. The recognition of animacy entities and gender features in the discourses
is helpful to the promotion of resolution accuracy. The proposed system is able to deal
with intra-sentential and inter-sentential anaphora in English text and includes an
appropriate treatment of pleonastic pronouns. From experiment results, our proposed
method is comparable with prior works using fully parsing of the text. In contrast to
most anaphora resolution approaches, our system benefits from the recognition of
animacy occurrence and operates in fully automatic mode to achieve optimal
performance. With the growing interest in natural language processing and its various
applications, anaphora resolution is worth considering for further message
understanding and the consistency of discourses.
Our future work will be directed into following studies:
1. Extending the set of anaphor being processed:
This analysis aims at identifying instances (such as definite anaphor) that
could be useful in anaphora resolution.
2. Resolving nominal coreference:
The language resource WordNet can be utilized to identify the coreference

relation on the basis of synonymy/hypernym/hyponym relation.

125



References

Aarts Jan, Henk Barkema and Nelleke Oostdijk (1997), “The TOSCA-ICLE Tagset:
Tagging Manual”, TOSCA Research Group for Corpus Linguistics.

Baldwin, Breck (1997), “CogNIAC: high precision coreference with limited
knowledge and linguistic resources”, Proceedings of the ACL'97/EACL'97
workshop on Operational factors in practical, robust anaphora resolution, pp.
38-45.

Bontcheva, Kalina, Marin Dimitrov, Diana Maynard and Valentin Tablan (2002),
“Shallow Methods for Named Entity Coreference Resolution”, Proceedings of
TRAITEMENT AUTOMATIQUE DES LANGUES NATURELLES (TALN), pp.
24-32.

Cardie, Claire and Kiri Wagstaff (1999), “Noun Phrase Coreference as Clustering”,
Proceedings of the Joint Conference on Empirical Methods in Natural Language
Processing and Very Large Corpora.

Chen, Kuang-hua and Hsin-Hsi Chen (1994), “Extracting Noun Phrases from
Large-Scale Texts: A Hybrid Approach and Its Automatic Evaluation”,
Proceedings of the 32nd ACL Annual Meeting, 1994, pp. 234-241.

Dagan, Ido and Alon Itai (1990), “Automatic processing of large corpora for the
resolution of anaphora references”, Proceedings of the 13th International
Conference on Computational Linguistics (COLING'90), Vol. III, 1-3, Helsinki,
Finland.

Denber, Michel (1998), “Automatic resolution of anaphora in English”, Technical
report, Eastman Kodak Co.

Evans, Richard and Constantin Orasan (2000), “Improving anaphora resolution by
identifying animate entities in texts”, In Proceedings of DAARC-2000.

Ge, Niyu, John Hale and Eugene Charniak (1998), “A Statistical Approach to
Anaphora Resolution”, Proceedings of the Sixth Workshop on Very Large Corpora
(COLING-ACL98), pp.161-170.

Kennedy, Christopher and Branimir Boguraev (1996), “Anaphora for everyone:
Pronominal anaphora resolution without a parser”, Proceedings of the 16"
International Conference on Computational Linguistics, pp.113-118.

Lappin, Shalom and Herbert Leass (1994), “An Algorithm for Pronominal Anaphora
Resolution”, Computational Linguistics, Volume 20, Part 4, pp. 535-561.

Miller, George (1993), “Nouns in WordNet: A Lexical Inheritance System”, Journal of
Lexicography, pp. 245-264.

Mitkov, Ruslan (1998), “Robust pronoun resolution with limited knowledge”,
Proceedings of the 18th International Conference on Computational Linguistics
(COLING'98)/ACL'98 Conference Montreal, Canada. pp. 869-875.

126



Mitkov, Ruslan (1999), “Anaphora Resolution: The State of the Art”, Working paper
(Based on the COLING'98/ACL'98 tutorial on anaphora resolution)

Mitkov, Ruslan and Catalina Barbu (2001), “Evaluation tool for rule-based anaphora
resolution methods”, Proceedings of ACL'01, Toulouse, 2001.

Mitkov, Ruslan, Richard Evans and Constantin Orasan (2002), “A new, fully
automatic version of Mitkov's knowledge-poor pronoun resolution method”, In
Proceedings of CICLing- 2000, Mexico City, Mexico.

Wang, Ning, Chunfa Yuan, K.F. Wang and Wenjie Li (2002), “Anaphora Resolution
in Chinese Financial News for Information Extraction”, Proceedings of 4th World
Congress on Intelligent Control and Automation, June 2002, Shanghai,
pp.2422-2426.

127



XHBHRRRBEFAELEA

Application of Document Self-Expansion to

Text Categorization

BT - AEKR
HI-AE BEEMBR
AJLRRFTAR P IERS 510 3§ 242
TEL: 02-29031111 ext 2333, FAX: 02-29017405
tseng@lins.fju.edu.tw

e -

IR FEED AR  FISRSUFRE - DEMREYT - AT - SRS
HHESRECERENANERRE @ —RAEEREREMEABSNAER
EHRER - SPHIRTRE @ AXIRH—EXHBRERTE - B REMEN
BIRNERT - ZEERBMEANGRS A - MERERIFRERZ - IRERNHN B/ -
REMESEABRUSMESERNERERE - BRI AEREIIR R
DR - HEUERRERMBARE - MELSGEYE @ ThRIBEBE LRI - Ea%E
£aERE - MEMEf—E D 5EREF T BUER L ENEISRIBEHEHZEIR

FASEE - X% - MR E  XMARE » X EREE

it

_\'ﬁ"l‘j

'XHFELE, HEHE " X251 (document classification or text
categorization) BIEMKXEH "TRBEE , 447F "3R4 (class or category ) IR
B XS ENEN - EEXEETOMRENNERERE  EEXGSRERE
TR - DEEENG » TTRHEREREEESK XHFMAZ G AENRE - 5
N XD FETE  ECRERER SN EESGEEEE - HEERSUENRERSE
EfEFAENNGERIET - REHSEENRKBE -

IR - FEMRINTESGERCE  SESEEEIERNEN G TETRTE
HEARIEUBYNERENR - XEFFENFTRUMEARME - Bt - I
FBEMErEiT  REFRNHEIALDEE » REGAERIENSEER » 2R
SEMRFEMFBSENERRE -

XD BEBEXEHNEEARS  ZRERTER 0 RLZBESHKEN
HFERETE - EXEREEENME - WESREBHSERNFRR - S EERE
A#1T - A - BRI EREBFHURA T AIITRHES - Al - #37EM

129



BEI2%E R ' EWEMBAGNGE - FEEEEE N A TSR o

Fhagall4k - TABEm RS — TSRS - ME—Fr7k - s4RSC 45T
8 7 ALEIT]XH I EMAE - SEANEAEEE - I2—# (XEF=>45)
HIEIFERCER - W SR TE R BHIRRE UG AN HAZRRUERRITE - BENERLH —L¥E
Al - FEETREBFELUMNSEE - oA HEERER -

WEBIEHAEER - HIEREAN  RMAIEEESSEMEEHEN
ARG » W B B DR - TR FHEREE D ERAEERRET » FIARS
HHZ - DEYRELT - At - SERBEEEABT]HER - FESTER T
HEMENBRZG - AT AIFRFHESEECEHEEM A NEERRE - th—NZs
FBENKTEABITDERENRIE

LA - BMEEfRYF T alSR3 4 - oTeemR SEENERESHHERI MM L
HBERIRS ' ERERINGEIGREE S HEEEATIINIRS - TREIREEHZH
HERIRBLEEEE - MAlAREHDNERIAGAZHHEER] - AR ERHS
$ARRZSH Reuter-21578 AIFREE (test collection) Zf5l » £ 90 EEERN ~ 7770 B3
RS - B 10 38 BT 75% MURINARSZGE ~ FHYEEEH 719 Ralldsgs
mE/# 20 5 - Rib 0.5% WEIGRZIEE - FHISERE 2 Rl - 58
BEERSEELTNAHETEERE - T2 Reuters XIFEBHIRR [1] °

2l
XF

X+ eI

alll | 4R

sate
e A o S
)

y@;ﬁiii/;lﬁ;\i::>>g%

B— : BEaEnEE -

#R LRI - B HAE - DEABTABREMZNIRR - BT #RE
BRNAE - ARXEREIIRGNERNS - —EEBNEE - SUEEH
HRFIBMENERS S - EREMERBTPENENRHER - BEDEEEER—T
HIRER - EEEENTER CIREM 77 AERHER - R chERRERREENAEE
BiEE-

AXERAEVEINRXHNRIET - FANETENEE D ERIREE
T — B RERRH B AT BERHERARASE - =BT B SURAN XHBRER
HI757E » BRIEMNENARS A - SR ERf I BREE L T AN BB HEEIRIR - SEREHR
BERNGREALSE - &2 —EEI N RILRE AR KT ERME @

130



= - HHEARASE

BEHF - BANERAXHEFTZENMAREEEE (2-5] - RSMARER
REAFENTE » REFZEEIERNA - A @ SHEEIRXAHELNIER
REEFABE D EABAIASE - AITRERD - LLERESEAZEERS expectation
maximization (EM) [6-7] Ed co-training [8] ° EM FiEEig A LR D3RI
iR B EIDEESER - MAREBEZEXH - MEKNK - SBRERBIET—
BRESHEBWRALL - it - wEEALTANGEET - A28 AT ERIEIR
&l M BAIAR B SLERR - MEESERUMARELEEZH "I
% 1 KilFRDIEEBRA T - BRBLEMSZELN " SIS - HARRIERNIGH
OJRER A TERNEIENRXA RS @ RILEISRERA %R - BoESTEE
fig o ATEMEA TGRS T RERER B Z BN (TENARE—
RXHSREAEMNER - EFA—HWRRAETVR) - Bt - J/EWBELE
B9 TAIARSZHE ) mEBFAE - ERERINERAER T AIGE D IRBHERE -

Co-training M77iEBIRERER ST HISHE BT A ARG IS S - §—#
SATIBAFIARE —E 34823 - SE 2 %EEREBAN TEimiF IR E H AR AE BlIHY
HHKSIRETHNDERS - HiRtERIENXYE - S—ESERNHE—E
FRIDH—EXH - RBIGELBEBNDFHNXXERES AR ) BEIIREW
B4R @ LT ERER - BRIFBEARSENXAEGEERRSL - SEEERE
R (8 3 2R3 AR AVENAR S RGN R S — Bl 34823 @ b RBEARGIAR @ &
BRI D ERE T RERBRSRBIF  Co-training 7EETE T 1 E A8 B B ANER H
Er¥aes1E - BEIEETXXH DR - BiSEME S RSNERME @ (ERZXH
HDEER -

FiiEmiETS BB O] A D EREIERSAHERE © MIAAREZEHRAR DX
- FETHENIER - CMU K28 Nigam B Ghani WAREEED - BFIA
12 BEERERIF A 776 BAREREERIFIN G - # 263 BB "R
24EE | B TIFERTEEE ) WA R co-training FIEEERER 5.4% » EM HIEE
RED 43% - TAIRUEHNTTE - BRI 12+776= 788 REETRERINX
HBEIAR - BISHERZEE 3.3% [8] © B8R co-training B EM 757% » EMOLAAL =
AR - BRI BRI o oI'tE EM B2 Co-training BIFTEEEEAK -
BRRBENR—R - FRIUQT —REHED T EREIER -

i@ EN S —ERE - SE2RBLEMRE - MBAESER
HIARZEX AR - SEBEER - SEEESBEEERER S E AT
ARENERE - ek - BMEREUATRESE « #REN - WBRNXHFHIRE
BIRD - [JAT[FHDERENR G - MLBZSHHARDIEXHTH - A - SEE
i53EFR EM 8 Co-training BYIEHZ °

131



= - XHBHEERE

X EEIDENAZE - SEREE TGRS EHNS - SERNEE  WIRR -
F L EEA B ERHINER - EABMEE SR —EHE - ZEGRZS D
BRI 30 ? EREAL » BRI © EHEAZ  BERARZAN - BB
WNRAFZHEFHD NGRS - TR IABEISBINBRZINR G REE SN DL
B SFMEHSE -

BRI —RERE - ASURA—ERE - MEUEEMEMAR - RESES
HORNARSZ 1 - BAEEIFRERZS ~ IRESRMHIE N - ERAEEREMEARNE © L
BHiER TEE ARG - BB RAEMNER - SERoEE
Lo BREAM 5 iE—#EER © MAMEESE -

iR (expansion) MR - HEMBRREHEEEER - o - HEAM
= ' B "EHEE ) (query expansion) MI75iE [9] ' BERETIERZEL - HIEE
EBiEN—LEHREFERNEEHRAENEE - RIBZFESHRGE  UHPREES
BENEHER - HXHMS @ thE "XHER ) WAL EFESEEXH (1
OFEBIRFTE ) HRE [10] - EIEARISEEHREEXT - BUUEEAGG
B FNTIXG (HEEEXHRATRLUNXEXY  NEEHENFRIE
—RHFEXF ) M EHERENECIEAESHRE - BERIES B
IS ER L BAMEREESVAEERNTE - XREMGE - BUEARE
HXHBERE ' BEFAFEENNTIIXE  RAREXGHFSER - HWES "X
HERERE, & -

ERNGEHEBEREL  BHS—EER - #ERBEMIN&RSGD - 3
IS ESTHHIER D B ER - SARFTHISCHE » LIS INEZAERI MaIAR ST 2y - B4 | -
T THNSEXUHNSHARE . AHE 0 ERERIN TS E G EENRE 0 fi
NF B SRETHIN ENEE R R 1 T AN ) B EENIES
EGEGEEENERSHARE  BREPHREXGWIEETIFEE - SRR
B 0 WEETHISY - BERERAHRNFI Y - HATNS @ hFEaFEE 8
HEEMRE - BEEWERIRGE - SS9 - ™ AR O ERMNEE -
AI4R - REFENRR  MEEENRAEEZENNARAXEGPEEEHIRT » A
SEME%E - IERRVELRMFEHESEPENNENAE -

BER ERRE  AXREBMEXHREEL | —ESREREE 5288
=REE-

RERERELNER  EESEIGRXGUEIREELSEIFRREEY
HER @ BERERIEN I F A RAZEXEHNEE - RRIKLHERARIT G -
Tl - BESREET MEIER IS IIERE - BREL S ESEEE TiERER
& B W RERASHIRENREY - 9FASHIRNME - SaP IR
YRaE (T, TRRM - TEEERR L) MUEER c SUMREREENS R 0 R
—BREQDFHEEY -
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TEERENERREE  AMNEERGEMEAUYRENTE - IR
FPESHRESENLIRRE @ KREZIDFNEEN - fla0 - EEETFES
A~ B~ C ={E@#E - B EEREXX SR HIRARHSAID 2~ 43, IBE
ZOFHEEMR 2+4+3=9 - XA PN EE Q) FEALTEEEEY - BARKE
INGEFRF ©

L RS © B Tseng MBS REMNRAERFE (maximally
repeated string ) [11] » #BZEMEHEAE - KA EBRRXEFNTERA=EEE
EHIR - BAIFFMENEEFEHESHANERER - EfMWERRRHN  SIEH
REREEN - ABAERESEFE - fINRIRma) "SASEEFE HIRT
TR TEEFE BIRTER  PBEEMERE SRR o B T AER
Fi WFEHHETR - BRER 'EBAEERFE ) WREFFE  FIUFEH
BRHEY HH 2R B 2 B # e

—BSRXHNaFR AL EE - EREERERNE—ERIPE—X
4HET S B9F - REBEMXG - —HEZIIXHNRESREXHNTIIR
EHALE  EERENEREED - FMRRXENE—E9F - EEZREHR
EXHERRANIXXG -

EREREREE - S5 ATHTHESEENXXHE - ALt - EE%E
RIERERE - EREREINHRZERNBRANFEREERER - YangFEAZ

b8 T AERETRESR - HERERET - EAEHEE © Chi-squarc 5
Information Gain EHEBRARNSRIRMAE [12] - EAK—THE T8

Al C MHIRBEH IR * Chi-square FTERER T BIFEERI C RUMERAMWT -
(TP x TN - FN x FP)*

(TP + FN)(EP + TN)(TP + FP)(FN + TN)

HE—4BRIA Chi-square i#53 * FLEIGFIBRIFAIEMKIR Chi-square {EIHHERE @ A

ZELHED Chi-square B AR N {E5d °

x*(T,0) =

x— AR T EHE C PHHIRREH SR

s T
] HIRRE | REIREH
Al | 2 TP EN
Cl & FP TN

SR * Ng EARITASSEREREER [13] » Chi-square S REIRFEH IEAHEIEIE A
M= - A& IEERIEE EAERARYRIERE] Chi-sqaure IR AETE @ EFEEER
SBRIE - ERAHIREER C PHFEE - WEWERIER C WSEE - Y
XA EREEENN - ASXEAINAERE » SRKEXXH P HIREER -
REEHEE - MGG REEER - MAZRKEX G IBHIREER @ R
1534 3 Re%ER - AL - Ng FAREBSAERRS (BIEEM Chi-square)
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HRIER -

(TP x TN - EN x FP)
=Ja?+FNxman®aP+FmGN+TN)
it - BEERIESMEENG - SRAEKREE - WKEEH R - MR oIERERS
FERIRYFERD - ME—RE TEEE , B "IFEEE, MBENSEXEERG -
R _BERH Chi-square EZAEFAREGE HAIEI/< B © Chi-square EHMFEZED -
¥ TEBE mS . TRE,"ToE) MESE LN TEEE , KaMEEE Bl
MERATEEEEN G PimD IR - RME " IFEEE , MXEFPEELIR - @
HTTR, "iE, i TIFERE ) RatHEE - BEARFESHS RIS -0.7880 £
-0.3169 * FFF57% ° 185 Chi-square 1B : 0.6210 B 0.1004 - R_EET  1EEAREUE
HAIEHEEIRSR - RESAETENISEHFEE -

Co(T,C)

3R ! Chi-square EATEREREUE HRIGISELLERSR

Chi-square 353 TR R BERE
ek JEEEE ek JEEEE
T7# 06210 | T2 0.6210 | T2 0.7880 | #&fif 0.2854
= 0.1004 | B2 0.1004 | 2= 03169 | ERE 0.2231
FfE 0.0815 | s&fts 00815 | BEE 02009 | ERE& 02231
NEE 0.0425 | TR 00498 | EE& 0.1764 | E 02062
BEME 0.0404 | BREE 00498 | FTE 0.1629 | ZA#HE 0.1764
B 00311 | A% 00425 | i 0.1563 | BEE 0.1484

EELERIFESEREDE - MHEIREER Chi-square EHRAFAEZHRAM
=X - EEENNASHRZE @ tMEL EFNESEER - EEn@ENT -
EUREAM Yang EAFIFA Chi-sqaure 258 @ BOJUBRITENER - BE
HEHMZERERFEERIEMNXAE - IAEIENXXATE RS - FLEZENUE
FARAKREARDEKE -

TEA=REEE - ERNSEREAUBRRHETE  BEF# - AT K E57E -
UEERMRAS—BFXENERN - FIBMZEERIEI SR

MM - BEREE

HTHER LEENRR » AP HN A EERERE - BENSEHR
RET - FENDEEHTRANARESAENRIR - EBEURESREERRE
ARE LHER  SSEERD (bias) NEERMSR - BHLL » 4FRILAMES
EREMEARE ETRIXEEE -

EMERE&EERR 2001 FEFEER PC home Online MR ESXE - —& PC
home FEEMFTE - H 123 - [HEBENETR - BEHS News AIFEE - HER
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XEHWTHIRER 9.87 BGF - R=FERHLERBE © AR ERRIE SR
=¥ - B—AIFERE PC home RIFMIFEE DR - £ 26 55 - 2HZ2 "HI8A
B ) AR TR - BHS WebDes ISR - HERXHMTHIRESR 2.10
EaF - ROEERHEIERZHE AR EAIE AR -
News AlFEZEHIXAHE 914 7 » FARMER/ENREHEZELN 30 5 -
WebDes s EZ AT 1686 & * RABHEE/NERNFHHEZEL 00 5 - Ik
MAIBSENE-RBXHHNEE—2%E - TEEEEMI—RXHIEMERIE A
LHER - BE—ENHIRESEAERRASHERET 7 | 3 LA REEZK
BEHIKDE - THEEESLCA -

K= News Al SREERIBBE R

dmaR | XERI | ANAR | R | &Rt | 4RSK | 4RI | B4R | AR | SEt
1 | EEE| 232 99 | 331 | 7 |HF| 20 | 12 | 41
2 | B 117 | 50 | 167 | 8 | R | 18 7 25
3 |BGA| 78 | 33 | 111 | 9 |EEHE| 12 4 16
4 || 53 | 22 | 75 | 10 | BB | 10 4 14
5 |&EE| 40 | 17 | 57 | 11 | XE| 10 4 14
6 |WR&| 38 | 15 | 53 | 12 |KE| 7 3 10

R : WebDes A5t SRR BMEE R

e V]| %R | RIS | BET | 4R V]| all%R | AR | &3
1| MBEEREtTE=R | 262 | 112 | 374 | 14 | HISS 2@ | 25 | 10 | 35
2 MERETHE 194 | 82 | 276 | 15 LSS 24 | 10 | 34
3 BEFE+F 140 | 59 | 199 | 16 =]l 17 6 | 23
4 | BIRMEIEEEESE | 66 | 27 | 93 | 17 iz e |d 16 6 | 22
5 2= 53 | 22 | 75 18 Proxy 14 5 19
6 TEEE 53 | 22 | 75 19 Plug-in 12 5 17
7 ISP 49 | 21 | 70 | 20 Bl E R 11 4 15
8 4BiEEEm 45 | 18 | 63 | 21 #IESE 11 4 15
9 MR E MR 40 | 17 | 57 | 22 BEFEH 10 4 14
10 | BEIAVEILAEEIEE | 36 | 15 | 51 | 23 BRES 6 2 8
11 BERE 35 | 14 | 49 | 24 |BBSXEHET| 5 2 7
12 HERE 33 | 14 | 47 | 25 Intranet 4 2 6
13 AR 27 | 11 | 38 | 26 | BFEHHEHEE | 2 2 4

EREREAH @ TFREVEEVRE|FADEEES * SVM (Support
Vector Machine ) B KNN ( K-Nearest Neighbor ) * ANSGEEZLM T EREEE - F
1P938242 Thorsten Joachims BEM SVMlight {EA SVM 4828 [14-15] - &ALt
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Al - B SVMIight MTEEIRIRMM AR (SN2 ) RERRMRERF & It
R SvMlight HI{E FAER B A HL 8 Rl &6 H B IE B SRR R D EMIKIE - =2
A% SVM @7t 24823 (binary classifier ) * ELtH C EXERIE SRR @ FAEM
i C @ SVM 734828 - EX—HRIMSERHE B ERIER - US4 aH%E
Al - BEMBIRESXEFELBEMENSEHR (FRENENHEHENRE
) - ALEMENERE - RERSLESAERIENER - EHMH
BT ERIE % - #EesIZE SVMIlight W EER -

ZER KNN 24875 H ' BMEET —E KNN 8R4 - Bt KNN 548
B RIEEMRER X EUEMIERERTSE - PSR TEANGTE -

ET d
ix4d;,
Sim(d[,qj)= L JkT
(bytesized’ )037 E . qf’k

Hop g BBEIAXM @ &, ZaIERZE © qjx (diy) SFE5 kK BIEE » AFE8R (term

frequency) RRHEREX (inverse document frequency) ZRINMESTEL © M bytesize,;

BXHRRE » BARITT( byte ) REEfL o LEABIUEATNTS Singhal FAZPE Cosine

HUEARNHITREMIZHA » 7E Singhal EAMBFELESZ OCR XK (FRE)
WZESERD © bytesize BIRELL Cosine FIFELF [16-18] ©
KNN S EEPS—EHEAINSE - LTELARNEE -
y(g.e) = Y Sim(d;,q)y(d,c))

d}»EKNN

Hoyd,c)A 1 5% 0 FfE - RFRINGRSIHE d SEB5ER ¢ T KNN KRR q
RN K Rl EFNES - TERENSEEED - K #E 20 » W y EPREAX
EHEER ¢ » MBS q HIEERI -

XUDEHRY 0 SREAZSE 2-3] ) HPZ—mMEAKR S ENSEE
SEHEEESN - HAIER THERESFXUARAEEE - BRREFNAHE
ZEMNERD - ¥ SVM 2% ' EMERIEED - BATBXEREHAR 1 B
Chi-square AR 0 EA45EE o ¥ KNN 94883 » 7 News B ED - FRENE
EHIREDHE » & WebDes AIFAED ' AIRBXERE AR | A% - THRDEE -
EREBLXEFE © B Tseng A7 ARSI FREXHREIFES [19] 0 655
FHENE - FTEFHENZAEER ' UV EBEEFNETA -

HTAFEDENBIER - A ERNR - HME SmE R SEI4R
ST 5% ~ 10% ~ 20% ~ 40%BA K 100% B A& RIENAR - 7RED - HE—EER & 1§
HAIBRSIEF 2B 100/p BEFR - Hop p KFRETAWBE S - AERINEE—FHH
XHERBERENNRER - BRNGSERRAZ @ AIE—FHEDWEES
| RAARSZ - At - #EiREE—EEETINMRSIYE - millE SRR RRH
&g o

TR BRI SRE - HE—ERIEEZ O XHEH - T—ERSH -
i - BB REIENEE - SRSRELRR » IN4RTF91% - BEEKE
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EMXEERMBRELLE: - LERILLEBREBENER -

IREAF G HEEFNR G HEE - H5—EERAESE - k=
BEEEH np”’ - Hip p KRAVAMLERB AL - M n 7 News BIHED BB
10~20~ 30’ £ WebDes BIFHED * 35I& 40~ 60~ 80 IERE % News B2 WebDes
BRI HAE - ALZERANERE A S AR - filan - EHEREK 5% News
ARSI - AR BRI =TERIE S E 2 BIS 2 (=10%0.057)~ 4+ 6 » ¥ WebDes
ms ' HEEXH#HARB 81317

RE LA NRERIEXHH E 2% REEZENXEGHAEER 7
BEENXHEEE B -

ERBEHLAH - FRANEEAFNESZETEANHERANSR  EMESZEH
fRE (bias) HI%ERR  ASSXBA MicroF BAK MacroF {EEIFRFZ2IRD IR » HEt
BERRWTF :

2x Y TP
MicroF = — A —
2XE>W+EHW*EMMC
2xTP,
MacroF ——E X
='2xTP + FP, + FN,

Hoh Cc S25ERI4E%) - i KFRE—485Rl » T TP,( True Positive )~ FP;( False Positive ) »
FN; (False Negative ) FUR—HEE * 281K - 256 i MECIEES &
Al NEE - A2 1 B85 ENREH -2 i BAlkEsR ENEH - WLFE
EFEER (P) HZBEE (R) WERA | F=2PR/(P+R) = 2TP/(2TP+FP+FN)
E{LT%K - Hoh P = TP/(TP+FP) * R = TP/(TP+EN) °

52 MicroF @2 EXF—ER MRt 2% - ABESZEIALER (15

Y ) RIFIFIRWEE - BEH - MacroF ZESEERINRMEBHTE
i’J Rt B S ZEIAERNERIFE - IMETFIIHIBEMRE LK » TTLABRREX
ZEXEHIDEER (MicroF ) » A AKRZEEERIFIDEER (MacroF ) °

- BRER

ERARBTNKRANERI - F—WBERERENIRGE - 551
ERHSER KNN B SVM HiRIE 4o EERNEE - HilSER KNN
% SVM Bl EX G BRERMESHDERNE @ Hip s 8 « 2RIAREEREREE
HRASERE - RPEBNHERTHERELLRAH EMREFHIER o #
FRooT#0 -

1. NSRS - HREET -

2. BRI » X BRIENICUGE R HBAEE -

3. XHFEREIES MacroF FIBGERR » LE MicroF & ©

4. BEERIHNAZEREINIRESEES  BR=ERETEEREK -
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RAT RIEND B4ERERBIHNIREDRTE (5—EFIENHE
BREZ—EE) -

ARSI 320 - BEMERSUEREE - RYBR - W EIRETHINESD
EHiE  AEUREXBRERETR -
TRENDEREEABNIERE L - BFAEMRIR - flW0 : EFHEX
HIBIF D - KNN tb SVM 3% - (BTEEERERASE EBIR SVM Lt
KNN #F ( MicroF #48[E] * {18 MacroF 75 SVM Lt KNN §F )

. HENDESGE  EFENSEREL - HRSAEER - flin - #5

WS D EEEIEEET ° SVM B MicroF B 0.78 BIBX @ B1EHH
BXEh » BB 071 IR -

BEE—EBoEAE  EERE—E2ENGE LEBHRREUE - #UR
BHES—E/EXHE L W EEHEFHRR -

KA (a) : News BIFHEHR MicroF B

Sample KNN KNNs KNNt SVM SVMs SVMt
5% 047 0.51 048 0.40 045 041
10% 0.58 0.64 0.60 0.57 0.60 0.59
20% 0.70 0.67 0.70 0.63 0.62 0.68
40% 0.72 0.72 0.72 0.63 0.65 0.71
100% 0.79 0.78 0.77 0.71 0.72 0.74

KA (b) : News Az ERN MacroF B

Sample KNN KNNs KNNt SVM SVMs SVMt
5% 0.30 0.35 0.28 0.19 0.29 0.27
10% 0.32 0.49 0.40 0.31 0.42 0.42
20% 0.50 0.54 0.52 0.45 0.49 0.54
40% 0.62 0.61 0.65 0.49 0.55 0.61
100% 0.73 0.76 0.70 0.64 0.66 0.69

FR73(a) * WebDes BIFH &K MicroF B

Sample KNN KNNs KNNt SVM SVMs SVMt
5% 0.64 0.69 0.67 0.67 0.68 0.67
10% 0.69 0.70 0.70 0.71 0.70 0.72
20% 0.67 0.73 0.74 0.65 0.73 0.75
40% 0.75 0.75 0.76 0.78 0.77 0.79
100% 0.78 0.78 0.78 0.78 0.78 0.78
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Z<75(b) : WebDes Iz &EH MacroF B

Sample KNN KNNs KNNt SVM SVMs SVMt
5% 0.32 043 0.39 0.35 043 0.37
10% 0.38 0.46 0.45 042 0.49 0.47
20% 045 049 0.51 046 0.52 0.54
40% 0.55 0.57 0.58 0.61 0.63 0.61
100% 0.58 0.63 0.61 0.67 0.66 0.67
ARt ]

XHEDEENHEE - BASEEZRENERE L - SREENTE - ARE
BAEMBRNAEINT @ FFHELEXHIEATBATET - EEFEBERIRREE
RAHETEH - BEDERRAFREB|THZR - AMBEABNAERENEHE
HIfERE - Hohiz —mi 2R iR E SRS/ -

AXREXHEHRRE - 2B RAEAENEFENERT  ZEHN
IEINENARSE - BAHARERRFH DARRIZR - FEIRIGEIARS S » ESUERIRT
SRIRBARE - MELLLSCET S - ThsRIBEBE LTS - E%Ea3RE - IhEMER—
BN B ER O BUE R EERIRTDRIBEE SAERR -

HRENR XSS - W7 ESCER R A BAEE - (BENIEEFTaM
MIFEFIFRRAEE - S XHBHE—E @ TIUREITIEMRER - EBRBEE_E
> BEABIBRMERIR - 1R E—EsE 5 BhFn - BIRSC 3020 - BEMER
PR - ERENRR - MERFNNE DR (BH) 5% - A olsEXREEt
R R ©

AP SR FRMERA RS R EEN - EEMFEHMENE RIEZ
FHEE D ARG - MRIFULTTIEE EMEES - HERHEMED SR
5T - BIeIERERENVIBR - ELLEEEER EM ABFHREL - KRR
MSRIGRETAEUNERIRIE - UENRERERS o
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Auto-Discovery of NVEF Word-Pairs in Chinese

Jia-Lin Tsai, Gladys Hsieh and Wen-Lian Hsu
Institute of Information Science, Academia Sinica
Nankang, Taipei, Taiwan, R.O.C.

{tsaijl,gladys,hsu} @iis.sinica.edu.tw

Abstract

A meaningful noun-verb word-pair in a sentence is called a noun-verb event-frame

(NVFE). Previously, we have developed an NVEF word-pair identifier to demonstrate that
NVEF knowledge can be used effectively to resolve the Chinese word-sense disambiguation
(WSD) problem (with 93.7% accuracy) and the Chinese syllable-to-word (STW) conversion
problem (with 99.66% accuracy) on the NVEF related portion.
In this paper, we propose a method for automatically acquiring a large scale NVEF knowledge
without human intervention. The automatic discovery of NVEF knowledge includes four major
processes: (1) segmentation check; (2) Initial Part-of-speech (POS) sequence generation; (3) NV
knowledge generation and (4) automatic NVEF knowledge confirmation.

Our experimental results show that the precision of the automatically acquired NVEF
knowledge reaches 98.52% for the test sentences. In fact, it has automatically discovered more
than three hundred thousand NVEF word-pairs from the 2001 United Daily News (2001 UDN)
corpus. The acquired NVEF knowledge covers 48% NV-sentences in Academia Sinica Balanced
Corpus (ASBC), where an NV-sentence is one including at least a noun and a verb.

In the future, we will expand the size of NVEF knowledge to cover more than 75% of
NV-sentences in ASBC. We will also apply the acquired NVEF knowledge to support other NLP

researches, in particular, shallow parsing, syllable/speech understanding and text indexing.

Keywords: noun-verb event frame (NVEF), machine learning, Hownet, WSD, STW
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1. Introduction

The most challenging problem in NLP is to program computers to understand natural lan-
guages. For a human being, efficient syllable-to-word (STW) conversion and word sense disam-
biguation (WSD) arise naturally while a sentence is understood. Therefore, in designing a natu-
ral language understanding (NLD) system, two basic problems are to derive methods and
knowledge for effectively performing the tasks of STW and WSD.

For most languages, a sentence is a grammatical organization of words expressing a com-
plete thought [Chu 1982, Fromkin et al. 1998]. Since a word is usually encoded with
ploy-senses, to understand language, efficient word sense disambiguation (WSD) becomes a
critical problem for any NLD system. According to a study in cognitive science [Choueka et al.
1983], people often disambiguate word sense using only a few other words in a given context
(frequently only one additional word). Thus, the relationships between one word and others can
be effectively used to resolve ambiguity. Furthermore, from [Small et al. 1988, Krovetz et al.
1992, Resnik et al. 2000], most ambiguities occur with nouns and verbs, and the object-event
(i.e. noun-verb) distinction is a major ontological division for humans [Carey 1992]. Tsai et al.
(2002) have shown that the knowledge of noun-verb event frame (NVEF) sense/word-pairs can
be used effectively to achieve a WSD accuracy of 93.7% for the NVEF related portion in Chi-
nese, which supports the above claim of [Choueka et al. 1983].

The most common relationships between nouns and verbs are subject-predicate (SP) and
verb-object (VO) [Fﬁ?éﬁ et al. 1995, Fromkin et al. 1998]. In Chinese, such NV relationships
could be found in various language units: compounds, phrases or sentences [Li ef al. 1997]. As
our observation, the major NV relationships in compounds/phrases are SP, VO, MH (modi-
fier-head) and VC (verb-complement) constructions; the major NV relationships in sentences are
SP and VO constructions. Consider the Chinese sentence: ﬁﬁﬁ 1= BY"ElfiE}(This car moves
well). There are two possible NV word-pairs, “Hi-/7[l!(car, move)” and “Hi 7 -f(auto shop,
move).” It is clear that the permissible (or meaningful) NV word-pair is “gi-i=Eil!(car, move)”
and it is a SP construction. We call such a permissible NV word-pair a noun-verb event frame
(NVEF) word-pair. And, the collection of the NV word-pair ﬁl-f—?%ﬁ and its sense-pair Land-
Vehicle|Hi-VehicleGo|F! is called a permissible NVEF knowledge.

The most popular input method for Chinese is syllable-based. Since the average number of
characters sharing the same syllable is 17, efficient STW conversion becomes an indispensable
tool. Tsai et al. (2002) have shown that the NVEF knowledge can be used to achieve a STW ac-
curacy rate of 99.66% for converting NVEF related words. Since the creation of NVEF knowl-
edge bears no particular application in mind, and still it can be used to effectively resolve the
WSD and STW problems, the NVEF knowledge is potentially application independent for NLP.
We shall further investigate the effectiveness of NVEF knowledge in other NLP applications,
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such as syllable/speech understanding and full/shallow parsing.

We have reported a semi-automatic generation of NVEF knowledge in [Tsai et al. 2002].
This method uses the N-V frequencies in sentences groups to generate NVEF candidates to be
filtered by human editors. However, it is quite laborious to create a large scale NVEF knowledge.
In this paper, we propose a new method to discover NVEF knowledge automatically from run-
ning texts, and construct a large scale NVEF knowledge efficiently.

This paper is arranged as follows. In Section 2, we present the details of auto-discovery of
NVEF knowledge. Experimental results and analyses are described in Section 3. Conclusion and

directions for future researches will be discussed in Section 4.

2. Development of Auto-Discovery of NVEF Knowledge

To develop an auto-discovery system for NVEF knowledge (AUTO-NVEF), we use
Hownet 1.0 [Dong] as a system dictionary. This system dictionary provides knowledge of the
Chinese word (58,541 words), parts-of-speech (POS) and word senses, in which there are 33,264

nouns, 16,723 verbs and 16,469 senses (including 10,011 noun-senses and 4,462 verb-senses).

2.1 Definition of the NVEF Knowledge

The sense of a word is defined as its DEF (concept definition) in Hownet. Table 1 lists
three different senses of the Chinese word “ﬁl(Che/car/turn).” In Hownet, the DEF of a word
consists of its main feature and secondary features. For example, in the DEF “character|~
It human| * ,ProperName|1ETJJ” of the word “Hi(Che),” the first item “character|<¥

5 is the main feature, and the remaining three items, “surname|{£,” “human| *,” and “Prop-

4, surname

erName]EJl ,” are its secondary features. The main feature in Hownet can inherit features in the
hypernym-hyponym hierarchy. There are approximately 1,500 features in Hownet. Each of these
features is called a sememe, which refers to the smallest semantic unit that cannot be further re-
duced.

Table 1. Three different senses of the Chinese word “J|i (Che/car/turn)”
C.Word® E.Word?® Part-of-speech  Sense (i.e. DEF in Hownet)

i Che Noun character|¥ 3~ surnamel[{t:,human| * ,ProperName\EJJ
Hi car Noun LandVehicle| i
Hi turn Verb cut| i

* C.Word refers to a Chinese word; E.Word refers to an English word

As we mentioned, a permissible (or meaningful) NV word-pair is a noun-verb event-frame
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word-pair (NVEF word-pair), such as Hi-= E(Che/car/turn, move). From Table 2, the only
permissible NVEF sense-pair for Hi-/7F!(car, move) is LandVehicle|Hi-VehicleGo|&. Such
an NVEF sense-pair and its corresponding NVEF word-pairs is called NVEF knowledge. Here,
the combination of the NVEF sense-pair LandVehicle|Hi -VehicleGo|E' and the NVEF
word-pair Hi-/FRl! constructs a collection of NVEF knowledge.

To effectively represent the NVEF knowledge, we have proposed an NVEF knowledge
representation tree (NVEF KR-tree) to store and display the collected NVEF knowledge. The
details of the NVEF KR-tree are described below [Tsai ef al. 2002].

2.2 Knowledge Representation Tree of NVEF Sense-Pairs and Word-Pairs

A knowledge representation tree (KR-tree) of NVEF sense-pairs is shown in Fig.1.

=@ 00 #7447 (bacteria)
@ 01 #4728 (animal)
@ 01a ) #7%8 (human)
@ 02 {@7748 (plant)
CREY03 ), 47 (artifact
=@ &LandVehicle| &
=@ FEEH (Major Event)

=@ Ef] (Word Instance)
@ 5 (move)
=@ JH[Z4EE (Test Sentence)
@ SEEREITEIER (This car moves well)

@ 04 =47 (natural)

Figure 1. An illustration of the KR-tree using ““ * " $(artifact)” as an example noun-sense
subclass. (The English words in parentheses are provided for explanatory purposes only.)

There are two types of nodes in the KR-tree, namely, function nodes and concept nodes.
Concept nodes refer to words and features in Hownet. Function nodes are used to define the re-
lationships between the parent and children concept nodes. We omit the function node “sub-
class” so that if a concept node B is the child of another concept node A, then B is a subclass of
A. We can classify the noun-sense class ( 70777 #f) into 15 subclasses according to their
main features. These are “f%*t P (bacteria),” “BU¥7%fi(animal),” “ * P22 (human),” “tET%H
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(plant),” “* = Pi(artifact),” “JR¥P4(natural),” “Hi[FKi(event),” “FEHKi(mental),” “TH 4%
(phenomena),” 27 ¥i(shape),” “i*‘ﬁ%!,‘lﬁ(place),” “l’j’%[‘@(location),” “E\ﬂj‘ [t (time),” “Jf 154
H(abstract)” and “Bj¢ £l XI(quantity).” Appendix A provides a sample table of the 15 main fea-
tures of nouns in each noun-sense subclass.

The three function nodes used in the KR-tree are shown in Figure 1:

(1) Major-Event (= fo/H1{%): The content of its parent node represents a noun-sense sub-
class, and the content of its child node represents a verb-sense subclass. A noun-sense
subclass and a verb-sense subclass linked by a Major-Event function node is an NVEF
subclass sense-pair, such as “&LandVehicle|f1” and “=VehcileGol|fi” in Figure 1. To
describe various relationships between noun-sense and verb-sense subclasses, we de-
sign three subclass sense-symbols, in which “=" means “exact,” “&” means “like,” and
“%” means “inclusive.” An example using these symbols is provided below.

Provided that there are three senses S;, S,, and S3 as well as their corresponding
words Wi, W, and W3. Let

S) = LandVehicle| |1, *transport[;{£3= #human| * #die[J=  W,="HI(hearse)”

S, = LandVehicle|f]1,*transport[3£1:< #human| * Wo=""%Hi(bus)”

S3 = LandVehicle| {1, police| % Ws=“%Hi(police car)”
Then, we have that sense/word S3/W; is in the “=LandVehicle|f|i police|t™ ex-
act-subclass; senses/words S1/W; and Sy/W; are in the “&LandVehicle[H1,*transport[}&i
2> like-subclass; and senses/words S;/Wi, So/W,, and S3/Wj3 are in the “%LandVehi-
cle[H1” inclusive-subclass.

(2) Word-Instance (€1{J]): The content of its children are the words belonging to the
sense subclass of its parent node. These words are self-learned by the NVEF sense-pair
identifier according to the sentences under the Test-Sentence nodes.

(3) Test-Sentence (HFE4fE): The content of its children is several selected test sentences in

support of its corresponding NVEF subclass sense-pair.
2.3 Auto-Discovery of NVEF Knowledge

The task of AUTO-NVEEF is to automatically find out meaningful NVEF sense/word-pairs
(NVEF knowledge) from Chinese sentences. Figure 1 is the flow chart of AUTO-NVEF. There
are four major processes in AUTO-NVEF. The details of these major processes are described as
follows (see Figure 2 and Table 2).

Process 1. Segmentation check: In this stage, the Chinese sentence will be segmented by
two strategies: right-to-left longest word first (RL-LWF), and lefi-to-right longest word first
(LR-LWF). If both RL-LWF and LR-LWF segmentations are equal (in short form,
RL-LWF=LR-LWF) and the word number of the segmentation is greater than one, this segmen-
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tation result will be sent to process 2; otherwise, a NULL segmentation will be sent. Table 3 is a
comparison of word-segmentation accuracies for RL-LWF, LR-LWF and RL-LWF=LR-LWF
strategies with CKIP lexicon [CKIP 1995]. The word-segmentation accuracy is the ratio of fully
correct segmented sentences to all sentences of Academia Sinica Balancing Corpus (ASBC)
[CKIP 1995]. A fully correct segmented sentence means the segmented result exactly matches its
corresponding segmentation ASBC. Table 3 shows that the technique of RL-LWF=LR-LWF

achieves the best word-segmentation accuracy.

Chinese sentence input

Rt

(1) Segmentation check

N (2) Initial POS sequence
genreation
\
v G 1 keepi
eneral keepin
N (3) NV knowledge conditioﬁ &
generation

(4) NVEF knowledge
auto-confirmation

FPOS/NV
word-pair
Mappings

A

< NVEF-KR free <> NVEF-enclosed word Q
template

Figure 2. The flow chart of AUTO-NVEF

Table 2. An illustration of AUTO-NVEF for the Chinese sentence “F 5% I 851p] * 7 215!
(There are many audiences entering the locale of concert).” (The Engl 1sthords n parentheses
are included for explanatory purpose only.)

Process  Output

(M) Fi%fi(concertyHif(locale) if] * (enter)7 % (many)/# ! (audience)
@ ] NiN;V3ADLNs, where N, = %] N =[FUB]; Vo=[if] * L ADI(F 2 N=[#0%]
3) NV_1 = “FlH/place|t17H #factgl [?E/N”

- “P3 7 (yong3 rud)/Golnto[;£ * /V”
NV _2 = “#15!/human| * ,*look| [,#entertamment@,#spoﬂ@%}:F’IJ\,*recreation%‘i%“ﬁ/N”
- “P3 * (yong3 rud)/Golnto[;£ * /V”

4 NV _1 is NVEF knowledge by keeping-condition; learned NVEF template is [?”, gﬁ%’? NV & %]
NV_2 is NVEF knowledge by keeping-condition; learned NVEF template is [ZF#) V % N]
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Table 3. A comparison of word-segmentation accuracies for RL-LWF, LR-LWF and RL-LWF =
LR-LWEF strategies (the test sentences are ASBC and the dictionary is CKIP lexicon)

RL-LWF LR-LWF RL-LWF = LF-LWF
Accuracy  825% . 8LT% 8686
Recall 100% 100% 89.33%

Process 2. Initial POS sequence generation: If the output of process 1 is not a NULL
segmentation, this process will be triggered. This stage is comprised of the following steps.
1) For the segmentation result w;/wo/.../wy.1/w, from process 1, our algorithm compute the
POS of wj, where i = 2 to n, as follows. It first computes the following two sets: a) the fol-
lowing POS/frequency set of wi.; by ASBC tagging corpus and b) the Hownet POS set of w;.

Then, it computes the POS intersection of the two sets. Finally, it selects the POS with the
largest frequency in the POS intersection to be the POS of w;. If there are more than one
POS with the largest frequency, the POS of w; will be set to NULL POS.

2) Similarly, the POS of w; will be determined by the POS with the largest frequency in the
POS intersection of the preceding POS/frequency set of w, and the Hownet POS set of w;.

3) By combining the determined POSs of wi, where i =1 to n, the initial POS sequence (IPOS)
will be generated. Take the Chinese segmentation % /" as an example. The following
POS/frequency set of the Chinese word % (bear) is {N/103, PREP/42, STRU/36, V/35,
ADV/16, CONJ/10, ECHO/9, ADJ/1}. The Hownet POS set of the Chinese word 7~ is {V,
STRU}. According to these sets, we have POS intersection {STRU/36, V/35}. Since the
POS with the largest frequency in this intersection is STRU, the POS of +~ will be set to
STRU. Similarly, according to the intersection {V/16124, N/1321, ADJ/4} of the preceding
POS/frequency set {V/16124, N/1321, PREP/1232, ECHO/121, ADV/58, STRU/26,
CONIJ/4, ADJ/4} of +* and the Hownet POS set {V, N, ADJ} of %, the POS of % will be
set to V. Table 4 is a mapping list of CKIP POS tag and Hownet POS tag.

Table 4. A mapping list of CKIP POS tag and Hownet POS tag

Noun Verb Adjective  Adverb Preposition Conjunction Expletive  Structural Particle
CKIP N \'% A D P C T De
Hownet N A% ADJ ADV PP CONJ ECHO STRU

Process 3. NV knowledge generation: 1f the output of process 2 does not include any
NULL POS, this process will be triggered. The steps of this process are given as follows.

1) Compute the final POS sequence (FPOS). For the portion of contiguous noun sequence

(such as N|Ny) of the IPOS, the last noun (such as N;) will be kept and the other nouns will
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2)

3)

be dropped from the IPOS. This is because the last noun of a contiguous noun sequence
(such as 2/t ﬁj) in Chinese is usually the head of such a sequence. This step translates
an IPOS into a FPOS. Take the Chinese sentence jFﬁ %ﬁ(NQfW&%(Nz)?E} 1 (V3)FF %(ADJy)
# 5! (Ns) as an example. Its IPOS (N|N,V3ADJ;Ns) will be translated into FPOS
(N1 V2ADIJ3Ny).
According to the FPOS, the NV word-pairs will be generated. In this case, since the
auto-generated NV word-pairs for the FPOS N,;V,ADJsN4 are N1V, and N4V,, the NV
word-pairs ZHE(N)E] * (V) and 355 * (V)E 5 (N) will be generated. Appendix. B lists three
sample mappings of the FPOSs and their corresponding NV word-pairs. In this study, we
create about one hundred mappings of FPOSs and their corresponding NV word-pairs.
According to Hownet, it computes all NV sense-pairs for the generated NV word-pairs. For
the above case, we have two collections of NV knowledge (see Table 2):

NV _1 = “Fi#l(locale)/place|y ij,#factEi’[‘ﬁ/N ”— 93 * (enter)/Golnto[;£ * /V”, and

NV 2 = “#l5!(audience)/human| * ,*100k|2§[,#entertainment@,#sporﬂ?%}?FTJ‘,*recreationﬁl’i

LEN” — 9] * (enter)/Golnto[3£ * /V”.

Process 4. NVEF knowledge auto-confirmation: In this stage, it automatically confirms

whether the generated NV knowledge is NVEF knowledge. The two auto-confirmation proce-

dures are given as follows.

(a) General keeping (GK) condition check: Each GK condition is constructed by a
noun-sense class defined in [Tsai et al. 2002] (see Appendix A) and a verb main DEF in
Hownet 1.0 [Dong]. For example, the pair of noun-sense class “ * ##f(human)” and verb
main DEF “Golnto|%£ * ” is a GK condition. In [Tsai et al. 2002], we created 5,680 GK
conditions from the manually confirmed NVEF knowledge. If the noun-sense class and the
verb main DEF of the generated NV knowledge fits one of GK conditions, it will be auto-
matically confirmed as a collection of NVEF knowledge and sent to NVEF KR-tree. Ap-
pendix. C gives ten GK conditions used in this study.

(b) NVEF enclosed-word template (NVEF-EW template) check: If the generated
NV knowledge cannot be auto-confirmed as NVEF knowledge in procedure (a), this pro-
cedure will be triggered. A NVEF-EW template is composed of all left words and right
words of a NVEF word-pair in a Chinese sentence. For example, the NVEF-EW template
of the NVEF word-pair “}<f]i-/=E(car, move)” in the Chinese sentence iﬁ(this)/i—’jaﬁ I
(car)/ ]~ (seem)/ = il (move)/"Fifif (well) is ’75:? N [Z/~ V 7Ef#. In this study, all the
NVEF-EW templates are generated from the following resources: i) the collection of
manually confirmed NVEF knowledge in [Tsai ef al. 2002], ii) the automatically confirmed
NVEF knowledge and iii) the NVEF-EW templates provided by human editor. In this pro-
cedure, if the NVEF-EW template of the generated NV word-pair for the Chinese sentence

input matches one of the NVEF-EW templates, it will be automatically confirmed as a col-
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lection of NVEF knowledge.

3. Experiments

To evaluate the performance of the proposed auto-discovery of NVEF knowledge, we

define the NVEF accuracy and NVEF-identified sentence coverage by Equations (1) and (2):

NVEF accuracy =
# of permissible NVEF knowledge / # of total generated NVEF knowledge. (1)

NVEF-identified sentence coverage =
# of NVEF-identified sentences / # of total NV sentences. 2)

In Equation (1), a permissible NVEF knowledge means the generated NVEF knowledge is
manually confirmed as a collection of NVEF knowledge. In Equation (2), if the Chinese sen-
tence contains greater or equal to one NVEF word-pair on our NVEF KR-tree by the NVEF
word-pair identifier [Tsai et al. 2002], this sentence is called an NVEF-identified sentence. If
the Chinese sentence contains at least one noun and verb, this sentence is called an NV sentence.
As our computation, there are about 75% of Chinese sentences in Sinica corpus are NV sen-

tences.

Chinese sentence ﬁgj@ SE IE["E | =M AR D>
(High pressure makes some people that their [eating capacity] <decreased>.)

b attribute\FET}’I"%,abilityﬁ: 11, &eat|iz HEIEHEN subtract| ][V
(Noun sense) (Verb sense)
7 (Noun) A1kl (eating capacity) fiF (Verb) YD (decrease)

Figure 3. The confirmation UI of NVEF knowled e taking the generated NVEF knowledge for
the Chinese sentence f IR fbl.;_l?’:é } (High pressure makes some peo-
ple that their eating-c Jclclty decreased as an example. (The English words in paren-
theses, symbols [] usecF to mark a noun and <> used to mark a verb are there t}())r ex-
planatory purposes only)

3.1 User Interface (UI) for Manually Confirming NVEF Knowledge

An evaluation UI for the generated NVEF knowledge is developed as shown in Figure 3.
By this UI, evaluators (native Chinese speakers) can review the generated NVEF knowledge and
determine whether it is a permissible NVEF knowledge. Take the Chinese sentence FEJ@ AN fﬁl
-~ AEHR D (High pressure makes some people that their eating capacity decreased) as an
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example. For this case, AUTO-NVEF will generate a collection of NVEF knowledge including
the NVEF sense-pair [attribute| gf1% ability| fj= ]/, &eat|[z ]-[subtract| f[[|}&] and the NVEF
word-pair [ & £ (eating capacity)]-[Ji# "['(decrease)]. According to the confirmation principles of
permissible NVEF knowledge, evaluators will confirm this generated NVEF knowledge as a
permissible NVEF knowledge. The confirmation principles of permissible NVEF knowledge are

given as follows.

3.2 Confirmation Principles of permissible NVEF Knowledge

An auto-generated NVEF knowledge should be confirmed as a collection of permissible

NVEF knowledge if it fits all three principles below.

Principle 1. Do the NV word-pair make correct POS tags for the given Chinese sentence?

Principle 2. Do the NV sense-pair and the NV word-pair make sense?

Principle 3. Do most NV word-pair instances for the NV sense-pair satisfy Principles 1
and 2?

3.3 Experimental Results

To evaluate the acquired NVEF knowledge, we divide the 2001 United Daily News (2001
UDN) corpus into two distinct sub-corpora. (The UDN 2001 corpus contains 4,539,624 Chinese
sentences that were extracted from the United Daily News Web site [On-Line United Daily
News] from January 17, 2001 to December 30, 2001.)

(1) Training corpus. This is the collection of Chinese sentences extracted from the 2001
UDN corpus from January 17, 2001 to September 30, 2001. According to the training corpus, we
create thirty thousand manually confirmed NVEF word-pairs, which are used to derive the 5,680
general keeping conditions.

(2) Testing corpus. This is the collection of Chinese sentences extracted from the 2001
UDN corpus from October 1, 2001 to December 31, 2001.

(3) Test sentences set. From the testing corpus, we randomly select three days’ sentences
(October 27, 2001, November 23, 2001 and December 17, 2001) to be our test sentences set.

All of the acquired NVEF knowledge by AUTO-NVEEF on the test sentences are manually
confirmed by three evaluators. Table 5 is the experimental results of AUTO-NVEF. From Table
5, it shows that AUTO-NVEEF can achieve a NVEF accuracy of 98.52%.

Table 5. Experimental results of AUTO-NVEF
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Date of test news NVEF accuracy Evaluator

October 27, 2001 99.10% (1,095/1,105) A
November 23, 2001 97.76% (1,090/1,115) B
December 17, 2001 98.63% (2,156/2,186) C
Total Average 98.52% (4,341/4,406)

When we apply AUTO-NVEF to the entire 2001 UDN corpus, it auto-generates 167,203
NVEF sense-pairs (8.6M) and 317,820 NVEF word-pairs (10.1M) on the NVEF KR-tree.
Within this data, 47% is generated through the general keeping conditions check and the other
53% is generated by the NVEF-enclosed word templates check.

Table 6. An illustration of four types of NVEF knowledge and their coverage (The English
words in parentheses, symbols [] and <> are there for explanatory purposes only)

NV pairSentence Noun Verb Coverage

Type / DEF / DEF

N:V [T H]<5sy> ~ #d (construction) F 5% (complete) 24.15%
(The construction is now completed) affairs|E 1355, industrial| fulfil|dy 5!

N-V = FMZ’ T < AY> T #4 (construction) F58 (complete) 43.83%
(All of constructions will be completed by affairs|gt75,industrial| = fulfil| g1
the end of year)

V:N <FHY>[T ] ~ A (construction) 50y (complete) 19.61%
(to complete a construction) affairs|g 1355, industrial| ~  fulfil| 813

V-N @F:ﬂj’—gﬁgﬁ'&fp K <HRY>EEE[Z AH] A (construction) FAY (complete) 12.41%

(The building contractor promise to complete affairs|1345,industriall = fulfil| 83!
railway construction before the end of this year)

3.3.1 Coverage for the Four Types of NVEF Knowledge

According to the noun and verb positions of NVEF word-pairs in Chinese sentences, the
NVEF knowledge can be classified into four types: N:V, N-V, V:N, and V-N, where the sym-
bols “:” stands for “next to” and “-” stands for “near by.” Table 6 shows examples and the cov-
erage of the four types of NVEF knowledge, in which the ratios (coverage) of the collections of
N:V, N-V, V:N and V-N are 12.41%, 43.83%, 19.61% and 24.15%, respectively, by applying
AUTO-NVEF to 2001 UDN corpus. It seems that the percentage of SP construction is a little
more than that of VO construction in the training corpus.

3.3.2 Error Analysis - The Non-Permissible NVEF Knowledge Generated by AUTO-NVEF

One hundred collections of the generated non-permissible NVEF (NP-NVEF) knowledge
are analyzed. We classify these into eleven error types as shown in Table 7, which lists the

NP-NVEF confirmation principles and the ratios for the eleven error types. The first three types
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consist of 52% of the cases that do not satisfy the NVEF confirmation principles 1, 2 and 3 in
Section 3.2. The fourth type is rare with 1% of the cases. Types 5 to 7 consists of 11% of the
cases and are caused from incorrect Hownet lexicon, such as the incorrect word-sense exist| & 7
for the Chinese word %77 (an adjective, normally used to describe a beauty’s smile). Types 8 to 11
are referred to as the four NLP errors (36% of NP-NVEF cases): Type 8 is the problem of dif-
ferent word-senses used in Ancient and Modern Chinese; type 9 is caused by errors in WSD;
type 10 is caused by the unknown word problem; and type 11 is caused by incorrect word

segmentation.

Table 7. The eleven error types and their confirming principles of non-permissible NVEF

knowledge generated by AUTO-NVEF

Type Confirming principle of Non-Permissible NVEF Knowledge Per-
centage
1" | NV Word-pair cannot make a reasonable and legitimate POS tagging for 33%
the Chinese sentence. (33/100)
2" | NV sense-par (DEF) and the NV word-pair cannot make sense for each 17%
other (17/100)
3" | In this NV pair, one of word sense cannot inherit its parent category. 2%
(2/100)
4" | The NV pair cannot be the proper combination in the sentence although 1%
this pair fits principles (a), (b), and (¢). (1/100)
5 | Incorrect word POS in Hownet 1%
(1/100)
6 | Incorrect word sense in Hownet 3%
(3/100)
7 | No proper definition in Hownet
EX:?}T "+|(temporary residence) » it has two meanings, one is <reside| = » > (=L 70,
B [Ejéi'%(Emergent temporary residence service) ) and another one is <situated| 71 80)
’E{Eﬁ"imeshom% (SARS iﬁ'}‘{\ EFT’TEJJ% TEpURE U (SARS will produce only a
temporary economic shock)) -
8 | Lack of different meaning usage for Old Chinese and Modern Chinese 3%
(3/100)
9 | Failure of word sense disambiguation
(1) General sense
Polysemous word
(2) Domain sense 27%
Person name, Appellation, Organization named as common word (27/100)
Ex: * 4 [$(Chicago Bulls) = ** - (bull) <1ivestock|fF§'f_F'ri> ; NP5 (Phoe-
nix Suns) = [ (Sun) <celestia1\:\E§}> s [57 [#(Mulan)= 7 [#/(magnolia)<
FlowerGrass| &>
10 | Unknown word problem 4%
(4/100)
11 | Error of word segmentation 2%
(2/100)

" Types 1 to 3 are contrast to the confirming principles of permissible NVEF knowledge mentioned in section 3.2,

respectively.
Type 4 contents principles (a), (b), and (c) in section 3.2 but there is no proper combination in that sentence.
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Table 8. Exam

les of the eleven types of non-permissible NVEF knowledge. (The English

words in parentheses, symbols [] and <> are there for explanatory purposes only.)

NP Sentence Noun (English explanation) Verb (English explanation)
type (English explanation) DEF DEF
By [if",%kﬂ" > ¥ (public security) 3 &% (work hard)
1 (Police work hard to safeguard attributel 8] l‘_i,circumstancesliﬁiﬁtl,safel endeavourlgv ]
the locality security.) <’ politicsI®,&organizationlH- 7y
<MEAISAYF lel,’]F:J G [ IHY (White House) B (vague)
2 (White House looked vague in housel%,‘%f ,1nstitution|?f§&}‘$% Jpolitics| PolysemousWord| %
the heavy fog.) RAGNESED)) &,Cause ToDol [, mix R £
<EYEIEIL T R T k- (lackness) A4 (life) '
3 (Lack of living condtions) attributel g1, fullness| 4jf.incompletel  alivellfi#
f &entitylH1
1@%1{??/\[ FHIF2<pFl> % (Industry) {17 (benefit)
4 (Internet brings numerous bene- InstitutePlacelﬁiFFr,*producelgﬂiﬁ,*selll benefit! {717
fits to industries.) i industriall  ,commerciallff
<ZIES[EY X (a smiling face) %3%37 (an adjective, normally to
5  (smile radiantly) part|ﬁﬂ (4, %human| * ;skin| " describe a beauty’s smile)
exist/F¥ it
(e | e LT i1 (insurance policy) 4@ (life insurance)
6 (higher fare life insurance policy)  bill|; 55 *guarantee] fjx 7 guarantee] i, scope=die[7=;
commercialﬁfrl
55 B E S [ I<R D> &3 (bank savings) 4.7 (bleed or loss(only use in
7 Bond fgund:fltlon makes profit  moneyl ETff?iC,SSSetAsidel’F‘]f ¥ finance diction))
but savings is loss bleedltli
L] il <od > &L (bank) 5717 (branch)
" (Hwa-Nan Bank Jung-San Branch)  InstitutePlace[H 5, @Set separate|sj B&
Amde\F}’ ¥ ,@TakeBack|7V[fll, @lendHﬁ
I #wealth| 21 ,commercial |
9 [Tf@%?\k?%@ > FUEC (evidence) gﬁg‘l (investigate)
(according to the investigation) information\ fa EL investigate| i fi
10 <FE>[]%] %% (route) 5 (retail sell)
(retail sell routes) fac111tles|§5‘Jbﬂ,route|5'%‘I selﬂ%ﬁﬂ
1 (-5 FI<®Z> 5[] %] F |k, (thé end of month) %] (to elaborate)
(from today to the end of May) timel[Kif#i],ending| 4 ,month| * | do| it

Table 8 gives the examples for the eleven types of NP-NVEF knowledge. From Tables 8

and 9, 11% of NP-NVEF cases can be resolved by correcting the error lexicon in original

Hownet. For the four NLP errors, these cases could be improved with the support of other
techniques such as WSD ([Resnik et al. 2000, Yang et al. 2002]), unknown word identification
([Chang et al. 1997, Lai et al. 2000, Chen et al. 2002, Sun et al. 2002 and Tsai et al. 2003]) and
word segmentation ([Sproat et al. 1996, Teahan et al. 2000]).

4. Conclusion and Directions for Future Research

In this paper, we present an auto-discovery system of NVEF knowledge that can be used to

automatically generate a large scale NVEF knowledge for NLP. The experimental results shows
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that AUTO-NVEF achieves a NVEF accuracy of 98.52%. By applying AUTO-NVEF to the
2001 UDN corpus, we create 167,203 NVEF sense-pairs (8.6M) and 317,820 NVEF word-pairs
(10.1M) on the NVEF-KR tree. Using this collection of NVEF knowledge, we have designed an
NVEF word-pair identifier [Tsai et al. 2002] to achieve a WSD accuracy of 93.7% and a STW
accuracy of 99.66% for the NVEF related portion in Chinese sentences. The acquired NVEF
knowledge can cover 48% and 50% of NV-sentences in ASBC and in 2001 UDN corpus, re-
spectively.

Our database for the NVEF knowledge has not been completed. Currently, there are
66.34% (=6,641/10,011) of the noun-senses in Hownet have been considered in the NVEF
knowledge construction. The remaining 33.66% of the noun-senses in Hownet not dealt with yet
are caused by two problems: (1) those words with ploy-noun-senses or poly-verb-senses, which
are difficult to be resolved by WSD, especially those single-character words; and (2) corpus
sparseness. We will continue expanding our NVEF knowledge through other corpora. The
mechanism of AUTO-NVEF will be extended to auto-generate other meaningful co-occurrence
semantic restrictions, in particular, noun-noun association frame (NNAF) pairs, noun-adjective
grammar frame (NAGF) pairs and verb-adverb grammar frame (VDGF) pairs. As of our knowl-
edge, the NVEF/NNAF/NAGF/VDGF pairs are the four most important co-occurrence semantic
restrictions for language understanding.

Since the creation of NVEF knowledge bears no particular application in mind, and still it
can be used to effectively resolve the WSD and STW problems, the NVEF knowledge is poten-
tially application independent for NLP. We shall further investigate the effectiveness of NVEF
knowledge in other NLP applications, such as syllable/speech understanding and full/shallow

parsing.
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Appendix A. A Sample Table of the Main Features of Nouns and their corre-
sponding Noun-Sense Classes

An example Main Feature Noun-sense Class
bacteria| % P2 P
AnimalHuman|grs$ ey
human| * S
plantff 1 FepaE
artifact| » = P4 NP
natural| = IR YR
fact|T1 i1 1
mentall F
phenomenalfl 54 s
shape[$7% P
InstitutePlace|H3 PR RE
location| " ¢ el
a‘[tribu‘[e|’zgi}fﬁih g

quantity7 | BB A

Appendix B. Example Mappings of FPOS and NV Word-Pairs

FPOS NV word-pairs Example, [] stands for noun and <> stands for verb
N;V,ADJ3Ny NiVa &NV, [54 <fERi>F %[é‘Tr‘%li ]

N1V2 N]Vz [;’S%:E:[I ]<7’?’I% >

N; ADJ, ADV;V, NV, (VR <JplA >

Appendix C. Ten Examples of General-Keeping (GK) Conditions

Noun-sense class Verb DEF Example, [] stands for noun and <> stands for verb
%2t Pu(bacteria) own| % | S A< J>F!"J@ b

[ % (location) arrive| %[ o T < [ ]
TP % (plant) decline|#LflE SENESEY ]<7W:'Ll E 3N

iy buylf! ST <M

- ARPnatural) LeaveForlj = J{FBA<| o> B 7
9t Hi(event) alter|d > ?ﬁﬁfﬂﬁg{—@»[?f 3y

K& i (mental) BecomeMore[$f % SEHE Y[V EEA <[] >

1 44 3Fi(phenomena) announce]| 3 et i< B jﬂéﬁ% ]
P17)5i(Shape) be|fLall| = Fo @E[Sﬁﬂ«r ™ <ﬁﬂ > Fﬁ' BrEeiey
ﬂ%ﬂf@(place) from|FEIRE <HEEE[] ]S 1 AR
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Abstract

In order to achieve fast and high quality Part-of-speech (PoS) tagging, algorithms should be
high accuracy and require less manually proofreading. To evaluate a tagging system, we
proposed a new criterion of reliability, which is a kind of cost-effective criterion, instead of
the conventional criterion of accuracy. The most cost-effective tagging algorithm is judged
according to amount of manual editing and achieved final accuracy. The reliability of a tag-
ging algorithm is defined to be the estimated best accuracy of the tagging under a fixed

amount of proofreading.

We compared the tagging accuracies and reliabilities among different tagging algorithms,
such as Markov bi-gram model, Bayesian classifier, and context-rule classifier. According
to our experiments, for the best cost-effective tagging algorithm, in average, 20% of sam-
ples of ambivalence words need to be rechecked to achieve an estimated final accuracy of

99%. The tradeoffs between amount of proofreading and final accuracy for different algo-
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rithms are also compared. It concludes that an algorithm with highest accuracy may not

always be the most reliable algorithm.

1 Introduction

Part-of-speech tagging for a large corpus is a labor intensive and time-consuming task. Most of time

and labors were spent on proofreading and never achieved 100% accuracy, as exemplified by many

public available corpora. Since manual proofreading is inevitable, how do we derive the most

cost-effective tagging algorithm? To reduce efforts of manual editing, a new concept of reliable tag-

ging was proposed. The idea is as follows. An evaluation score, as an indicator of tagging confi-

dence, is made for each tagging decision. If a high confidence value is achieved, it indicates that this

tagging decision is very likely correct. On the other hand, a low confidence value means the tagging

result might require manual checking. If a tagging algorithm can provide a very reliable confidence

evaluation, it means that most of high confidence tagging results need not manually checked. As a

result, time and manual efforts for tagging processes can be reduced drastically. The reliability of a

tagging algorithm is defined as follows.

Reliability = The estimated final accuracy achieved by the tagging model under the con-

straint that only a fixed amount target words with the lowest confidence

value is manually proofread.

It is slightly different from the notion of tagging accuracy. It is possible that a higher accuracy algo-

rithm might require more manual proofreading than a reliable algorithm with lower accuracy.
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The tagging accuracies were compared among different tagging algorithms, such as Markov PoS

bi-gram model, Bayesian classifier, and context-rule classifier. In addition, confidence measures of

the tagging will be defined. In this paper, the above three algorithms are designed and the most

cost-effective algorithm is also determined.

2 Reliability vs. Accuracy

The reported accuracies of automatic tagging algorithms are about 95% to 96% (Chang et al., 1993;

Lua, 1996; Liu et al., 1995). If we can pinpoint the errors, only 4~5% of the target corpus has to be

revised to achieve 100% accuracy. However, since the occurrences of errors are unknown, conven-

tionally the whole corpus has to be reexamined. It is most tedious and time consuming, since a prac-

tically useful tagged corpus is at least in the size of several million words. In order to reduce the

manual editing and speed up the construction process of a large tagged corpus, only potential errors

of tagging will be rechecked manually (Kveton et al., 2002; Nakagawa et al., 2002). The problem is

how we find the potential errors. Suppose that a probabilistic-based tagging method will assign a

probability to each PoS of a target word by investigating the context of this target word w. The hy-

pothesis is that if the probability P(c, | w,context) of the top choice candidate ¢, is much higher

than the probability P(c, | w,context) of the second choice candidate c,, then the confidence

value assigned for ¢, is also higher. (Hereafter, for simplification, if without confusing, we will use

P(c) tostand for P(c|w,context).) Likewise, if the probability P(c,) is closer to the probabil-

ity P(c,), then the confidence value assigned for ¢, is also lower. We try to prove the above hy-
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pothesis by empirical methods. For each different tagging method, we define its confidence measure

according to the above hypothesis and to see whether or not tagging errors are generally occurred at

the words with low tagging confidence. If the hypothesis is true, we can proofread the auto-tagged

results only on words with low confidence values. Furthermore, the final accuracy of the tagging

after partial proofreading can also be estimated by the accuracy of the tagging algorithm and the

amount of errors contained in the proofread data. For instance, a system has a tagging accuracy of

94% and supposes that K% of the target words with the lowest confidence scores covers 80% of er-

rors. After proofreading those K% of words in the tagged words, those 80% errors are fixed. There-

fore the reliability score of this tagging system of K% proofread will be 1 - (error rate) * (reduced

error rate) = 1 - ((1 - accuracy rate) * 20%) =1 - ((1 - 94%) * 20%) = 0.988. On the other hand, an-

other tagging system has a higher tagging accuracy of 96%, but its confidence measure is not very

reliable, such that the K% of the words with the lowest confidence scores contains only 50% of er-

rors. Then the reliability of this system is 1 - ((1 - 96%) * 50%) = 0.980, which is lower than the first

system. That is to say after spending the same amount of effort of manual proofreading, the first

system achieves a better results even it has lower tagging accuracy. In other word, a reliable system

is more cost-effective.

3 Tagging Algorithms and Confidence Measures

In this study, we are going to test three different tagging algorithms based on same training data and

testing data, and to find out the most reliable tagging algorithm. The three tagging algorithms are
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[19(DE) FIRI(VH)  PRENY) BN J(DE)

ﬁ“ﬁ i(Dfa) EUP(VI)  PHENY)  FiISE(NY) » (COMMACATEGORY)
" |(Ned) PNy FENY)  fekNa) > (PERIODCATEGORY)
["%(D) UE(VI)  FRNY) HTFE(Na) > (PERIODCATEGORY)
2J¥R(Na) Fi%(Na)  FHU(VE)  H(Na) [P B(ND)

&(veL) fi(Ne)  FH(VE)  F(Nes) #5(Na)

#-(D) [fitR(VH) ~ FH(VE) - (PERIODCATEGORY)

ﬁﬁr“l‘é(Na) flifH(VH)  F(VE) - (PERIODCATEGORY)

PI(D) [@#HVH) F%(Nv) o (PERIODCATEGORY)

Table 1  Sample keyword-in-context file of the words ‘?ﬁfé[?j’ sorted by its left/right context

Markov bi-gram model, Bayesian classifier, and context-rule classifier. The training data and testing
data are extracted from Sinica corpus, a 5 million word balanced Chinese corpus with PoS tagging
(Chen et al., 1996). The confidence measure will be defined for each algorithm and the best accu-
racy will be estimated at the constraint of only a fixed amount of testing data being proofread.

It is easier to proofread and make more consistent tagging results, if proofreading processes were
done by checking the keyword-in-context file for each ambivalence word and only the tagging re-
sults of ambivalence word need to be proofread. The words with single PoS need not be rechecked
their PoS tagging. For instance, in Table 1, the keyword-in-context file of the word "FTD‘L" (re-

search), which has PoS of verb type VE and noun type Nv, is sorted according to its left/right context.
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The proofreader can see the other examples as references to determine whether or not each tagging
result is correct. If all of the occurrences of ambivalence word have to be rechecked, it is still too

much of the work. Therefore only words with low confidence scores will be rechecked.

P(c,)

A general confidence measure was defined as the value of ————
P(c)) + P(c,)

, where P(c,) is the
probability of the top choice PoS ¢, assigned by the tagging algorithm and P(c,) is the probabil-
ity of the second choice PoS ¢, '. The common terms used in the following tagging algorithms were
also defined as follows:

Wy The k-th word in a sequence

Cp The PoS associated with k-th word w,

wcy,..., w,c,, A word sequence containing n words with their associated categories respectively
3.1 Markov Bi-gram Model
The most widely used tagging models are part-of-speech n-gram models, in particular bi-gram and
tri-gram model. In a bi-gram model, it looks at pair of categories (or words) and uses the conditional
probability of P(c, |c,_,), and the Markov assumption is that the probability of a PoS occurring
depends only on the PoS before it.

Given a word sequence w,..w,, the Markov bi-gram model searches for the PoS sequence

¢,,...c,such that argmax IIP(w, [c,) * P(c, |c,,) is achieved. In our experiment, since we are

" Log-likelihood ratio of log P(c1)/P(c2) is another alternation of confidence measure. However, for some
tagging algorithms, they may not necessary produce real probability estimation for each PoS, such as con-
text-rule model. The scaling control for log-likelihood ratio will be hard for those algorithms. In addition, the
range of our confidence score is between 0.5~1.0. Therefore, the above confidence value is adopted.
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only focusing on the resolution of ambivalence words only, a twisted Markov bi-gram model was

applied. For each ambivalence target word, its PoS with the highest model probability is tagged. The

probability of each candidate PoS ¢, for a target word w, is estimated by P(c;|c, ) *

P(c, cp)* P(w, | c,). There are two approaches to estimate the statistical data for P(c, |c,_)

and P(c,,, |c;).One is to count all the occurrences in the training data, and another one is to count

only the occurrences in which each w, occurs. According to the experiments, to estimate the sta-

tistic data using w, dependent data is better than using all sequences. In other words, the algorithm

tags the PoS ¢, for w,, such that ¢, maximizes the probability of P(c,|w,,c;,;) *

P(ciyy 1wy ,c,)* P(w, |c,) instead of maximizing the probability of P(c, |c, ;) * P(ciy lc,) ™

P(wy | cp).

3.2 Bayesian Classifier

The Bayesian classifier algorithm adopts the Bayes theorem (Manning et al., 1999) that swaps the

order of dependence between events. That is, it calculates P(c,_, |c,) instead of P(c; |c,_,). The

probability of each candidate PoS ¢, in Bayesian classifier is calculated by

P(c,_ |wi,cp) * P(cyyy |Wi,c,) *P(c, |w,). The Bayesian classifier tags the PoS ¢, for w,,

such that ¢, maximizes the probability of P(c,_, | w;,c;) * P(ciyy | Wip,cp) ¥ Pc, | W) .

3.3 Context-Rule Model

Dependency features utilized in determining the best PoS-tag in both Markov and Bayesian models

are categories of context words. As a matter of fact, for some cases the best PoS-tags might be de-
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termined by other context features, such as context words (Brill, 1992). In the context-rule model,
broader scope of context information is utilized in determining the best PoS-tag. We extend the
scope of the dependency context of a target word into its 2 by 2 context windows. Therefore the
context features of a word can be represented by the vector of [w_,,c_,,w_,c_,w,,¢c;,W,,C,].
Each feature vector may be associated with a unique PoS-tag or many ambiguous PoS-tags. Their
association probability of a possible PoS ¢ is P(cg |w, , feature vector). If for some (w,, c; ), the
value of P(cg|w,, feature vector) is not 1, it means that the ¢, of w, cannot be uniquely de-
termined by its context vector. Some additional features have to be incorporated to resolve the am-
biguity. If for a word w,, all of its PoS ¢; such that the value of P(c |w,, feature vector) is zero
which means there is no training examples with the same context vector of w, . If the full scope of
the context feature vector is used, data sparseness problem will seriously hurt the system perform-
ance. Therefore partial feature vectors are used instead of full feature vectors. The partial feature
vectors applied in our context-rule classifier are w_,, w,, c_,c, ¢,C,, C_C;,W_,C_, W C_,
and c,w,.

At the training stage, for each feature vector type, many rule instances will be generated and their
probabilities associated with PoS of the target word are also calculated. For instance, with the fea-
ture vector types of w_,, w,, c_,c,, ¢C,,..., we can extract rule patterns of w_ (425, w, (I
8%), ¢_,c_(Nb, Na), c,c,(Ng, COMMA), ... etc, associated with the PoS VE of target word from

the following sentence while the target word is ‘?I?J?j research’.
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’ﬁj Tsou (Nb) % Mr (Na) W‘L’ research (VE) V&¢ after Ng) - (COMMA)
” After Mr. Tsou has done his research,”
By investigating all training data, various different rule patterns (associated with a candidate PoS of
a target word) will be generated and their association probabilities of P(c, | w, , feature vector) are
also derived. For instance, If we take those word sequences listed in Table 1 as training data and
c_jc, as feature pattern, and set “4f 5" as target word, we would train with a result containing a rule
pattern = ¢_,¢, (VH, PERIOD) and derive the probabilities of P(VE | ‘WF5C’, (VH, PERIOD)) = 2/3
and P(NV | ‘842, (VH, PERIOD)) = 1/3. The rule patterns and their association probability will be
utilized to determine the probability of each candidate PoS of a target word in a testing sentence.
Suppose that the target word w, has ambiguous categories of c,,c,,...,c,, and the context pat-
terns of pattern,, pattern, ..., pattern,, , then the probability to assign tag c¢; to the target word

w, is defined as follows:

> P(c; | w, pattern )
P(c,)=—"—
> > P(c, | w, pattern,,)

x=1y=1

In other words, the probabilities of different patterns with the same candidate PoS are accumulated

and normalized by the total probability distributed to all candidates as the probability of the candi-

date PoS. The algorithm will tag the PoS of the highest probability.
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Word

Word Sense

Distribution Characteristics

an expletive in the Chinese

high frequency

}H get, be about to average distribution of candidate categories
?F‘JIZITL research high inconsistence of context information
difgh | change simply two candidate categories

Ffa?ﬁ interview, gather material low frequency

perform

extremely low frequency

4 Tradeoffs between Amount of Manual Proofreading and the Best Accuracy

There is a tradeoff between amount of manual proofreading and the best accuracy. If the goal of

tagging is to achieve an accuracy of 99%, then an estimated threshold value of confidence score to

achieve the target accuracy will be given and the tagged word with confidence score less than this

designated threshold value will be checked. On the other hand, if the constraint is to finish the tag-

ging process under the constraints of limited time and manual labors, in order to achieve the best

accuracy, we will first estimate the amount of partial corpus which can be proofread under the con-

Table 2

Target words used in the experiments

strained time and labors, and then determine the threshold value of the confidence.

The six ambivalence words with different frequencies, listed in Table 2, were picked as our target

words in the experiments. We like to see the tagging accuracy and confidence measure effected by

variation of ambivalence and the amount of training data among selected target words. The Sinica
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corpus is divided into two parts as our training data and testing data. The training data contains 90%
of the corpus, while the testing data is the remaining 10%.

Some words’ frequencies are too low to have enough training data, such as the target words ‘%‘1‘?‘5

T

interview’ and ‘??‘J’H i perform’. To solve the problem of data sparseness, the Jeffreys-Perks law, or

Expected Likehood Estimation (ELE) (Manning et al., 1999), is introduced as the smoothing method

C(w,,...,
for all evaluated tagging algorithms. The probability P(w,,...,w,) is defined as (W1N w,) s

where C(w,,...,w,) is the amount that pattern w,,...,w, occurs in the training data, and N is

the total amount of all training patterns. To smooth for an unseen event, the probability of

CW W, )+ 4
N+ B2

P(w,,...,w,) is redefined as , where B denotes the amount of all pattern types
in training data and A4 denotes the default occurrence count for an unseen event. That is to say, we
assume a value A for an unseen event as its occurrence count. If the value of A4 is 0, it means that
there is no smoothing process for the unseen events. The most widely used value for A4 is 0.5,

which is also applied in the experiments.

In our experiments, the confidence measure of the ratio of probability gap between top choice can-

P(cy)

didate and the second choice candidate —————
P(c)) + P(c,)

is adopted for all three different models.
Figure 1 shows the result pictures of tradeoffs between amount of proofreading and the estimated
best accuracies for the three different algorithms. Without any manual proofreading on result tags,
the accuracy of context-rule algorithm is about 1.4% higher than the Bayesian classifier and Markov

bi-gram model. As the percentage of manual proofreading increases, the accuracy of each algorithm
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Tradeoffs between Amount of M anual Proofreading and the Best Accuracy

100.00%

99.50%

99.00% |- , /M

98.50%

98.00%

97.50%

Best Accuracy

97.00%

96.50%

96.00%

95.50%
0.0% 25% 5.0% 7.5% 10.0% 12.5% 15.0% 17.5% 20.0% 22.5% 25.0% 27.5% 30.0%

Amount of Manual Proofreading

—m— HMM —e— Bayes Rule

Figure 1  Tradeoffs between amount of manual proofreading and the best accuracy

increases, too. It is obvious to see that the accuracy of context-rule algorithm increases slower than

those of other two algorithms while the amount of manual proofreading increases more. The values

of best accuracy of three algorithms will meet in a point of 99% approximately, with around 20% of

required manual proofreading on result tags. After the meeting point, Bayesian classifier and

Markov bi-gram model will have higher value of best accuracy than context-rule classifier when the

amount of manual proofreading is over 20% of the tagged results.

The result picture shows that if the required tagging accuracy is over 99% and there are plenty of

labors and time available for manual proofreading, the Bayesian classifier and Markov bi-gram
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model would be better choices, since they have higher best accuracies than the context-rule classi-

fier.

5 Conclusion

In this paper, we proposed a new way of finding the most cost-effective tagging algorithm. The

cost-effective is defined in term of a criterion of reliability. The reliability of the system is measured

in term of confidence score of ambiguity resolution of each tagging. For the best cost-effective tag-

ging algorithm, in average, 20% of samples of ambivalence words need to be rechecked to achieve

an accuracy of 99%. In other word, the manual labor of proofreading is reduced more than 80%.

In future, we like to extend the coverage of confidence checking for all words, including words with

single PoS, to detect flexible word uses. The confidence measure for words with single PoS can be

made by comparing the tagging probability of this particular PoS with all other categories.
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Abstract

In various Asian languages, including Chinese, there is no space between words
in texts. Thus, most Chinese NLP systems must perform word-segmentation (sentence
tokenization). However, successful word-segmentation depends on having a suffi-
ciently large lexicon. On the average, about 3% of the words in text are not contained
in a lexicon. Therefore, unknown word identification becomes a bottleneck for Chi-
nese NLP systems.

In this paper, we present a Chinese word auto-confirmation (CWAC) agent.
CWAC agent uses a hybrid approach that takes advantage of statistical and linguistic
approaches. The task of a CWAC agent is to auto-confirm whether an n-gram input (n
> 2) is a Chinese word. We design our CWAC agent to satisfy two criteria: (1) a
greater than 98% precision rate and a greater than 75% recall rate and (2) do-
main-independent performance (F-measure). These criteria assure our CWAC agents
can work automatically without human intervention. Furthermore, by combining sev-
eral CWAC agents designed based on different principles, we can construct a
multi-CWAC agent through a building-block approach.

Three experiments are conducted in this study. The results demonstrate that, for
n-gram frequency > 4 in large corpus, our CWAC agent can satisfy the two criteria
and achieve 97.82% precision, 77.11% recall, and 86.24% domain-independent
F-measure. No existing systems can achieve such a high precision and do-
main-independent F-measure.

The proposed method is our first attempt for constructing a CWAC agent. We
will continue develop other CWAC agents and integrating them into a multi-CWAC

agent system.

Keywords: natural language processing, word segmentation, unknown word, agent
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1. Introduction

For a human being, efficient word-segmentation (in Chinese) and word sense
disambiguation (WSD) arise naturally while a sentence is understood. However, these
problems are still difficult for the computer. One reason is that it is hard to create un-
seen knowledge in the computer from running texts [Dreyfus 1992]. Here, unseen
knowledge refers to contextual meaning and unknown lexicon.

Generally, the task of unknown lexicon identification is to identify (1) unknown
word (2) unknown word sense, (3) unknown part-of-speech (POS) of a word and (4)
unknown word pronunciation. Unknown word identification (UWTI) is the most essen-
tial step in dealing with unknown lexicons. However, UWI is still quite difficult for
Chinese NLP. From [Lin et al. 1993, Chang et al. 1997, Lai et al. 2000, Chen et al.
2002 and Sun ef al. 2002], the difficulty of Chinese UWI is caused by the following
problems:

1. Just as in other Asian languages, Chinese sentences are composed of strings of
characters that do not have blank spaces to mark word boundaries.

2. All Chinese characters can either be a morpheme or a word. Take the Chinese
character ‘F« as an example. It can be either a free morpheme or a word.

3. Unknown words, which usually are compound words and proper names, are too
numerous to list in a machine-readable dictionary (MRD).

To resolve these issues, statistical, linguistic and hybrid approaches have been
developed and investigated. For statistical approaches, researchers use common sta-
tistical features, such as maximum entropy [Yu et al. 1998, Chieu et al. 2002],
association strength [Smadja 1993, Dunnin 1993], mutual information [Florian et al.
1999, Church 2000], ambiguous matching [Chen & Liu 1992, Sproat et al. 1996], and
multi-statistical features [Chang et al. 1997] for unknown word detection and extrac-
tion. For linguistic approaches, three major types of linguistic rules (knowledge):
morphology, syntax, and semantics, are used to identify unknown words. Recently,
one important trend of UWI follows a hybrid approach so as to take advantage of
both merits of statistical and linguistic approaches. Statistical approaches are simple
and efficient whereas linguistic approaches are effective in identifying low frequency
unknown words [Chang et al. 1997, Chen et al. 2002].

Auto-detection and auto-confirmation are two basic steps in most UWI systems.
Auto-detection is used to detect the possible n-grams candidates from running texts
for a better focus, so that in the next auto-confirmation stage, these identification sys-
tems need only focus on the set of possible n-grams. In most cases, recall and preci-
sion rates are affected by auto-detection and auto-confirmation. Since trade-off would

occur between recall and precision, deriving a hybrid approach with precision-recall
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optimization has become a major challenge [Chang ef al. 1997, Chen et al. 2002].

In this paper, we introduce a Chinese word auto-confirmation (CWAC) agent,
which uses a hybrid approach to effectively eliminate human intervention. A CWAC
agent is an agent (program) that automatically confirms whether an n-gram input is a
Chinese word. We design our CWAC agent to satisfy two criteria: (1) a greater than
98% precision rate and a greater than 75% recall rate and (2) domain-independent
performance (F-measure). These criteria assure our CWAC agents can work auto-
matically without human intervention. To our knowledge, no existing system has yet
achieved the above criteria.

Furthermore, by combining several CWAC agents designed based on different
principles, we can construct a multi-CWAC agent through a building-block approach
and service-oriented architecture (such as web services [Graham et al. 2002]). Figure
1 illustrates one way of a multi-CWAC agent system combining three CWAC agents.
If the number of identified words of a multi-CWAC agent is greater than that of its
any single CWAC agent, we believe a multi-CWAC agent could be able to maintain
the 98% precision rate and increase its recall rate by merely integrating with more
CWAC agents.

CWAC CWAC CWAC
— N-grams agentl NQN agent3 N
Y
Y

online
dictionary

Figure 1. An illustration of a multi-CWAC agent system

This article is structured as follows. In Section 2, we will present a method for
simulating a CWAC agent. Experimental results and analyses of the CWAC agent will
be presented in section 3. Conclusion and future directions will be discussed in Sec-

tion 4.

2. Development of the CWAC agent

The most frequent 50,000 words were selected from the CKIP lexicon (CKIP [1995])
to create the system dictionary. From this lexicon, we only use word and POS for our

algorithm.

177



2.1 Major Processes of the CWAC Agent

A CWAC agent automatically identifies whether an n-gram input (or, say,
n-char string) is a Chinese word. In this paper, an n-gram extractor is developed to
extract all n-grams (n > 2 and n-gram frequency > 3) from test sentences as the
n-gram input for our CWAC agent (see Figure 2). (Note that n-gram frequencies vary
widely according to test sentences.)

N-gram input
> (n>=2 and
fequency >=3

CWAC
agent

N-gram
extractor

Online
dictionary

Test
sentences

Figure 2. An illustration of n-gram extractor and CWAC agent

Figure 3 is the flow chart of the CWAC agent in which the major processes are
labeled (1) to (6). The confirmation types, brief descriptions and examples of the
CWAC agent, are given in Table 1. We apply linguistic approach, statistical approach
and LFSL (linguistic first, statistical last) approach to develop the CWAC agent. Note
in Figure 3, the processes (5) and (6) are statistical methods, and the remaining four
processes are developed from linguistic knowledge. The LFSL approach means a
combining process of a linguistic process (such as process 4) and a statistical process
(such as process 5).

The details of these major processes are described below.

Process 1. System dictionary checking: If the n-gram input can be found in the
system dictionary, it will be labeled KO (which means that the n-gram exists
in the system dictionary). In Table 1, the n-gram FtZHI is a system word.

Process 2. Segmentation by system dictionary. In this stage, the n-gram input
will be segmented by two strategies: left-to-right longest word first
(LR-LWF), and right-to-left longest word first (RL-LWF). If LR-LWF and
RL-LWF segmentations of the n-gram input are different, the CWAC agent
will be triggered to compute the products of all word length for these
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Table 1. Confirming results, types, descriptions and examples of the CWAC agent
(The symbol / stands for word boundary according to system dictionary using
RL-LWF)

[Auto-Conf] Examples
irming Types Brief Descriptions
Results Input Output

KO | N-gram exists in system dictionary AREEL A !

Both polysyllabi rds exist in online dic- [; sy -
K1 tior?arypoysy bic words exist in online dic R 54/ 1
K2 | Two polysyllabic word compounds A fl o &gy El !
Word s | ottt s [y
K4 | Segmentation ambiguity is = 50% I bk !
K5 | N- frequency exceeds 10 o [ g/ 1/7d/ s |
gram frequency o Y il

Two polysyllabic word compounds with at - - 2
D1 least function word Fﬁjﬁj E' FfEﬂEE/ E'

D2 | N-gram contains function word i#ind i #Ant 2
D5 | Segmentation ambiguity is > 50% AENIIEE ENilas
Not Word | D6 | Suffix Chinese digit string & Y
D7 | Digits suffix polysyllabic word S g S/ & 2
D8 | N-gram is a classifier-noun phrase [fE g2
D9 | N-gram includes unknown symbol @ il @/ il 2
3 3

DO | Unknown reason

' These n-grams were manually confirmed as is-word in this study
These n-grams were manually confirmed as non-word in this study
There were no auto-confirming types “D0” and “K0” in this study

segmentations. If both products are equal, the RL-LWF segmentation will be
selected. Otherwise, the segmentation with the greatest product will be se-
lected. According to our experiment, the segmentation precision of RL-LWF
is, on the average, 1% greater than that of LR-LWF. Take n-gram input }{fj'
ﬁ [®JpV= 52 as an example. Its LR-LWF and RL-LWF segmentations are
}[ij';a‘f/E'J/ElfJ/:“’ £ and ;‘[‘%"J/{EﬁE'J/[z'lfJ/éT =%, respectively. Since both products
are equal (2x1x1x2=1x2x1x2), the selected segmentation output for this
process is }I?J/ﬁ (EJ/AY/=" 55 as it is the RL-LFW.

Process 3. Stop word checking: The segmentation output from Process 2 is re-
ferred to as segmentation?. In this stage, all words in segmentation2 will be
compared with the stop word list. There are three types of stop words: be-
gining, middle, and end. The stop word list used in this study is given in
Appendix A. These stop words were selected by native Chinese speakers
according to those computed beginning, middle, and end single-character
words with < 1% of being the beginning, middle, or end words of Hownet

[Dong 1999], respectively. If the first and last words of segmentation? can
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be found on the list of begining and end stop words, they will be eliminated

from the segmentation2. For those cases in which the word number of seg-

mentation?2 is greater than 2, middle stop word checking will be triggered. If

a middle word in segmentation2 can be found in the middle stop word list,

the n-gram input will be split into new strings at any matched stop word.

These new strings will be sent to Process 1 as new n-gram input. For exam-

ple, segmentation2 of the n-gram input ‘]‘Elflﬂ%ﬁi”ﬁ@ s Y ElfJ/%EL/Vﬁ

F;. Since there is a middle stop word “fU” in this segmentation2, the new

strings ' ff! and ’iﬁ“ﬁ% will be sent to Process I as new n-gram input.

Process 4. Part-of-Speech (POS) pattern checking: Once segmentation2 has
been processed by Process 3, the result is called segmentation3. If the word
number of segmentation3 is 2, POS pattern checking will be triggered. The

CWAC agent will first generate all possible POS combinations of the two

words using the system dictionary. If the number of generated POS combi-

nations is one and that combination matches one of the POS patterns (N/V,

V/N, N/N, V/V, Adj/N, Adv/N, Adj/V, Adv/V, Adj/Adv, Adv/Adj,

Adv/Adv and Adj/Adj) the 2-word string will be tagged as a word and sent

to Process 5. This rule-based approach combines syntax knowledge and

heuristic observation in order to identify compound words. For example,

since the generated POS combination for segmentation3 ’QFF[F[/ BN _F[J is N/N,

f’ilfl[!l N _F[J will be sent to Process 5.

Process 5. Segmentation ambiguity checking: This stage consists of 4 steps:

1) Thirty randomly selected sentences that include the n-gram input will be
extracted from either a large scale or a fixed size corpus. For example,
the Chinese sentence “ * * fi#ZB{{” is a selected sentence that includes
the n-gram input “ * *”. The details of large scale and fixed size corpus
used in this study will be addressed on Subsection 3.2. (Note that the
number of selected sentences may be less than thirty and may even be
zero due to corpus sparseness.)

2) These selected sentences will be segmented using the system dictionary,
and will be segmented by the RL-LWF and LR-LWF technique.

3) For each selected sentence, if the RL-LWF and LR-LWF segmentations
are different, the sentence will be regarded as an ambiguous sentence.
For example, the Chinese sentence “ * * fitZEl [ is not an ambiguous
sentence.

4) Compute the ambiguous ratio of ambiguous sentences to selected sen-
tences. If the ambiguous ratio is less than 50%, the n-gram input will be

confirmed as word type K1, K2 or K4 by Process 5 (see Fig. 3) ; other-
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wise, it will be labeled D1 or D2. According to our observation, the am-
biguous ratios of non word n-grams usually are greater than 50%.
Process 6. Threshold value checking: In this stage, if the frequency of an
n-gram input is greater or equal to 10, it will be labeled as word type K5 by
Process 6. According to our experiment, if we directly regard an n-gram in-
put whose frequency is greater than or equal to a certain threshold value as a
word, the trade-off frequency of 99% precision rate occurs at the threshold

value 7.

3. Experiment Results

The objective of the following experiments is to investigate the performance of
the CWAC agent. By this objective, in processl of the CWAC agent, if an n-gram in-
put is found to be a system word, a temporary system dictionary will be generated.
The temporary system is the original system dictionary without this n-gram input. In
this case, the n-gram input will be sent to process2 and the temporary system diction-
ary will be used as system dictionary in both process2 and processS5.

Three experiments are conducted in this study. Their results and analysis are

given in Sections 3.3, 3.4 and 3.5.
3.1 Notion of Word and Evaluation Equations

The definition of word is not unique in Chinese [Sciullo ez al. 1987, Sproat et
al., 1996, Huang et al. 1997, Xia 2000]. As of our knowledge, the Segmentation
Standard in China [Liu. et al. 1993] and the Segmentation Standard in Taiwan [CKIP
1996] are two of the most famous word-segmentation standards to Chinese. Since
the Segmentation Guidelines for the Penn Chinese Treebank (3.0) [Xia 2000] has
tried to accommodate the above famous segmentation standards in it, this segmenta-
tion was selected as our major guidelines for determining Chinese word. The notion
of word in this study includes fixed-phrase words (such as EF‘TE,I%J‘ ¥, B E-
i, BART ;@Eﬁrﬁ’?, etc.) , compounds (such as %HE?T VR, O [RPSEE, etc.)
and simple words (such as =", HpHpT, LT IHE, etc.).

We use recall, precision and F-measure to evaluate the overall performance of
the CWAC agent [Manning et al. 1999]. Precision, recall and F-measure are defined
below. Note that the words in following equations (1) and (2) include new words and
dictionary words.
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recall = # of correctly identified words / # of words (1)
precision = # of correctly identified words / # of identified words (2)

F-measure = (2 x recall x precision) / (recall + precision) 3)
3.2 Large Scale Corpus and Fixed Size Corpus

In Section 2, we mentioned that the corpus used in process5 of the CWAC agent
can be large scale or fixed size. The description of a large scale and a fixed size cor-
pus is given below.

(1) Large scale corpus: In our experiment, texts are collected daily. Texts col-
lected in most Chinese web sites can be used as a large scale corpus. Here,
we select OPENFIND [OPENFIND], one of the most popular Chinese
search engines, to act as a large scale corpus. If process 5 of the CWAC
agent is in large scale corpus mode, it will extract the first thirty matching
sentences, including the n-gram input, from the OPENFIND search results.

(2) Fixed size corpus: A fixed size corpus is one whose text collection is limited.
Here, we use a collection of 14,164,511 Chinese sentences extracted from whole 2002
articles obtained from United Daily News (UDN) web site [UDN] as our fixed size
corpus, called 2002 UDN corpus.

3.3 The First Experiment

The objective of the first experiment is to investigate whether our CWAC agent
satisfies criterion 1: the precision rate should be greater than 98% and the recall
greater than 75%.

First, we create a testing corpus, called 2001 UDN corpus, consisting of
4,539,624 Chinese sentences extracted from all 2001 articles on the UDN Web site.
The testing corpus includes 10 categories: 47 (local), ﬁ&ﬂ |(stock), E[Hk(science),
b i(travel), 1% (consuming), [17E (financial), [ (world), iEgi(sport), FH e
(health) and 2% (arts). For each category, we randomly select 10,000 sentences to
form a test sentence set. We then extract all n-grams from each test sentence set. We
then obtain 10 test n-gram sets. All of the extracted n-grams have been manually con-
firmed as three types: is-word, unsure-word or non-word. In this study, the average
percentages of n-grams manually confirmed as is-word, unsure-word, and non-word
are 78%, 2% and 20%, respectively. When we compute precision, recall and

F-measure, all unsure-word n-grams are excluded. Table 2 shows the results of the
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CWAC agent in large scale corpus mode. Table 3 shows the results of the CWAC

agent in fixed size corpus mode.

Table 2. The first experimental results of the CWAC agent in large scale corpus mode

n-grams frequency > 3 n-grams frequency > 4
Class P R F P R F

B9 97.72% 76.37% 85.74% 98.54% 76.27% 85.99%
‘i&ﬂj 94.32% 74.40% 83.19% 95.32% 75.51% 84.26%
[ 96.51% 76.33% 85.24% 97.64% 76.54% 85.81%
s 97.51% 77.80% 86.55% 98.13% 78.09% 86.97%
iﬁ]”é'# 97.85% 79.41% 87.67% 98.56% 78.72% 87.53%
I As 95.68% 74.63% 83.86% 97.32% 75.74% 85.18%
B [ 96.41% 78.64% 86.62% 97.26% 78.36% 86.79%
HETE 94.17% 78.99% 85.92% 95.08% 78.66% 86.10%
AEd 96.80% 78.09% 86.44% 98.60% 76.85% 86.38%
2 96.94% 76.87% 85.75% 98.20% 76.44% 85.96%
Avg. 96.31% 77.18% 85.69% 97.82% 77.11% 86.24%

Table 3. The first experimental results of the CWAC agent in fixed size corpus mode

n-grams frequency > 3 n-grams frequency > 4
Class P R F P R F

By 97.93% 73.46% 83.95% 98.37% 73.91% 84.41%
ﬁ&ﬁj 95.76% 69.60% 80.61% 96.63% 70.30% 81.39%
[ 97.70% 69.01% 80.89% 98.15% 68.99% 81.03%
W 97.95% 70.09% 81.71% 98.61% 70.49% 82.21%
A 98.20% 74.76% 84.89% 98.79% 74.73% 85.09%
g 97.02% 67.41% 79.55% 97.76% 68.56% 80.60%
iy 97.06% 73.56% 83.69% 97.81% 73.00% 83.60%
SETET 95.77% 74.03% 83.51% 97.02% 74.96% 84.57%
2ES 97.68% T71.72% 82.71% 98.26% 71.64% 82.87%
=Y 98.22% 70.20% 81.88% 99.02% 69.40% 81.61%
Avg. 97.32% 71.44% 82.39% 98.11% 71.61% 82.79%

As shown in Table 2, the CWAC agent in large scale corpus mode can achieve
96.31% and 97.82% precisions, 77.18% and 77.11% recalls and 85.69% and 86.24%
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F-measures for n-gram frequencies of > 3 and > 4, respectively. Table 3 shows that
the CWAC agent in fixed size corpus mode can achieve 97.32% and 98.11%
precisions, 71.44 and 71.61% recalls and 82.39% and 82.79% F-measures.

The hypothesis tests of whether the CWAC agent satisfies criterion 1, Hla and
H1b, for this experiment are given below. (One-tailed t-test, reject Hy if its p-value >
0.05)

H1a. Hy: avg. precision < 98%, H;: avg. precision > 98%
H1b. Hy: avg. recall < 77%, H;: avg. recall > 77%

From Tables 2 and 3, we compute the p-values of Hla and H1b for four CWAC
modes in Table 4. Table 4 shows that the CWAC agent passes both hypotheses Hla
and H1b in large scale corpus mode with an n-gram frequency of > 4.

In Chen et al. (2002), a word that occurs no less than three times in a document
is a high frequency word; otherwise, it is a low frequency word. Since a low fre-
quency word in a document could be a high frequency word in our test sentence sets,
the results in Tables 2 and 3 can be regarded as an overall evaluation of UWI for low

and high frequency words.

Table 4. The p-values of the hypothesis tests, Hla and H1b, for four CWAC modes

CWAC mode P-value (H1a) P-value (H1b)
Large scale & Frequency > 3 0.0018 (accept Hy) 0.3927 (reject Hy)
Large scale & Frequency > 4 0.1114 (reject Hy) 0.3842 (reject Hy)
Fixed size & Frequency > 3 0.0023 (accept Hy) 0.0 (accept Hy)
Fixed size & Frequency > 4 0.4306 (reject Hy) 0.0 (accept Hy)

In Chen et al. (2002), researchers try to use as much information as possible to
identify unknown words in hybrid fashion. Their results have 88%, 84% and 89%
precision rates; 67%, 82% and 68% recall rates; 76%, 83%, 78% F-measure rates on

low, high, and low/high frequency unknown words, respectively.

3.3.1 A Comparative Study

Table 5 compares some of the famous works on UWI (here, the performance of
our CWAC agent was computed solely against “new words” exclude words that are
already in system dictionary). In Table 5, the system of [Chen et al. 2002] is one of
the most famous hybrid approaches on unknown word extraction. Although Lai’s
system [Lai et al. 2000] achieves the best F-measure 88.45%, but their identifying
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target (including words and phrases) is different from conventional UWI system.

Thus, Lai’s result is not included in Table 5.

Table 5. Comparison of works on UWI

System Method Target Test size P R F

[Our CWAC] Hybrid n-gram word 100,000 sentences 94.32 74.50 83.25
[Chen et al. 2002] Hybrid n-gram word 100 documents 89 68 77.10
[Sun et al. 2002]  Statistical ~ name entity MET2 (Chen et al. 1997) 77.89 86.09 81.79
[Chang et al. 1997] Statistical bi-gram word 1,000 sentences 72.39 82.83 76.38

3.4 Second Experiment

The objective of this experiment is to investigate whether the CWAC agent
satisfies criterion 2: the F-measure should be domain-independent.

The hypothesis test H2 for this experiment is given below. (Two-tailed t-test, re-
ject Hy if its p-value < 0.05)

H2. Hy: avg. F-measure = po; H;: avg. F-measure #

Table 6 lists the p-values of H2 for four CWAC modes. Table 6 shows that the
CWAC agent passes H2 and satisfies criterion 2 in all four CWAC modes.

Table 6. The p-values of the hypothesis test H2 for four CWAC modes

CWAC mode Ko (F-measure) P-value

Large scale & Frequency > 3 86% 0.4898 (accept Hy)
Large scale & Frequency > 4 86% 0.7466 (accept Hy)
Fixed size & Frequency > 3 83% 0.2496 (accept Hy)
Fixed size & Frequency > 4 83% 0.6190 (accept Hy)

Summing up the results of first and second experiments, we conclude that our
method can be used as a CWAC agent in large scale corpus mode when an n-gram

frequency is > 4.

3.5 Third Experiment

The objective of this experiment is to investigate whether the precision of our
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CWAC agent is corpus-independent (Q1) and whether its recall is corpus-dependent
(Q2). We use large scale and fixed size corpus modes to test Q1 and Q2.

The hypothesis tests, H3a and H3b, for this experiment are given below.
(Two-tailed t-test, reject Hy if its p-value < 0.05)

H3a.Hy: avg. precision of large scale (u1) = avg. precision of fixed size (u2)

H;: avg. precision of large scale (u1) # avg. precision of fixed size (u2)

H3b.Hy: avg. recall of large scale (u3) = avg. recall of fixed size (u4)
H;: avg. recall of large scale (u3) # avg. recall of fixed size (u4)

Table 7 lists the p-values of H3a and H3b for n-gram frequencies of > 3 and > 4.
Table 7 shows that H3a is accepted at the 5% significance level. This shows that the
precision of the CWAC agent is corpus-independent, since the average precisions of
both corpus modes equal at the 5% level. On the other hand, H3b is rejected at the
5% significance level. This shows the recall is corpus-dependent, since the average

recalls of both corpus modes are not equal at the 5% level.

Table 7. The p-values of the hypothesis tests, H3a and H3b, for two frequency modes

Frequency mode P-value (H3a) P-value (H3b)
Frequency > 3 0.079392 (accept Hy) 0.0000107 (reject Ho)
Frequency > 4 0.238017 (accept Hy) 0.0000045 (reject Hy)

Tables 8 and 9 were created to sum up the experimental results in Tables 2 and 3.
Table 8 gives the comparison of the linguistic, statistic and LFSL approaches in this
study. From Table 8, it shows that the CWAC agent using the technique of LFSL
achieves the best optimization of precision-and-recall with the greatest F-measure.
Table 9 is the overall experimental results of the CWAC agent for n-gram frequencies
of > 3 to > 10. From Table 9, it indicates the precisions, recalls and F-measures of the
CWAC agent are close for different n-gram frequency conditions.

Table 8. Comparison of the linguistic, statistical and LFSL approaches results

N-grams Approach'  Precision Recall F-measure
frequency (large, fixed)’ (large, fixed) (large, fixed)
>3 Linguistic (L) 92.44%, 93.71% 67.41%, 48.96% 77.96%, 64.31%
>3 Statistical (S) 89.15%, 100.00%  4.67%, 3.39% 8.88%, 6.56%
>3 LFSL 96.72%, 97.43% 98.27%, 97.24% 97.49%, 97.34%

" The linguistic approaches include auto-confirmation types K3, D6, D7, D8 and D9; the sta-
tistical approaches include auto-confirmation types K1, K5, D1 and DS5; the LFSL (linguistic
approach first, statistical approach last) approaches include auto-confirmation types K2, K4
as shown in Fig. 3

* “Jarge” means large scale corpus mode and “fixed” means fixed size corpus mode
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Table 9. Overall experiment results

N-grams # of Precision Recall F-measure
frequency n-grams (large, fixed)' (large, fixed) (large, fixed)
>3 70502 96.31%, 97.32% 77.18%, 71.44% 85.69%, 82.39%
>4 49500 97.82%, 98.11% 77.11%, 71.61% 86.24%, 82.79%
25 38179 97.49%, 98.52% 77.11%, 71.78% 86.11%, 83.05%
26 31382 97.64%, 98.76% 76.78%, 71.78% 85.96%, 83.14%
27 26185 97.77%, 99.00% 76.50%, 71.52% 85.84%, 83.05%
>8 22573 97.86%, 99.11% 76.23%, 71.48% 85.70%, 83.06%
29 19473 97.84%, 99.16% 75.60%, 70.99% 85.29%, 82.74%
> 10 17048 97.72%, 99.17% 75.26%, 70.96% 85.03%, 82.73%

" “large” means large scale corpus mode and “fixed” means fixed size corpus mode

4. Conclusion and Directions for Future Research

UWI is the most important problem in handling unknown lexicons in NLP sys-
tems. A lexicon consists of words, POSs, word senses and word pronunciations. As
shown in [Lin et al. 1993, Chang et al. 1997, Lai et al. 2000, Chen et al. 2002 and
Sun et al. 2002], UWI is still a very difficult task for Chinese NLP systems. One im-
portant trend toward resolving unknown word problems is to follow a hybrid ap-
proach by combining the advantages of statistical and linguistic approaches. One of
the most critical issues in identifying unknown words is to overcome the problem of
precision-and-recall trade-off.

In this paper, we create a CWAC agent adopting a hybrid method to
auto-confirm n-gram input. Our experiment shows that the LFSL (linguistic approach
first, statistical approach last) approach achieves the best precision-and-recall optimi-
zation. Our results demonstrate that, for n-gram frequency > 4 in large corpus mode,
our CWAC agent can achieve 97.82% precision, 77.11% recall, and 86.24%
F-measure. Thus, it satisfies that two criteria. Moreover, we discover that the use of
large scale corpus in this method increases recall but not precision. On the other hand,
we find that the precision of using either a large scale corpus or a fixed size corpus is
not statistical significantly different at the 5% level.

This method is our first attempt to create a CWAC agent. We have also consid-
ered a building-block approach to construct a multi-CWAC agent. We believe a
multi-CWAC agent could be able to maintain the 98% precision rate and increase
recall rate by integrating more CWAC agents.

In the future, we will continue addressing agent-oriented and service-oriented
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approaches for handling unknown lexicons, such as unknown word POS auto-tagging
agent and unknown word-sense auto-determining agent. Furthermore, the method to

achieve corpus-independent recall will also be considered.
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Appendix A. Stop Words List

I. Begining stop word list
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II. Middle stop word list
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FEIEYT P75 T T 2 =2 7y 2] 3
VB UL [ 4 1 YR 2= TR NV TR 25
T 15 RV AV 9 W el /5P L R PAEVAE s AU T S B/
I RO TR W LT 51 S W PR gty R VA e L g/
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II1. End stop word list
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Abstract

This paper presents a maximum entropy based Chinese named entity recognizer (NER):
Mencius. It aims to address Chinese NER problems by combining the advantages of
rule-based and machine learning (ML) based NER systems. Rule-based NER systems
can explicitly encode human comprehension and can be tuned conveniently, while
ML-based systems are robust, portable and inexpensive to develop. Our hybrid system
incorporates a rule-based knowledge representation and template-matching tool,
InfoMap [1], into a maximum entropy (ME) framework. Named entities are
represented in InfoMap as templates, which serve as ME features in Mencius. These
features are edited manually and their weights are estimated by the ME framework
according to the training data. To avoid the errors caused by word segmentation, we
model the NER problem as a character-based tagging problem. In our experiments,
Mencius outperforms both pure rule-based and pure ME-based NER systems. The
F-Measures of person names (PER), location names (LOC) and organization names
(ORG) in the experiment are respectively 92.4%, 73.7% and 75.3%.

1 Introduction

Information Extraction (IE) is the task of extracting information of interest from
unconstrained text. IE involves two main tasks: the recognition of named entities, and

the recognition of the relationships among these named entities. Named Entity
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Recognition (NER) involves the identification of proper names in text and their
classification into different types of named entities (e.g., persons, organizations,
locations). NER is not only important in IE [3] but also in lexical acquisition for the
development of robust NLP systems [4]. Moreover, NER has proven fruitful for tasks
such as documents indexing, and maintenance of databases containing identified

named entities.

During the last decade, NER has drawn much attention at Message Understanding
Conferences (MUC) [5] [6]. Both rule-based and machine learning NER systems have
had some success. Previous rule-based approaches have used manually constructed
finite state patterns, which match text against a sequence of words. Such system (like
University of Edinburgh's LTG [7]) do not need too much training data and can encode
expert human knowledge. However, rule-based approaches lack robustness and
portability. Each new source of text requires a significant tweaking of the rules to

maintain optimal performance; the maintenance costs can be quite steep.

Another popular approach in NER is machine-learning (ML). ML is more attractive in
that it is more portable and less expensive to maintain. The representative ML
approaches used in NER are HMM (BBN's IdentiFinder in [8, 9] and Maximum
Entropy (ME) (New York Univ.'s MEME in [10] [11]). Although ML systems are
relatively inexpensive to develop, the outputs of these systems are difficult to interpret.
As well, it is difficult to improve the system performance through error analysis. The
performance of a ML system can be very poor when training data is insufficient.
Furthermore, the performance of ML systems is worse than that of rule-based ones by
about 2% as witnessed in MUC-6 [12] and MUC-7 [13]. This might be due to the fact
that current ML approaches can capture non-parametric factors less effectively than
human experts who handcraft the rules. Nonetheless, ML approaches do provide
important statistical information that is unattainable by human experts. Currently, the
F-measure in English rule-based and ML NER systems are 85% ~ 94% on MUC-7 data
[14]. This is higher than the average performance of Chinese NER systems, which
ranges from 79% to 86% [14].

In this paper, we address the problem of Chinese NER. In Chinese sentences, there are
no spaces between words, no capital letters to denote proper names or sentence breaks,
and, worst of all, no standard definition of “words”. As a result, word boundaries
cannot, at times, be discerned without context. As well, the length of a named entity is
longer on average than an English one, thus, the complexity of a Chinese NER system

is greater.
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Previous works [15] [16] [2] on Chinese NER rely on the word segmentation module.
However, an error in the word segmentation step could lead to errors in NER results.
Therefore, we bypass word segmentation and use a character-based tagger, treat each
character as a token, and combine the tagged outcomes of continuing characters to form
an NER output.

Borthwick [11] uses an ME framework to integrate many NLP resources, including
previous systems such as Proteus, a POS tagger. In this paper, Mencius incorporates a
rule-based knowledge representation and template-matching tool, InfoMap [1], into a
maximum entropy (ME) framework. Named entities are represented in InfoMap as
templates, which serve as ME features in Mencius. These features are edited manually

and their weights are estimated by the ME framework according to the training data.

This paper is organized as follows. Section 2 provides the ME-based framework for
NER. Section 3 describes features and how to represent them in our knowledge
representation system, InfoMap. The data set and experimental results are discussed in

Section 4. Section 5 gives our conclusions and possible extensions of the current work.

2. Maximum Entropy-Based NER Framework

For our purpose, we regard each character as a token. Consider a test corpus and a set of
n named entity categories. Since a named entity can have more than one token, we
associate two tags to each category x: x_begin and x_continue. In addition, we use the
tag unknown to indicate that a token is not part of a named entity. The NER problem can
then be rephrased as the problem of assigning one of 2n + 1 tags to each token. In
Mencius, there are 3 named entity categories and 7 tags: person_begin,
person_continue, location_begin, location_continue, organization_begin,
organization_continue and unknown. For example, the phrase [% it ;FT T+ F,J,'J 7t ﬂ ]
(Lee, Yuan Tseh in Kaohsiung City) could be tagged as [person begin,
person_continue, person_continue, unknown, location begin, location_continue,

location_continue].

2.1 Maximum Entropy

ME is a flexible statistical model which assigns an outcome for each token based on its
history and features. Outcome space is comprised of the seven Mencius tags for an ME
formulation of NER. ME computes the probability p(o|h) for any o from the space of all

possible outcomes O, and for every 4 from the space of all possible histories H. A
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history is all the conditioning data that enables one to assign probabilities to the space
of outcomes. In NER, #istory could be viewed as all information derivable from the test

corpus relative to the current token.

The computation of p(o|#) in ME depends on a set of binary-valued features, which are
helpful in making a prediction about the outcome. For instance, one of our features is:
when the current character is a known surname, it is likely to be the leading character of

a person name. More formally, we can represent this feature as

1:if Current - Char - Surname(h) = true and o = person _begin

f(h,0) ={ (1)

0:else

Here, Current-Char-Surname(h) is a binary function that returns the value true if the

current character of the history 4 is in the surname list.

Given a set of features and a training corpus, the ME estimation process produces a
model in which every feature f; has a weight «, This allows us to compute the

conditional probability as follows [17].

1 fi(h,0)
h - a_" ’ 2

Intuitively, the probability is the multiplication of weights of active features (i.e. those f;
(h,0) = 1). The weight «;is estimated by a procedure called Generalized Iterative
Scaling (GIS) [18]. This is an iterative method that improves the estimation of the
weights at each iteration. The ME estimation technique guarantees that for every
feature f;, the expected value of a ; equals the empirical expectation of & ; in the training

corpus.

As Borthwick [11] remarked, ME allows the modeler to concentrate on finding the
features that characterize the problem while letting the ME estimation routine deal with

assigning relative weights to the features.

2.2 Decoding

After having trained an ME model and assigned the proper weight « ; to each feature f;,
decoding (i.e. marking up) a new piece of text becomes a simple task. First, Mencius
tokenizes the text and preprocesses the testing sentence. Then for each token we check
which features are active and combine the «; of the active features according to
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equation 2. Finally, a Viterbi search is run to find the highest probability path through
the lattice of conditional probabilities that does not produce any invalid tag sequences
(for instance the sequence [person begin, location continue] is invalid). Further

details on the Viterbi search can be found in [19].

3 Features

We divide features that can be used to recognize named entities into four categories
according to whether they are external and whether they are category dependent.
McDonald defined internal and external features in [20]. The internal evidence is found
within the entity, while the external evidence is gathered from its context. We use
category-independent features to distinguish named entities from non-named entities
(e.g., first-character-of-a-sentence,  capital-letter,  out-of-vocabulary), and
category-dependent features to distinguish between different named entity categories
(for example, surname and given name lists are used for recognizing person names).
However, to simplify our design, we only use internal features that are

category-dependent in this paper.

3.1 InfoMap — Our Knowledge Representation System

To calculate values of location features and organization features, Mencius uses
InfoMap. InfoMap is our knowledge representation and template matching tool, which
represents location or organization names as templates. An input string (sentence) is
first matched to one or more location or organization templates by InfoMap and then
passed to Mencius, there it is assigned feature values which further distinguish which

named entity category it falls into.

3.1.1 Knowledge Representation Scheme in InfoMap

InfoMap is a hierarchical knowledge representation scheme, consisting of several
domains, each with a tree-like taxonomy. The basic units of information in InfoMap
are called generic nodes which represent concepts, and function nodes which represent
the relationships among generic nodes of one specific domain. In addition, generic

nodes can also contain cross references to other nodes to avoid needless repetition.

In Mencius, we apply the geographical taxonomy of InfoMap called GeoMap. Our
location and organization templates refer to generic nodes in Geomap. In Figure 1,
GeoMap has three sub-domains: World, Mainland China, and Taiwan. Under the
sub-domain Taiwan, there are four attributes: Cities, Parks, Counties and City Districts.

Moreover, these attributes can be further divided, for example, Counties separates into
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individual counties: Taipei County, Taoyuan County, etc. In InfoMap, we refer to
generic nodes (or concept node) by paths. A path of generic nodes consists of all node
names from the root of the domain to the specific generic node, in which function nodes
are omitted. The node names are separated by periods. For example, the path for the

“Taipei County” node is “GeoMap.Counties.Taipei County.”

Elﬁ GeoMap
-4 World
-84 Mainland China
-84 Tadwan
=@ Attribute
- Cities
-9 Parks
IHQ Connties
Ea Cate goiy

o 9 Tadpei County
== 9 Tanyman County
...... @ Hstnehn Comnty

o @ I-Lan Comnty

9 Taichung Covnty
. @ Kaohsinng Countr
-6 City Districts
=1 NER Templates
Eﬁi Location Templates
- - [CeoMap. Tadwan Cities]:[(Geobap. Taiwan City Districts]
Eﬁ Organization Templates
9 [Geobdap. Tadwan Cities] 3502 . 40 Depeartment

Figure 1. A partial view of GeoMap

3.1.2 InfoMap Templates

In InfoMap, text templates are stored in generic nodes. Templates can consist of
character strings, wildcards (see $$ in Table 1), and references to other generic nodes in
InfoMap. For example, the template, [ 3] M| &9 Zf . ’F", w0 1:88(2.4): R4
([GeoMap.Taiwan.Counties]:$$(2..4):Department), can be used to recognize county
level governmental departments in Taiwan. The syntax used in InfoMap templates are
shown in Table 1. The first part of our sample template above (enclosed by “[]”) is a
path that refers to the generic node “Counties”. The second element is a wildcard ($$)
which must be 2 to 4 characters in length. The third element is a specified character
“E” (Department).

Table 1. InfoMap template syntax

Symbol | Semantics Example Template Sample Matching
String
: Concatenate two strings A:B AB
$$(m..n) | Wildcards (number of A:$%(1..2):B ACB, ADDB,
characters can be from m to n; ACDB

both m and n have to be
non-negative integers)

[p] A path to a generic node. [GeoMap.Taiwan.Counties] Taipei County,
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Taoyuan County,
Hsinchu County,
etc.

3.2 Category-Dependent Internal Features
Recall that category-dependent features are used to distinguish among different named

entity categories.

3.2.1 Features for Recognizing Person Names

Mencius only deals with surname plus first name (usually with two characters), for
example, [@‘/J"FT] (Chen Shui-bian). There are various way to express a person in a
sentence, such as [[fi-% (Mr. Chen) and#[f{t (Old Chen), which have not been
incorporated into the current system. Furthermore, we do not target transliterated
names, such as "ﬂ J%I/J (Bush), since they do not follow Chinese name composition rules.
We use a table of frequently occurring names to process our candidate test data. If a
character and its context (history) correspond to a feature condition, the value of the
current character for that feature will be set to 1. Feature conditions, examples and
explanations for each feature are shown in Table 2. In the feature conditions column, c_j,
co, and ¢, represent the preceding character, the current character, and the following

character respectively.

Table 2. Person Features

Feature Feature Example Explanation
Conditions
Current-Char-Person-Surname CoCCy OF C(C; are “Bﬁ&”"ﬁ T;T], Probably the first character of
in the name list SELH a person name
Current-Char-Person-Given-Name €.2C.1Co OF C_;Cq OF I@“?J*”TT, Probably the second or third
C.1Ccoc are in the @ e, ,]”’ character of a person name
name list i?ﬁ“%”
Current-Char-Surname cpare in the “[@”, Probably a surname
surname list T S
Current-Char-Given-Name CcociOr C1Coare in | Fy“El”ZH, | Probably part of a popular
the given name ‘Ft[l El =g | given name
list
Current-Char-Freq- Both ¢co,ciorcy, | &= | Probably a given name
Given-Name-Character ciare in the Bi 4« > | character
frequent given
name character
list
Current-Char-Speaking-Verb CoOr CoC1 Or C.1Cy | “Fr”, “%” | Probably part of a verb
are in the listof | 5. indicating speech (ex: John
verbs indicating | «z.» said he was tired)
speech
Current-Char-Title CoOr CoCi Or C.1Co | “A”4 | Probably part of a title
are in the title list | 4«4 »

Current-Char-Person-Surname: This feature is set to 1 if cocicy or coeq are in the
person name database. For example, in the case cocic; = Bﬁl < ’Iﬂ, the feature
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Current-Char-Person-Surname for f@ is active since ¢y and its following characters c;c;
satisfy the feature condition.

Current-Char-Person-Given-Name: This feature is set to 1 if c.¢.1¢o, €.1Co, OF C.1C(C1
are in the person name database.

Current-Char-Surname: This feature is set to 1 if ¢y is in the top 300 popular surname
list.

Current-Char-Given-Name: This feature is set to 1 if coc; or c.jco are in the given
name database.

Current-Char-Freq-Given-Name-Character: (co and c¢;) or (c.; and cy) are in the
frequently given name character list

Current-Char-Speaking-Verb: ¢, or coc; or c.icy are in the speaking verb list. This
feature distinguishes a trigram containing a speaking verb such as [[{ijf{i5t (Chen Chong
said) from a real person name.

Current-Char-Title: ¢, or coc; or c.jcp are in the title list. This feature distinguishes a
trigram containing a title such as [{fi*~ % (Mr. Chen) from a real person name.

3.2.2 Features for Recognizing Location Names

In general, locations are divided into four types: administrative division, public area
(park, airport, or port), landmark (road, road section, cross section or address), and
landform (mountain, river, sea, or ocean). An administrative division name usually
contains one or more than one location names in hierarchical order, such as 4 % ¥
% fﬁ %ﬂ | (Toronto, Ontario). A public area name is composed of a Region-Name and a
Place-Name. However, the Region-Name is usually omitted in news content if it was
previously mentioned. For example, fﬁ?ﬁ% f# [ (Hyde Park, London) contains a
Region-Name fﬁﬁ“"@r (London) and a Place-Name & 8 ** fi! (Hyde Park). But “Hyde
Park, London” is usually abbreviated as “Hyde Park” within the report. The same rule
can be applied to landmark names. A landmark name includes a Region-Name and a
Position-Name. In a news article, the Region-Name can be omitted if the Place-Name
has been mentioned previously. For example, jE|&: 2 ﬁ J,%é (FI72 7= B (No. 5, Robson
St., Vancouver City), will be stated as 5{f 1% =" % (No. 5, Robson St.) in the report

later.

In Mencius, we build templates to recognize three types of location names. Our
administrative division templates contain more than one set of location names in
hierarchical order. For example, the template, [3f]" [#97E].7 [ﬁﬂ S b B 3 F i)
i ﬂ | = % ] ([GeoMap.Taiwan.Cities]:{GeoMap. Talwan City Districts]), is for
recognizing all Taiwanese city districts. In addition, public area templates contain one
set of location names and a set of Place-Name. For example, [3f]" [F3ZE! 1 ,?ﬁ 7
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HBy R ’F"[ . 2t ] ([GeoMap.Taiwan.Cities]:[GeoMap.Taiwan.Parks]) is for
recognizing all Taiwanese city parks. Landmark templates are built in the same way.
E.g., [{E]E'Jfﬁ?ﬁ‘.fﬁﬁ.m]:%(z.@:% ([GeoMap.Taiwan.Cities]:$$(2..4):Road), is for

recognizing roads in Taiwan.

For each InfoMap template category x (e.g., location and organization), there are two
features associated with it. The first is Current-Char-InfoMap-x-Begin, which is set to 1
for the first character of matched string and set to 0 for the remaining characters. The
other is Current-Char-InfoMap-x-Continue, which is set to 1 for all the characters of
matched string except for the first character and set to O for the first character. The
intuition is: using InfoMap to help ME detect which character in the sentence is the first
character of a location name and which characters are the remaining characters of a
location name. That is, Current-Char-InfoMap-x-Begin is helpful for determining
which character is tagged as x begin while Current-Char-InfoMap-x-Continue is
helpful for determining which character is tagged as x_continue if we build InfoMap

template for that category x. The two features associated with x category are showed

below.
1:if Current - Char - InfoMap - x - Begin = trueand o = x begin
f(h,0) = P s -PeE o 3)
0:else
1:if Current- Char- InfoMap- x - Continue= trueando = x _ continue
f(h0)= 0-else 4)

In recognizing a location name in a sentence, we test if any location templates match
the sentence. If several matched templates overlap, we select the longest matched one.
As we mentioned above, the feature Current-Character-InfoMap-Location-Begin of the
first character of the matched string is set to 1 while the feature
Current-Character-InfoMap-Location-Continue of the remaining characters of the
matched string is set to 1. Table 3 shows the necessary conditions for each organization

feature and gives examples of matched data.

Table 3. Location Features

Feature Feature Conditions | Example Explanations
Current-Char-InfoMap-Location-Begin co~Cp.; matches an i e~ Probably the
InfoMap location %ﬂ I leading character

template, where the of a location
character length of

the template is n

Current-Char-InfoMap-Location-Continue | c,...Co... cp, matches | 7,7 55y Probably the

an InfoMap location il continuing

201




template where a is character of a
a negative integer location
andbisa
non-negative integer

3.2.3 Features for Recognizing Organization Names

Organizations include named corporate, governmental, or other organizational entity.
The difficulty of recognizing an organization name is that an organization name is
usually led by location names, such as ’F (A7 #9484 (Taipei District Public
Prosecutors Office). Therefore, traditional machine learning NER systems only
identify the location part rather than the full organization name. For example, the
system only extracts ’F"[:I 7]} (Taipei City) from ’F 14771 SOGO |1 ET & ¥ (Taipei
SOGO Department Store Anniversary) rather than ’F 14771 SOGO [1 £7 (Taipei SOGO
Department Store). According to our analysis of the structure of Chinese organization
names, we found that organization names are mostly ended with a specific keyword or
led by a location name. Therefore, we use those keywords and location names as the
boundary markers of organization names. Based on our observation, we categorize

organization names into four types by boundary markers:

Type I: With left and right boundary markers:

The organization name in this category is led by one or more than one geographical
names and ended by an organization keyword. For example, ’F 1477]] (Taipei City) is the
left boundary marker of ’F 1 R F{J (Taipei City Rapid Transit Corporation)

while an organization keyword, ** ﬁ] (Corporation), is the right boundary marker.

Type II: With left boundary markers:

The organization name in this category is led by one or more than one geographical
names but the organization keyword (e.g., * ﬁj (Corporation)) is omitted. For example,
’F[?ﬁ%{i Fj (Giant Taiwan) only contains the left boundary ’F (¥ (Taiwan).

Type I1I: With right boundary marker:

The organization name in this category is ended by an organization keyword. For
example, %{Lﬁ N ﬁj (Giant Corporation) only contains the right boundary ** ﬁj
(Corporation).

Type IV: No boundary marker:
In this category, both left and right boundaries as above mentioned are omitted, such as
g ﬁ (Giant). The organization names in this category are usually in the abbreviated

form.
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In Mencius, we build templates for recognizing Type I organization names. Each
organization template begins with a location name in GeoMap and ends with an
organization keyword. For example, we build [f] [ i"F T 1:88(2..4): b
([GeoMap.Taiwan.Cities]:$$(2..4):Department)

government departments in Taiwan. However, in Type 11, III, IV, organization names

for recognizing county level
cannot be recognized by templates. Therefore, the maximum entropy model uses
features of characters (from c., to ¢), tags (from t. to t;), and organization keywords,

e.g., - ﬁj (Corporation), to find the most likely tag sequences and recognize them.

the

Current-Character-InfoMap-Organization-Start of the first character is set to 1. In

Once a string matches an  organization template, feature

addition, the feature Current-Character-InfoMap-Organization-Continue of the
remaining characters is set to 1. The necessary conditions for each organization feature
and examples of matched data are shown in Table 4. These features are helpful in

recognizing organization names.

Table 4. Organization Features

Feature Feature Conditions | Example Explanations
Current-Char-InfoMap-Organization-Begin Co~Cn.1 is matches | “7}7] “*ﬂ | Probably the
an InfoMap H3E Y ﬁj leading character
organization of an
template, where the organization
character length of
the template is n
Current-Char-InfoMap-Organization-Continue | c,...Co...Cp 717 ”’ﬂ | Probably the
matches an %:l’__, n ’F[j leading character
InfoMap of an
organization organization
template, where a is
a negative integer
andbisa
non-negative
integer
Current-Char-Organization-Keyword CoOr CoC; OF CCoare | “ 7, * | Probably part of
in the organization | «%|» an organization
keyword list keyword

4 Experiments

4.1 Data Sets

For Chinese NER, the most famous corpus is MET-2 [6]. There are two main
differences between our corpus and MET-2: the number of domains and the amount of
data. First, MET-2 contains only one domain (Accident) while our corpus, which is
the 2002

(http://www.udn.com.tw), contains six domains: Local News, Social Affairs,

collected from online United Daily News in December
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Investment, Politics, Headline news and Business, which provides more varieties of
organization names than single domain corpus does. The full location names and
organization names are comparatively longer in length and our corpus contains more
location names under county level and addresses. Therefore, the patterns of location

names and organization names are more complex in our corpus.

Secondly, our corpus is much larger than MET2. MET2 contains 174 Chinese PER,
750 LOC, and 377 ORG while our corpus contains 1,242 Chinese PER, 954 LOC, and
1,147 ORG in 10,000 sentences (about 126,872 Chinese characters). The statistics of
our data is shown in Table 5.

Table 5. Statistics of Data Set

Domain Number of Named Entities Size (in
PER LOC ORG characters)
Local News 84 139 97 11835
Social Affairs 310 287 354 37719
Investment 20 63 33 14397
Politics 419 209 233 17168
Headline News | 267 70 243 19938
Business 142 186 187 25815
Total 1242 954 1147 126872

4.2 Experimental Results

To demonstrate that Mencius performs better than pure rule-based and ML systems, we
conduct the following three experiments. We use a 4-fold cross validation to test our
system.

4.2.1 Name Lists and Templates (Rule-based)

In this experiment, we use a person name list and InfoMap templates to recognize all
named entities. The number of lexicons in person name lists and gazetteers is 32000. As
shown in Table 6, the results indicate the F-Measures of PER, LOC and ORG are
83.6%, 71.2% and 76.8%, respectively.

Table 6. Performance of Name Lists and Templates

NE P(%) R(%) F(%)
PER 72.98 97.93 83.63
LOC 67.96 74.67 71.16
ORG 95.77 64.07 76.78
Total 75.62 82.13 78.74

4.2.2 Pure Maximum Entropy Model (ML-based)
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In this experiment, we apply the pure ME model, which only uses context information
of characters from c,to ¢, and tags from t., to t,. As shown in Table 7, the results
indicate that the F-Measures of PER, LOC and ORG are 32.1%, 29.3% and 2.2%,
respectively.

Table 7. Performance of Pure Maximum Entropy

NE P(%) R(%) F(%)
PER 62.38 21.64 32.13
LOC 72.83 18.31 29.26
ORG 38.24 .15 2.23

Total 65.03 13.89 22.89

4.2.3 Integrating Name Lists and Templates into A Maximum Entropy-Based
Framework (Hybrid)

In this experiment, we integrate name lists, location templates, and organization
templates into a maximum-Entropy-Based framework. As shown in Table 8, the results
indicate that the performance of PER, LOC, ORG is better than those in 4.2.1 and 4.2.2.

Table 8. Hybrid Performance

NE P(%) R(%) F(%)
PER 97.94 87.39 92.36
LOC 78.60 69.35 73.69
ORG 94.39 62.57 75.25
Total 90.56 73.70 81.26

4.3 Discussions

In this section, we discuss problems encountered by Mencius.

4.3.1 Data Sparseness

As shown in Tables 6, 7 and 8, Mencius outperforms the rule-based method (Lists and
Templates) and ML-based method (pure ME) in the total F-Measure. However,
rule-based approach outperforms Mencius in the ORG category. It is due to the data
sparseness problem. For example, [[IFFE~f4ER[% is tagged as [organization_begin,
organization_continue, unknown, unknown, organization_continue,
organization_continue]. Because [| I f4 B[ rarely occurs, it might not appear as an
organization name in training set during the 4-fold cross validation experiment. The
Viterbi search cannot deal with sequences containing unknown tags. With an
appropriate post-processing procedure, this kind of error can be resolved. We can treat

the unknown tag as x_continue in a certain window size.

4.3.2 Other Errors
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In this section, we show error cases associated with each named entity category.

A. Person Names
The summary report in Table 8 shows that the precision and recall rates for person

names are 97.9% and 87.4%, respectively. The major errors are listed below.

(1) The surname character of a person name is not in surname list or the given-name
character is not in the given-name character list. Therefore, some of the person
features are not set to 1. For example, % [ (Lee Nian) are not recognized because
[l (Nian) is not in the given-name character list.

(2) A person name follows a single-character word which can be a surname. For
example, &Y is both a surname (Dai) and a verb (wear) in Chinese lexicon. However,
in pHEY % a7 fUfE=T (wear Lee Ying Yuan’s Hat), &Y means wear while Mencius
mistakenly considers &Y as a surname. Therefore, Mencius mistakenly recognizes
&Y% /& (Dai Lee-Ying) as a person name rather than the correct person name % /j&&
7v (Lee, Ying-Yuan).

(3) Several person names appear consecutively while all of their given names are
omitted. Since the context of two person names and one person name are similar,
Mencius may mistakenly extract an incorrect name. For example, in the sentence
EUEN ?ﬁ: ~ Vg PIREES A , Mencius extracts f}i * from it. However, ~ * in
English means “both”, not the given name.

(4) Transliterated names are not defined in the person name category in Mencius.
However, some transliterated person names look like Chinese person names.
Therefore, Mencius mistakenly extracts fff #/¢I (Clinton), E/E% (Shaheen) from
sentences.

(5) Some Japanese and Korean person names look like Chinese person names. For
example, Mencius mistakenly extracts &{ ;% &% (Roh, Moo Hyun) from sentences.

B. Location Names

The summary report in Table 8 shows the precision and recall rates for location names

are 78.6% and 69.4%, respectively. The major errors are listed below.

(1) Location names within an organization name are extracted but the organization
name is not recognized. For example, & ¥ HI{ (Korea Orion Food) is not
recognized as an organization name, but ¥E[s (Korea) is recognized as a location
name.

(2) The location name is abbreviated. For example, ’F | (Tai), the abbreviated form of ’F I

¥ (Taiwan), is not recognized in some cases.
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(3) The Chinese usually call a market street. For example, ’Fj‘i% > (Electronics St.)

represents an electronics market. However, this is an informal name.

C. Organization Names
Table 8 shows the precision and recall rate for organization name recognition are

94.4% and 62.6%, respectively. We illustrate standard error analysis with examples.

(1) The organization name is a bilingual term. For example, eBay ’F 177 (eBay Taiwan)
is not recognized.

(2) The organization name is in Type II, III, or IV category (defined in Section 3.2.3).
For example, fis fuy* {1 (Korea Orion Food), FlY* &GN F{J (Korea Orion
Food Corporation), and j3* Z]{ (Orion Food).

(3) Several organization names appear consecutively while part of each name is
omitted. For example, in ’F ‘,:I“‘ﬂ JE*@%L', fﬁ 2, [ Sl (Taipei Long-Ann,
Hsin-Yi, and Wu-Xin elementary schools) , &4 (Long-Ann), fﬁ% (Xin-Y1i) and
B (Wu-Xin) are not recognized as organizations because the organization
ending boundary markers are abbreviated.

(4) The organization name is a foreign organization name, which is not considered by
our organization template. For example, |7 ElFfp[ 19L& ?_’1 (The Norinchukin
Bank) is not recognized as an organization name.

(5) The organization name is an exception. In ’F 1R BTZ B[ (the second junior
high school in Taipei county), 57~ FT means “the second”, and appear in the
wildcard part of template [ ipj ™| £ ZE . ’F"[ w5 1:$$(2..13): B 1
([GeoMap.Taiwan.Counties]: $$(2..13):Junior-High-School). We need more out of

vocabulary (OOV) knowledge to represent all the number plus quantifier patterns.

5 Conclusions

In this paper, we developed a Chinese NER system, Mencius, which does not rely on
the word segmentation module. Instead, we model the NER problem as a
character-based tagging problem. Mencius uses ME modeling combining advantages
of rule-based and ML-based NER systems. Our hybrid system uses a rule-based
knowledge representation system, InfoMap, and incorporates it into the ME framework.
The F-Measures of person names (PER), location names (LOC) and organization
names (ORG) in the experiment are respectively 92.4%, 73.7% and 75.3%. These are
comparatively better than the results obtained by pure rule-based and pure ME-based
method.
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We are persuaded Mencius can be improved in the following directions. We only use

internal features that are category-dependent in this version. In the future, we will

collect more features, especially external ones. In addition, we will design a

post-processing module to deal with the data sparseness problem. Moreover, we will

use document level context information to recognize abbreviated names which cannot

be recognized at present.
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pattern” o 3% %.H 44 B PMAEF o & 5 A (5 — BALY $ P pattern o
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¥ HEH

11T G %)% patterns Ht ¥ 2

i

%]

i

~

L r - Bl fAYR HRFPEET AP R * chE QTAG3.1' -
= “fﬂ-f’p 91 “wWhy” » 4T hF LV RIPIVE FSM ST > & B
BELRAFPMERD T e L3 ~BWWRE 5 50 A5~ B~ BGP ~ BELE
DR EE L 40 BB FP A AR R TP h “to” iEE L 1o

Happ it EE S 20

P

f1#* Porter Stemmer 73 M EFEFFRER - J FREREIIDFH

1
i

B CFMETT . R FOEE L R MET L
%2R e B8 R F% pattern o2 12 9@ $H [EVENT] 69364
DEBR OB NE  BAHR PP hE - BT IR
[EVENT] 80 > Bl4v b B4 e £ 30 Ap R b fic? o F AW 5 F 1M
ZF o Rl Y FRBEFEL o FADIRPI 7 4 s o [EVENT] b o0
RN USSR S Y S = SU

RSO PIF VR A E A Eci (P71 & pattern 1 £ )<([EVENT]
B o ap i R) e B P pattern (B E T & 5 ¢ 0.5+ (0.5xpattern B Fx F) o

At 7 % “final pattern” S FEF 5 0o

14
ik
\_.
do
!
a3
ETI
W

FASBRBL G anAR HE BARM 2P e 3 ot $HE2

S dc e B s kPR IS ATIE A PR 0 Bs B o é%&‘?’%ﬁ{«;ié?—%o

' http://web.bham.ac.uk/O.Mason/software/tagger/
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3. SR EPBEA
S0 LB L patterns 0 Frt 0 R - B RFIURIEE KRR o RIREY 2

¢ 7 patterns (I IR0 FART A CRF]T ATASEE o AA P BTG @k

/!

FE G A RTAPY A k7 2 F % patterns B Fr S o

3.1 Penn Treebank 2. PRP %3z

Penn Treebank (Marcus, Santorini, and Marcinkiewicz, 1993) 423 — i # i &35 4_

“PRP” > # %ih7izied 3 “Pp e AL WA Sk d o plhoo BT B0
34 ¢

Chevron had to shut down a crude-oil pipeline in the Bay area to check for

leaks.

((S (NP-SBJ-1 Chevron) (VP had (S (NP-SBJ *-1) (VP to (VP shut (PRT
down) (NP (NP a crude-oil pipeline) (PP-LOC in (NP the Bay area)
(S-PRP (NP-SBJ *-1) (VP to (VP check (PP-CLR for (NP leaks))))))) .))

gt e ¢ o “to check for leaks” I‘I‘u{ “shut down a crude-oil pipeline” e F] °

A

Penn Treebank » 3 9,613 i 7 3 PRP fhizehe+ o 3 o3 73 — 1} e

P

PRP £z » % PRP #1348 #c % 10,720 = -

R p i E F %M R £ri 5 4R PRP 3% - Penn Treebank
Pt d 3 RFIZ P bk d argfpF o8 EA AP E R AR AR
pF (t]4- “Because he was young.” “Therefore, he will not attend.”) > )’j'&% g€+
PRP {35 o 4opt — &k » % §_ & B 22 5] % patterns 4p { a0 & T8¢ 1+ PRP fhse -

Flpt o A e * PRP fR3eiEd Tk B Y patterns B 4EF chBE RS o
Patterns B 4& 3 ,T* #_patterns ¥ [EVENT] f= [REASON] 2 #h e33R i o 2_ {5 12
patterns ® B 4EF xS K s patterns enfErr g o

36 B~ 11 Penn Treebank ¥ #73 A4k + PRP thizani e » St R AP e B &g
e % patterns i 4&F B Bco £ 3-8 & B patterns B 42 F ) I A B Penn Treebank

=SB : ) )I‘u'v“ @y - B pattern M4EF NIRPF 0 U €441 5 PRP et G E_F
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oo A gLt GRS patterns B4R F enBE T o ALt R Aok 1 Arow o

d & 1 ehsh FoR Y > AT g TR 8 patterns B4R F B AR 0 AL
“because” ~ “inorderto” £ % - X “,ﬁ% 1 & 5 “because” J) I HcixF b o H
¥ patterns B 42 F cn LK He T 2 F o AP K 0 “to” ~ “for” 1M E “since” &M B
& PRP e ¥ I B ehpatterns M43 - frF 2 Bmd 2 98 m &2 2 £ k2

SF) % M o i LF) G B patterns MAET § M AN SR T 01T AP ARG

# patterns Bf 42 F £ Wi — W s 47 o

% 1. & 7% patterns ¥ £ ¥

Patterns Bf 4t 3 PRP B# | Btk | B
‘cause 9 9 1
because 3750 3861 0.971
because of 641 661 0.97
in order to/for/that 108 116 0.931
so as to 6 7 0.857
as a result of 61 85 0.718
on account of 5 7 0.714
as a result 39 86 0.453
so that 180 416 0.432
SO as 4 10 0.4
due to 40 110 0.364
cause 82 249 0.329
since 310 1169 0.265
why 133 824 0.161
to 3318 55272 0.06
for 731 18075 0.044
SO 173 8768 0.02
as 46 10481 0.004
that 16 36897 0.0004
for \w-+ing 66 823 0.08

(1) “to+ R 2,83
DI 0" @ oAom TR M GG R R AN RS EET A ]

BO“to” BEEhH TIF SEP R F] 0 F “to” Z 15 TR AGE
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2

3~

7 o A g% Penn Treebank ¥ #73F  “wjtowy” & & “Tow,” i3 &

4 wy 2 RA5EEA ow A LA DT TS

f,§
45
)
L
el
b=}

6%+ 1 15.1% o

“for”

ro“for” KA EF)RBE AP > % j24ck “because” 0 H_F il iy it B F)
ek ad B o3 e Flpt “for” XM A ey AL Aa? el
B AR R o APt Lk pattern 22 5 “For .7 (LRAMF) A <
for ..” (fe @ W 4%i85L) o &A@ Penn Treebank ¥ 7 ¢ #-#73 % 77 F]%
B el A g0 4k b PRP (28 BR#-2 % 3.2 & ¢ 34365) 0 Flpt A dpecrs 4 1 2
e N BB A e 25 ¢ 8 & A patterns ehe? F BRR > B g A

7/25=28% -

since”

EIS

7ot ",% ™ “since” fp it PF AL BRI, 0 R R “since” 2 {4
P N F “year” ~ “day” FERZ AR APE AT 0 UE “ever
since” ~ “since then” 73 > WA ARG Fl & B o dopt - R B 1

38.4% o de% { 18- HUF] “since” Foav NI el g B EEELZ 18 0 Bay

F 7 64% > e EipPR R A TS - L2 “since” G AcE 7 PRP i o
LA L W XA B f”l ‘since” fe? B B BHLES T AR B 5 B ¥ en
patterns “k > 2L R R > F AL E70 “since” pattern (# £E F 26.5%)°

32 A 1R

F]% Penn Treebank ¥ #7743 R F|2 P ink ¢ arglpF o & 4 k@ P33 0 7
I patterns B 4 F TI&;Z ¢ ikt PRP > A& “therefore” - & ¥ iz & patterns B
Ex gy > Al A a3 N ki F o AP RE 3 Penn Treebank ¢ 3o

5 ¢ 3R patterns M4gF e 3 0 B U A 3 X2 B F S TR R o TR T
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w427 > “dueto” €4t “AIHRAEF H- MiEE s LFLAPRRE
FRo F “duc to” REE TFLE” chpFig > HE ERBFDRA 0 A TR
DR EFER Gha S T

% 2. 4 A 1 BB2 patterns B F (%)

Patterns ALHZEATFIEMGRE | B
therefore 25/25 100
Thus 20/25 80
hence 21/21 100
So... & ...,s0... 15/25 60
due to (# #& 2% 3#) 25/25 100
as a result 25/25 100

b 0" Asdpind p g AR PRP K 0 1EE R0 “so that” i) o b
TR “s0” B AR AT COTIUT dnt B> AL 1A 3 UER T 4507
DR E R IERL2 {8 IR o xRk hpatterns BAES T d 2% & F] 60% o

R RARF SRALAL 07 7 E R e R EFE 0 F S i

3.3 %% patterns it $
d Penn Treebank % % 1 |%7{8 ] & By 2 {5 > A TF“TT.%? " % Pe patterns i
FEFER o REH Y T4 FEM Geno 3 pF o ¢ J EREFRE ¢ pattern B
Bt s o de - Ko do - fie 3¢ NILA B B A F]% patterns IR
Beg PANETR T RF PN ET TR ER

d 3t i patterns RS K p o] BRGER HA 13 > AP -d Penn
Treebank 3= #7{F % M F& 5 patterns e £/ B 7 #% o 2L+t 43 & Penn Treebank

¢y & < 3 80% e patterns 0 £ & PR H 48 patterns e FR S d B P A B 4o

4 FmEh

ARy 2 &2 % 3 & 478 Flenpatterns 2 H Brg S o> F 1T - B A “why
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o w Bl B kb kSRR Pheip @ F ok i ER R s BT 4 $r Y o
B ek L A#H R E k3L AnswerBus (http://www.answerbus.com/) %

LCC (Language Computer Company, http://www.languagecomputer.com/) i+t $i2 o

41 REFTH
% TREC QA-Tracks ff B cr3E P » » F 5 8 4L AT “why B 9”0 5 7 3+ F
B4t o A3 AskJeeves (http:/www.ask.com/) b f 2w g * ’}'i‘ R R
R g S BRA oY > T3 87 o0& “why o7 ¥ by 50 4544
AnswerBus (http://www.answerbus.com/) ##t¥  “Sample questions from Excite”
I N TR kG REEFH 4SS BROAVEFTH ©

LA A R B AR H P 50 3R T R MLt 1T o A4 H
TS RREHFAR 0 U2 FLERFREERA LN ER - FRERT
FERFTRA LT FOAED > blde “Why is my monitor only showing 16
colors 27~ “Why should I go to college?” % o 2 {4 %{{%:E P~ 4245 1@ F k p TREC
8 JE 5048 “why B* ¢7” RiEFIER o

WA ENEFESEEPE AP E AL P oEELDREAEY oA
Bl4e ~ “reason” ~ “why” fr “because” == BHEIKRF o X 5 ATNAHE > A B
* Google 45 M1 Apbenm 10 = 30 o> 2 & c 2 6L JI* Rynthiate 2 )
780530 /5 £4F#0 200 i AR M+ o 1% patterns 1 $2 § R B i 230

%biic’@f—?o

42 ¥ k¥

AnswerBus f= LCC &% & * ﬁ FRpE JF’K{J'I P LEEY R LT BrieS
BA g APl RO s BB H o e de % b A 3
pattern € E5iE 2+ B R o Bk AL PTG p pattern Hidk E e S FAE EHE
I

BIAEE S % 41 S ENN S0 oo BB B ARKED o d BB A
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2RI S &AL P N T LeE R {TIER o AnswerBus v LCC ¥ % F w

%15 BITnE % > AnswerBus 9% § 4 > LCC T39w § 4.88 B o A

TREFRLTomAS A1 KRB - APHRE FIi0 Rk 2107w
EFFR B AT §ene 5o K Z BIER ARG 08 gl g Ak
TATF SRR - FianF g ik 3z o

3. R F ARTE “why B 97 kil 35

- rfELEY- ¢ | 2fEAHT L | MRR
AnswerBus 15 31 0.429
LCC 8 20 0.229
ERAN TR 26 39 0.623

% 3¢ % » ¥ 7 MRR (Mean Reciprocal of Rank) &7 TREC QA +* fF ¢ #7% &n®=
VR (Voorhees, 1999) c H3b 8 =2 5 » #4- o v 5 A8 % - Len

2 2

RIS ERARE W o FHEZ penFRALmanE > W12 8 0 FF

Z At g o 7 13 1*5'\'1 2T ek LA nEEcs B A 0 RS
MRR & % & — XL 5718 & fee T 33 o
§ 4 3APT I Ak sl Fl& patterns h§lE4 0k B Bt

Hisd B Lo

43 At
43.1 HicHrRF AWM 2 2 afles
ded 2.1 &0rde 0 AR RAPBE Y B kAL € B A9 P 4~ “reason” ~ “why” fr
“because” EHFFAF > UBHHBw AR 2 2P i 53 FIRM hhe oo R EiEB
B iFenflesy 509

HAAPRERES D b FRT SR R TIEARM ¥ 2R e & Y 145
BREADRLAAFE A BRTAWFE AR E R AE (F4012 85

3R ERARM 2 s (7)) Bodi 200 Lok F A F 8 408 5 eh 145x3x10 =
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4350 F ¢ 0 F 1216 Hr 2 AN AN R ¢ Ak o BT BRI
FEMFEMNDL SV 7 FIEM Ry o

MO ARG NP I E Rk IRY FA R B R Ak 4o
H+¥ Rn>Wn>Bn 4 547 4~ “reason” ~ “why” ~ “because” # i #7{¥ % n
BARM < % o Nn PI& 7 1% Richisri@ s epd e d B3 aanma i~ 2

ZEEHE I i)

14 5% % s B T
# ¥ THEENEL T
R1-R10 28 13 N91-N100 3 1
WI1-W10 |47 20 N101-N110 8 3
B1-B10 45 25 N111-N120 6 1
N1-N10 14 5 N121-N130 |7 2
N11-N20 |3 1 N131-N140 |8 3
N21-N30 |3 2 N141-N150 12 4
N31-N40 |8 4 N151-N160 |7 2
N41-N50 11 5 N161-N170 | 8 3
N51-N60 |9 5 N171-N180 |2 0
N61-N70 |6 4 N181-N190 |3 2
N71-N80 | 6 2 N191-N200 1 1
N81-N90 |5 2 B 250 110

BP0 BR O APk 250 BE A E % F 110 BARITE 5
LFEed £ 47 A F - X (13+20425=58) et FEE R K P 4o » EIRT B
AT Eaa Y Y o B e BARFTAE D30 RARM 2 2 R TR
G F MR I R4 hE M 2 2 oo

Bk jAEE > EERPTIBFEE R BB ERT OREAMM Y

~

L PR R E KA - BILFARS £ D AEE R - RARA

3 TEApRE ) e iE P o

432 % %% patterns 7 F 38 it FE F

£ 59 7417 & patterns % & F T B lic > MR ARTRE S I AT 2Bl (M
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¥

ﬁf;’i':j- l\:»L,—,r. i‘;“‘f»u;“') ° EJ f\ 5 ¢ IV —% IIJ ’ ‘ﬁ ‘F‘,}: pattems li:—i‘E"’\ PJ:'\:' v T' #\3;5';'*
T > “because” v “because of” B| ik - L2 F oz T “because” FEF - B

e enerd] > v A P ECIR ) hpatterns £ 5 ¢ X @ e o ATILE B LA

Ra it 5 ¢ “because” & patterns FARELFEF PR G OS50%F T oo LR
%04 Wi # A patterns 4% 30 3F 4 patterns vt ¥ engs itk p [EVENT] 3%
PER IR od AP R A B AT ] §

A CEEE DA o 3 s B e & “Why is the sky blue?” > @ 3 — o F E_

E RS

“Blue ocean is beautiful because...” > i&PF R ¢ [EVENT] %> 5 % -] chjp i
B E AN

Fieefi)s 3L ERTARDIFRIR-F 77 mEERE B EFR
patterns ¢ 3+ ¢ > [EVENT] 8> @ * 7 B SFZ LR R F o £ 8 X a3
pFo s iR e S )I*ﬁ EV R Bk fT}Dﬂ/z?ﬁtiﬁ Flod ¥ I g2 o [ egp
RVHEFAVHIPERE Lo anE & FF o

#=x RS % p +t patterns B4 F A L At Z M Ao AP A 3 &9 At

b i o WHIBE R EARY 0 0B IE AT RN G b oo

“Why [EVENT]? [REASON].” iz % pattern § ¥ — B4« v 7 >
g0 “Why...?” &gt > A B v guze a8 3 - R 3 LiER
EBERFeonNPOHID S RIS - B F g FIE R R E A AR

LEES
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% 5. % % 2 patterns 2. i %

Pattern M é¢ ¥ Bi¥c | nf3 | EAEF

because of 24 12 50.0%
because 102 56 54.9%
‘cause 0 0 -
In order to 0 0 -
S0 as to 0 0 -
as a result of 2 0 0.0%
as a result 0 0 -
therefore 8 3 37.5%
hence 3 3 100.0%
due to 8 5 62.5%
thus 2 1 50.0%
on account of 0 0 -
that is why 2 2| 100.0%
for this reason 0 0 -
Why ? 31 13 41.9%
reason that 7 1 14.2%
SO as 0 0 -
so that 1 1 100.0%
since (&2 w4]) 6 3 50.0%
So/,so 14 3 21.4%
For/,for 2 1 50.0%
to-V (g ]%]) 3 1 33.3%
since (& X %) 0 0 -
to-V (& 2 wu]) 8 1 12.5%
for 11 2 18.2%
SO 0 0 -
as 2 1 50.0%
“final pattern” 13 0 0.0%
B 250 110 44.0%
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5. BwmAAkair
AR - BUREFERRE G AADEE LA pRw § C“why” 3] R
e TR RS ER R DA R 2 B REFS TR F R o EFY
$a it F] % B 7% o patterns > 3215 patterns ¥ [EVENT] 3R> 22 2 o1k £ ehjp i & o
BB A RArfd &2 pattern H#E DR RS B BT A F ks i B
BRFOERPAPRERY A o

% %_ patterns 1 £ PF 0 3L 12 Penn Treebank % 4 1 3% ¢h3 38 » F3F] 4
patterns Bf 42 F i pr S > BT AR B hpattern 3 AXB R E o

BECA TR AT A B e L AFH DR F kL (AnswerBus
o LCC) kg2 2% i e o S ot i 38 AV I % SLemiis B2 ¥ b A BaR kit o
12 TREC ¥ QA 3=t e MRR & k7% > AnswerBus » LCC vt i* % sien MRR
A 5 0.429 ~ 0.229 - 0.623 ©

Bk kena i5¢ 5 [EVENT] 208 4p 02 & crvt o € 8 - B € & o8 7 2K
Weg i MeFaF gt BFRFLFRAFTRLL R SR
WordNet & i& {7 B 4EF inifp > 4 3 ZeJZ & Lipdp AL S Rteigdp 1R R
Gl FEdd o A iEhe Sk A AT RBRER R E A R R FE RER GE @ AT
Ma AT R SAFRRAP IRV o

M 4o P 1 2 patterns > £ B S Vb g %’%‘J‘l # 2 patterns e Fr % o H_
ARG hF - BB ¢ F patterns il E A ¢ 02 B PE 0 Aot R 2§

Y ﬁjgy,t;]&{— B & EA ] AT o

542

Anand, Pranav; Breck, Eric; Brown, Brianne; Light, Marc; Mann, Gideon; Riloff,
Ellen, Rooth, Mats and Thelen, Michael (2000) “Fun with Reading
Comprehension,” Final report, Reading Comprehension group, Johns Hopkins
Center for Language and Speech Processing Summer Workshop 2000. Johns
Hopkins  University, Baltimore = MD. [Online] Available @ URL:
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AP AT ASLH R T 3 A B A 4

Extraction and Analysis of Research Topics
Based on NLP Technologies
HATA B TR
Department of Information and Communications, Shih-Hsin University
AR &

Sung-Chen Lin

Email: scl@cc.shu.edu.tw

F &

R AT LA AT RN - APl R A S AR i
o /?L%;fﬁ:’é’?—ﬁ‘ﬂ );?%\E'ﬁ;ﬁ? ’J.\'}'d :}éﬁ»@‘ﬂmﬁ,@ﬁﬁpp 7 TR RE 'K%

MREEIM GEFER  NEBTENGREE LAY £ R T A

ﬁ
o

LA AR L T I REF T AR - B AT R
t ok chigfes > RIT R R Y FRFFAG R AP LRI DD 2T T
ROCLING #3t § cih v Tl > PP BT BB NE R 14 B % 4T
BT T TR B S RRIRE 0 R B Y 2 ol e B 4
FoMEI P E AR SRS VAT FR AT L SRR
PRE AT TR FOTV AR T REY AP BRI EFTEF

ta

)
oy

R R ERE ST+ SRR, T A T

o+

RifeFAmAARM > 237 B 0 FREN ST e e R N E S
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Al 2RI RPN PR FE T F RETH e g

FRRAFLFLOR ML ZFTALE N6 0 T hw JEF L E 0 R
Py arg ot vl s Gtk R EAEY H R AL ann [ Wilson, 199912 FR i i
#% & (material mastery)[Bishop, 1999][Covi, 1999] = & 7 $F— 1 5 jissf 38 3 3 B 45
ﬂ@éf%&ﬁﬂﬁéMﬁﬁﬁrﬁﬁQﬁJMmmnmme%ﬂﬁgﬁﬁﬁwﬁ
EFER o HAF Y R E A ERFEELI AT FHFAL AR AT
R A A e o B B ITEGY  F T e A s TR AR A
1% # ¥ [Hjorland and Albrechtsen, 1995] - @ A2 % 2 484 77 1 3L H AR B Ao 47 60—
MR T RERE L AR LEREARY hioge s FIe R XRFTR
% F(information need) » X # B- i AT F T 0 gL vh o JB F kSt 2B
AAET A 03T 0 WL R T B Y - BRI DG R  RERTER H A Y

B~ AR B PE D

\\\ﬁr

T oos FOUE L BT AR R R m:}ﬂ 5l (road map) > #& & ° §iF
nE g AR P

e - BpE Y AN B KRR F A B E

PENMERF L RREFRASTIORAARR P EHF L ADER

(co-occurrences)I %  FRIRA - B P VA L T A8 (T L AT BARE
& ARy c APREHTDEFEFRALBEI AL A AR F

232



R FLALWLERY > LD NI DR PALES ¢ 35S M
m;‘?;‘g;ﬂ‘ Aé; ;oM % %Fﬁ’/\? S fg 1 1}1:})‘%4?1& ’I—l‘l'u’?‘bt’ﬂ\j/ﬁﬂ _@34\,,

AP B B PR AU R B B 4 cdeab 4R ¢ [Harter, 1992] 0 12 ki 2
CENIENE RS AL AT 2 5 ot AR A ¥ PN
P g BEPE P HEF ZHF AR T LR P R b R

P03 RA P A MAKE R P P ER R AN A B

ke
F\~
&R
),
i)
o

DT AR EE A Sl o ie- o b BREMEE T
MEREE LI EARSFT ] AT AT Sk Y R NP EE T BN
R AT ERE e TERE T, TR R, R E A SN

VMR R MR BATE Y HE R A A 2 B AN -

FEEAHINMAF Sh? o T dok HE R DRG0 F B
LG RAAMAEIEE O AP L FER AL R > I S8 Tk -

AL - BIREERS - BRE O A GNRE R LT LG L - B
TAM e GAMRE - i ME S AV RE R A BT AL EERE

W p M TR AETEHY AT E G M- AKDT R o FY 0 AHm e E EA

FORARGE T ARSI R AT E AR Y B A kY o R Y Y RN
Pigy e ¢ e eans M Lo B 7393 SR (term clustering) 0 1T G FEILA AEA
T ERF I o
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i\, ;FB : jz_m_r)’—?
L §

Fﬂa_r?I

Mok P TR Y
S g ir

VERT BRI, YT EH N
FFAIHRPDIAIL RFEEEAE L PEEEH
(interdisciplinary research)ergd & » I P =0 54 b g =g

e

A,
TERY

~\%

’/‘Afr;}i/{ﬁf@'}} 7:] g,ﬁ-&rﬁﬂ
% ek bife A &7 3 [Lenders, 2001]

TRAIBA Y T
foE o d

ARAER K
EBEES BE P EBERET AR AR5
%’\.\g}zf?.‘ B2

" A
BT SR ASEE M KGR R AL 0 s Bl
FREALCFRIRL Tk EESR

]

*FFFT F pena iwR

W B I R 2
*ooow R IR RS AT RN 2 R i 4[24 R, 1988] ¢ 3
5 feha i

5
'}';,’—Qllifp‘% %R’Tq g\'mF%

‘../ L

WehkaE 2 LA F 2% F D7 Nk
PR ETERRI A R BPE RO RO LS L RET A RES
FE[Huang, 2000] Az @A ¢ chE £ 7 7

3
T
iR 2 7

B EPo R T RFT R
s B PRD T 7 R e I F AR (corpus) P B Nk aiE 3 Bk
AW R I mk g B L 46 F 43 % 5[Church and Mercer, 1993] - #7124 » jiig B
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PO B RAEFTAREBPERFTT AN FLE-HLAFEFTARERE
FEOFR  ATARAF LS ZEB AT O Y G A AL R (topic
detection) L AL WP EF K- BAIKR L A p ez e » dpdh iy TE
i g (events)4p B e 3 3R H[Wayne, 2000] - P A7 3 4 A 2n 5 T BB 5 (cluster
hypothesis) # 1 s * % f% 4 iz # K 4% [Yang, Pierce and Carbonell,
1998][Hatzivassiloglou, Gravano and Maganti, 2000] > §|* £ § 4p B 1 48 h> 2 £ 5

A0 AR A H A5 2 12 E K (document clustering) it 0 i BATiE 2 it EF &2
Bf c B LR A EmE A A e B M R A e

BRGHFET AT RARG A BATE P > A2 - BATORE S o Tt APy

]

R ERBR CFERARY VT A o £ LEERFE BT BT
. 2@ (proper nouns) % AP M R (T 5 R I 7 FATHE ¥ 2 c0E & 2 4 [Hatzivassiloglou,
Gravano and Maganti, 2000] > &3 < » #-F FF] % 35> P EAR AP M @i F 4o B )
KRIFZAFTPL B3 E o gbob > AT PR “73) 0 TATHE 09 5 (news bursts) IR
Booo HPER IS 4 2 FRF B 2 0 & B R en% % [Yang, Pierce and Carbonell,
1998] - e & & jissm 2 82285 #73) T 3k i7 5 (information epidemic)[Tabah, 1996]
Tk 0 4 BB R - AT BT S SR e % B B Lk e

P M LRI S A R BRI Y s g - M R R i

~

BE AP BT Y ArF R - MR EEAR T Al £ 3 ¥ L[Tabah, 1996] > 712 A%

SEERT TR S
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S ERBT MR

I

BORBT R R B A MM AT 0 AP ARG Y ALY
LY Fr e 2 3 MR EEOE AL L EREF A A
TIMRAARIRFE > FLE- FROES  FiR Y > ¥ st
TR Y AR D AP EF T EARS R ¢ T OUF I o ® 2 i language
model” ~ “machine translation”#% €_¢ < e7“F 7 A7~ B BFEE o L ob

e A PHE 2 B PREOR BT RE T LT > FR AR

oo R AFTEPEL ~ 2o, AP EE T A ts L BATB AR AT F A g0
FREES AR AL RFERD o A 2 I R RPN e 2 > F &
J LR R e e e AT e ko BRI T o PTG R St

G2 = % [Chien, et. al., 1999] » ™ i fp PFfRiA7 < ch s 332 ¢ B2 o [P AT o

A R 2heT DR AP L S E LT v)gkmz‘i{*” %~ F
AL AT G ehe ek 2 - B PAT-tree T4 * Rigs i AR Ash 2 TR D3
P2 U AT ik 2 TR [Chien, 1997] o 3% & PAT-tree » #5~7 it chF ¢ (¥ 5 0

EEE 0 AL 3 S5k 2 P (heuristic rules) T A 2|87 B B F 5 @i iR o
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PRI R AT 8 AR nE R NI F A BB i 5

ek 54 hma L5

[

ERE-FPANMGY P TR R L X
2T F R HNRAEDEREE 0 oii(])

def
R, =mg +0 (1)

B o msfrosh B AT R SENMGE P cnT R fofh B L - F T8

SehT oA s - REF L7 0 F R PR asF Sy Y IR S = L

i

B M ARRE O BARER Nk o A TR RT R S A T ISR

~

[~
P

by

|

He P MM SR EApE Y M eERE 0 4 FREAERN L S

PSS - BRAPREL ogc P AT AT 3 ANRE S P T o0

TfrFRF LRI R A LT P HIMGE Y PERBRE > RyEA S 0T P FHIMB
@ ‘ﬁi_& ]

FEDREBRFIIMERAENT UHEI T I - B EaeE S L b i
Ao F B S s FAF IR Crsir Cos A Bl4r:t (2a)fr(2b) #1771

@ F F
Cys=- ZF_aslog(F_aS) (2a)

a S S

@ F F
Cyg == ) —log(==7) (2b)

28 ; Fs FS
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5 Qa)fr2b)? rafrb A F P SEHBTFHY E- BEF R m AT ol
F o Fs~ Fusir Fsp » W 2.3 8 S~ aS e Sh e g AE =% o 1138 Qa)w &5 af-3)
PR ERTF oM D E - AT RS BAR R TR
CischEfj < F2  FFF 0N - FafEdp ChiEan 0 24847 - Bw
FFIAROPERI L 227 I P CyehEdZiT 00 273%F P L b ioh

TERIFTRAL-BPF AT RIFRASEIZFE T 7N Lb ane

A ALE W E - 30 (R A p e g g .

Wit G igEaz g o L fI* 3% 3P(stop words)F av I B F P p A NSk

R - HBIRE P RE TR - hid g% > Ao R ke @y

MM AT R Y R R e bldo“part of speech” 0 F] P o Bip AT
de 1R

BT F.—}ic‘ Bv Bl Y 2 h 3:;;1{; > ufé.;_k;;;;ggij_
BT JR AT R e o AP R Y LB AZ R ERPEF DN R THRATF B2 T

A A METR > FEIRATF RE e TP NIMaREE o M APs N kaniF e

EL?? ¥R R EE oM E'%”:HEK”LFF Vi R A Y AR AERE 0 Fl AN PE

TREF M T A EE o p A E P 2 FALY 0¥ F (characters) 0 § X g - 4
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2. Ry B [ 695303 » & se il 0 HITd dodi G TR o T ARE S T P ke
AL AR R LT — B A 7 e g -
T 7 ARER
RO FEMAEEY LR ST IR AR BRFE A TR SR RH
HWELFOPMALE 0 BPF R ER S - BEROMPETE -
BT A d N FRPETNE A FAREL AR o AEI H - BT
Hirde T s 2R ez o

BA O APEF - FERPENRGEE S 1 T T 5 E R0 cliques E

8 % & /% [Kowalski and Maybury, 2000]:& (7 #3% £ & o AiF T | 4p M F2 2 15 3)

RSN AP —‘T'J'FJ"B;F" FP%\‘% .—_L %»g‘ﬂ m\:" =3 S Lﬁ&mﬁﬂfﬁ,@ﬁf_

P
=l
Py
N~

BT Tk AP AR Z P S A P RETT PEE 8 R AR

o P UEEALIBRLEY o RG22 * R ZApM AR G5 3 40T o RN

FELR Y NI E LA 0 L R MM AARIELE R A% A
Fo Bhe FAAMER AT S RIT L - B o Aol - Ko HE - 98T - &

Fritew £ (feature vector) » tFE @ F Feandp M AR R { 7 1% Sr 8 g £ F &
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& &R 3% B (cosine value)k B & o 4o (B)frit (4)4 B & T #E 4 i e £ o

FALBROPMAEREE 5 o

def
‘_}.A':[\/Jfl,A 9\/f2,A ""’\/fN,A] (3)
“ 5,
R(4,B) = === 4
7.0l |

F3)? fuRERFF ALY (BB TR DR o N@)P > 2R
A3 A{r B cndF e £ v, {0 v, M ## (inner product) e » A # F84 B E_S B 4 i
v B E R, |0V, %k o 548 cliques iF B iE or i e & LA F B B
FUFEOR M BT B P MARR AR - REN Y - HeE A TR KR

- BREEN o RA 0 AFTAY PREATOMAET AN PFFEREAT

B E A - RN R A TR 0 I bR e R IR R hip AR R
FHEZEEERC AR R E 0 £ cliques F B F Hp i PH A

BAzk o hhe TS BB R Y R AT o

B A4 LSI(Latent Semantics Indexing)Hc ¥t b it e e & #77) = e
Faig-Fpc, 2 M 274 B &4 2 (SVD, singular value decomposition)i& &
[Deerwester, et. al.,, 1990] » ¥ M A~ fjE= = BEL > T,~S, fv D, & 7
M=TS8,D, s reT,fv Dy 5 Mz ~+ % B % £ (singular vectors) #7735 = eh4E "L
Al aw i txrfed rotfod » % 5303 o feniicp > r B G EL M ot

(rank) > @ S, 5 — B % -] 5 rxr ¥t & 24" (diagonal matrix) » 2 4 & s+ eniE &
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M ¢4 R i@ (singular values) » £ iRJpifipt e SN o FAPE BT - Bk
e M o k<=r > i & 18 M ¥ M b T+ £ (least square error)d 1T 0 ¥ 4B~
SoeRbam kpHRE A4 - B2 E kxkaiTEL S BT, {vD,» A
BB~ k B (7 % £ (column vectors) » A5 2 5B THo D % | & 8] & txkfedx ko 4F
M T d M=TSD' 35 85| o ait * LSIHiinty & 842 & i (7303F cdp i
R G UMM KGEREN MME S 3 0EH e BB AP o

(5)#+4 7 >
MM'~ MM'=TSD'(TSD')'= TSD' DS'T'= TSS'T"= TS*T" (5)

a5 cd R D P hiEe B g3 5 H =1 2 (othonormal) » DD’=] »
7S A ESET,S=S 41 MM'=TS’T' 1% SVD B~ % 5 3% % 4 (latent
semantic structure) s > @ F R AL F) L X M GRS A E T F Ao a PR R

s &1 | ed BAp R 0V L EE R L ahis B B [Deerwester, et. al., 1990] -

p—ﬁ-l’*l*

—t—'—k s 15{«; Chques 3\%/’5’9 /2- lb y F\ ;FE _}-4-/\;“_'—‘?' T"J ‘—L% IZ;#;{L lfﬂé, ﬁ Féﬁi
el T AR c BRI BEFLZFF 2B Ak a2 4

y A X

Heehd BRI AR PEE MM G 84 ¥ &3

I

ER A SR N
B AP ARG BEEAOFR SRR AL ATES 4o T A AN
BC-D-EqcF = BB FFEY » &Ipv P i A 87 cliques 3. & > 2 &

EX Xy B BEELEL o iz BEEF > ZBFFEA-BICEAMF a2
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FEVHOEEXFH TR A DA EXGF TS B EfcF ek TG -
B G APTHRX XSS BEERFEN > RENFIDEELLF Y

ERE (=l A e

X5

Bl X frXod BEF PR > R anE BT & 8 hm LW

i MehE B AILS 0 VU ED - B AR Y R AR

B AP AMP AP EE - LR RApMARR R i

3
¥ 5 LSI en4p B & 35> ;% [Deerwester, et. al., 1990] » 4o5%(6): 8 £ B X475 %~

Ship M AZR
Ry = yTSD' (6)
RO o xE-BERE y=le,e,...e] 0 F- BAE A A - BEFIFFAL
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MILBAF T BB o 50 BRF 2 DI BAE s AN & -

- MEFFENPTEI G 50 BB K G IF R A

XR|F L NIBAFX| X B3P 2 IR A =
1|parsing 209| 26|parser 80
2|speech 184| 27|probabilistic 78

3| % st 175] 28|# 3 78
4|sentences 141 29|3#% 5 78
S|lexical 138| 30/knowledge 74
6|mandarin 134| 31|32 74
7|speech recognition 132| 32|chinese text 73
8|7 & 131 33[#% % 73
9|semantic 130] 34|semantics 72
10|corpus 129 35|corpora 71
11|syntactic 107| 36|used 71
12|recognition 106| 37|®F 71
13|data 105| 38|discourse 70
14|~ 47 104| 39|/ 70
15|learning 102| 40|dictionary 68
16|/mandarin chinese 97| 41|problem 65
17|sentence 97| 42|~ % 65
18|machine translation 92| 43|corpus based 64
19|words 92| 44|design 62
20(theory 87| 45|information retrieval 62
21|rules 84| 46|syntax 61
22|models 83| 47|generation 60
23|phrase 83| 48[FEM A 60
24|73 3% 82| 49|/ 60
25|classification 80| 50|character 59

BEFRPINRGPELEAFFT ABER c 2F@F Dcliques EEPF o AP AL

Bk g A g e 858 SVD it e £ kB 5 30060 %

120 2 (7Ap AR R o B o BAp B AR R 0l BX 5 04> 5iF cliques 3 2 5 & &
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B 0 A B2 B L B enlicp 0 Aok 2 4 o

22 PRAMAEBRGE S ZEFFAT AHEARTEIGEEEP

Original SVD SVD SVD

feature vectors |k=120 k=60 k=30
cliques # & 65 78 85 74
wEeH 27 34 34 32

KEd ¢ v BRI EE SVD AJE dhicliques A 8 #ich iR L o e &
5 0 B LST g B diGsd 2 S AP e E 2 F R Bl A2 R
cliques & o Tyt » i s SVD AJE k B 5 60 chdfice B2 FHRFAAM AR
TE o BTED 34 B EE TR E- WD % 0 i 34 B EAE A

F V- o

FEERWE LI HEREpRMARI FF LaRTFE 2 E o KR 12
7 7 ‘machine translation’ ~ ‘mt’ ~ ‘8 B X9 F ;A 2 i B 18 ¢ 27 ‘word
identification’ ~ ‘word segmentation’ ~ ‘%73 £ 3 o ¥ LB 2 }}? ePEE LA~ h
TEMRVTUERY frEABE T ORI RAL > 8 T I FEOERY G
PIHARM AR E RRATK o B o KPS IR AR T U R kA - B
PR T AL B3R I EE R 29 RARA LAeEA a2t
HeEFameF B mE g ApME > A 27 0 KR AP G F487 s

TAA 2R KB T AEIIELOMEE R R ORI A Ea g M
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il baitd MM TR

23 |A A, A, 3, 1989 "3t 4, 5 At iFiE - B A Y 2 g o

R R, UL, B, 1991 " Jie e iz £ EH -0 ¢ v A LR 3F 2 (ICG) 5 +
S| B WL B, e g
B2 20 1992 g 3F indo i t b LA -G Y A b b iRd L
WA, R, MG !
18 chinese text, 1994 "Chinese-Word Segmentation Based on Maximal-Matching
L chinese word and Bigram Techniques"
segmentation, 1995 "A Unifying Approach to Segmentation of Chinese and Its
segmentation, Application to Text Retrieval"
unknown word, 1997 "Unknown Word Detection for Chinese by a Corpus-based
word identification, Learning Method"
word segmentation, 1997 "Chinese Word Segmentation and Part-of-Speech Tagging in
words, %73 One Step"

1997 "A Simple Heuristic Approach for Word Segmentation"

22 bigram, class based, 1994 "An Estimation of the Entropy of Chinese - A New Approach
213+ 5% 3 |clustering, entropy, to Constructing Class-based n-gram Models"
% #3) ¢9|language model, 1997 "Truncation on Combined Word-Based and Class-Based
el language modeling, Language Model Using Kullback-Leibler Distance Criterion"

language models, 2001 " * REBEE B A A2 F T R LEERY v 2 3

n gram B

BRI 0 A BT B RE AR - - g R

S0 T RS AR R AR TRP o A2 LB At S

Meaead g k2 A G2 7% > 2 v ealicE 43452 & ROCLING #3 ¢ @
FHER AV NBRBEYP I EEZ TR SRR N SEE RSN SN LA
FRPIR S F BN FZ I a - E L RRP PR R

E AL 45 B AT -
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AT REY AP FRFEFTEFTERT AT R M G
e FldA AR N A ERT S F 3 R RARAAAM DR L - G
oo P REIFT N B RS it [P 422 - [Lenders, 2001] 0 @ H # B

BRI N ep Bl R st N s TR B EABE TR RIS .

Lo s Bl M A E R N

B R Ik TR
12 'bilingual’, 1991 "Lexicon-Driven Transfer In English-Chinese Machine
# % %33% |'machine translation', Translation"
'mt', 'transfer’, 1992 "A Modular and Statistical Approach to Machine Translation"
" E (F 728k 12400)
32 'bilingual’, 1995 "THE NEW GENERATION BEHAVIORTRAN: DESIGN
# % %53% |'machine translation’, PHILOSOPHY AND SYSTEM ARCHITECTURE"
'translation’, "% B £u:8' (1996 " /i ;9 fsii: Pl ep H AR
2001 "Fegt 3¢ R S R

il P EFE TR T RIL N % § 5 3 B 7 (orthographic languages) » 1T #
KT AL K2 A3 EE T 8% £ 148 o & ROCLING ¢ ~ F 4
PATE ISR T AT E T CEFSRLNE GG 62 B (R

I FAPHEFTERIEFF L AAREF A FS 62 > T8 AT
WAL L FEIFAI AR BABTEAREBY o AT > T HET R

R A LA BTGk 30)E BE R L (B 3R B -
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2T B RSP M AR R R 2 AP R
LR REFE M TR
13 dictation, 1993 "RIFEE 5 PR WEHERE T WA g S 2
¥ % $-3) |large vocabulary, 1994 "BIiE S #Ein e WHE T Al A Fa "
F AL Fa s (1995 Y g P W RF R B L EF AR S frEE 2
1996 "RIFE 4 yand FAERE T A2 v WalE g,
17 CENES S 1999 "BI3E % 3E5F F SRR W g Rl H e
% AR IR, TR (FF 28R 17400)
7 hidden markov, 1998 "Speaker-Independent Continuous Mandarin Speech
BB 3220 |maximum, Recognition Under Telephone Environments"
robust speech 1999 "M T3 5 PRl L ki A2
recognition, 2000"E F REEY A B CVIERZR AT ES MR
speech recognition "
2000 "5 L $ R b AR H0) 0 BCH 2 R ERAEIE S SR kA
30 speech, synthesis, 1995"12 CELP % fA# 2 ~ a5 P SpER L2 A 24 &2 1"
FRES | veES, £, 1996 "PERE L Bl AF R AP £--— BREFR & GELE X2 AT
A, R &, R, e
ﬁ%,%%,ﬁl'\ 1996 "% &>+ ofsiF g i @ Loy
31 mandarin text to 199" S# S ERF S EEATHEEFHEF ) 4 0
%% & = |speech, i’ifé%"(?"—%i’%l% 30 4p B)
pitch, prosodic, speech, [1999 "BIE * s S F 5 k2 AT (F F EE R 3040 M)
synthesis, 2001 "Pitch Marking Based on an Adaptable Filter and a
v oES, £ Peak-Valley Estimation Method", (¥ 7 &2 # & 31 4pB)
EFERETEAREY O FRaR AR BEL TR BRATHOLIL A
dONREERERAT I ERTEA AT S LAY LGRS L A R
e FRAP T EF R s hERF s BT AR Ao E A
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25 csmart, databases, 1995"g & x B9 22 222 geng il 2 FAR SRS

T 3k % |document, indexing,  |1996 "&F % (Csmart-II): 47 £ A e 5t ¢ = Tk & & "

information retrieval, 1997 "An Assessment on Character-based Chinese News Filtering
retrieval, Using Latent Semantic Indexing"
text retrieval, & % 1999 "A New Syllable-Based Approach for Retrieving Mandarin

Spoken Documents Using Short Speech Queries"

9 document, hierarchical, [1993 "¢ % 2 & f & 432 3"

2 i* & 4 |text categorization, 1999 "FE ks s\ 2 i p d o 2 FHCERE T
N R 1R 2001 "EACFER A SRtz gy BAGES R
v SRR, ik 2001 "if et 4k s

28 document,

2 i* & #F |text categorization,

ST ARA TR AL - KR RF T AL L A
Mo KB AR P B L ke f,}lﬁglg,gk—g_gmhg@fpvw,qq%ﬂ J]:LPF%]Z:%
PRERMGEFESE > DK I ATE R LA AR £ ] A

EAEmT P o NP e 2 ik * F] ROCLING #731 § cn = ALt o 8 B

21

HEETEAFOER T A RERTER TRV UREFREDNY 2 frm
AR > TED IR EE R RR Y VAR £ RG] AR o SR
SEAHFRRET AHT RN EZOV AL KFTEEY 0 APL FRIEE
TEPTRFART F RN Nk OPE A § s E

;%':'gl}{@;f Tt RAM 0 A At EEGN ) o ARG E wivE T
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