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A RBHF S NHRT 86] Tt 5 EoujFd g s a 2 pTA WA o b
4o T i Topes w84 -Tig 4 ;]'J{;};]ﬁ B Af\ﬁs& ¥ - @@
BAL > bl TRER & Ty A B0 AT TSpity 7o 0t 20 a B R e g
Pied g # TR g 2t P S R 5 10T SR S48 T v 7 (Acronym) -
% & (Blending) 5 ~ T ¥ = 437 /# (Back-formation) 5 ~ T % F (Borrowing) 5 ~ T #§ %3
(Abbreviation) y ... % [#E T 86] -

WA T EEN P LA LY F e AP R WA ETAY &
PR RN G A R RIS S R RS R RS A B[P ] o g eh s S
PP RERFORTERE - e Y REARFTELEFZ V-2 AT g R
SGRE R R 0 e T g (energy gap)— 37 0 F = AGERE YO ILAREH @ 5 et
F e Tk My (optical energy gap) » o *t TRty PEE 5 2 a3F & 0 FIM R

TaiTE o X blde T3 &3 ) H 0 ampl v ﬂ:IR",;K%L F'® = B, (histogram)t 4 5

2 Tg =2 ) ABEY T b oL B8EE o F TR a - T

FEHFTEFRT T e o A PRELCENRLI AT E 2 FIR L E N,z -

3-2 PR
§O - B FERT LF R B LSS TR E B 0k [Sproat90] > Flt o Ak Rl A & R
BRI ANZ PR RN F B R o FRR 0l & Lt S £

2 g N 2= N 24
LA LFH HEFE AT R L b R

PR R ] BT AR A P A PR B TA o A DEE R

BBEREFPEF 2RI L B od APRY PRI



P e P B R RN R T s A PR O F R

’

G pEF LT v ARG A TRl T2 T 5 0 Tdg ) T3 ) TH
PR, B B o PE LB BRRLEE] T T TR T, TR, T2,

FPiE g~ T T2 T AT TR, TR T, 2525 R

FzF ) Y o BWERFE o Tl iBA ke o X0

= F .§E(C1C2C3) VIR S H RS F A BE NPT ;‘“’f#’* %% T =

~

i
aly
‘N.\,

2R F B f - ):

F2 3 m(ao) B oo BAES P o Bl B E AR 0 £

Z 3 l(ercocy) MY CH A F A BE S AP ARE A4S S A 2

mly

3-3 &2 B
FEFFZFES AR A A LR e TR R e THP R TR

Wl g ¢ B L B AR R Bl AT D (BRI 86) 0 F 2

2

PHPRFE ) ¢ @A77 @7 FFE c PEFPHEST T €3 3044 - uAPR

FRAGRFE S BRMFEFI VALSHEB P REEXE3TH O HP PP EI TE G R
FRAE R 0 HE R PR S AT OB IR o B R Ao s L TE R
BIHPE, L3 FRERFFELIGFET §F A0 AL c APTY HP PP E oA
B EEEAAAFRIRMDEN > TR F BehE R -

N

HANPEE THPFE ) A PEAvT oGk HEF i e
FEEAARORIANEAPEL THPF o THPF R85 THPFE o R

1
p
PAPESHPF A - LKA HPFE A LR R

(HPFPERR - ) L FEH LR F > ARSI i o

26



(HPFHERM ) PEFLEFEA L HEALTE -
CUEFT-PIEDE ST -FIETEEE I FES S-S SR E
RRI- LA PPREHP T bR e R F - ¢ FE LGRS AT s
Mo REHPRORILRR LFLFASFLANLG SAY 2 J A
AT A - G RRIZ LAt F T o Apga T oV MR E R
e BT kRO e B2 GF 5 2P R

Rtz BRA APPRFESPEF G Mo T Fat  Fe Pz Fa s

I L NN RN - B

P

EERRCTRLE-FELE AU INRLE PR FE sl R ek F LR R P
FAREPAES BE o ARFPFEANTOGTLFERLRA- FRAZ - A0 E

FRTVRFABUS FERLSFEAN 0 bl T fo TR Ty ) 8 feig

Pa g Tp g a2 FL#REAT-Th 0

~=h
®
9\
Ciﬂ
A?’
=
-
=
e
>L,

By ALk g (g k2 §RBTE PRI AR ) Ba Tk, aipag
B E 3 e A RN AR g enE 3 > P A8 Y TR duaf s 7
PRl g P F R TG AN PR B3RS LR R A E S

ERERFEZRET T A iﬁgf}%of—ﬂgﬁﬂé?']&tﬁﬁ%@ sz b THw TH

Arged 3 TH o Z AT HE > HHB PR RE LATRNBF M AL b 4P
FHRoZW T g APRIEFBIE T X3 gFHod Tenyp T2, 7

AL BAREEY CE2 BFhA R Hig v dpk 0 B ¥

-\E
¥
o
v
e
Pl
R
4y
sp:t

PR g RIARE G50 e NP oL - - Thegpon , Tsn 2y Tlssp 4 4

AL

Flet A g WL AR i R T

27



=5
)
N
e
piii
B
4
¥
\ nnd
.
A
S
4
[
Ty
£
=
>_L
N
b
=
.
Pt
s
d.rx
|
)
b3
v
P
Ly
R
\ nnd
.
A
S
[1.59
£y

;C

2N
ETIRS
-ﬂ\y

/
1,
|
S
Ty
FHr
W
)

IR F AR S):

Fo FEAFREY F NN HIA Y w2

fu

mly
)

3-4 R B%A AT

At AnE R Ed R AW Y AP LG A LR T TR
AR A TN 3,646 B A L 0 kP FRAIBFAT A FTAEZ T FIRFAT A F
WPEFE T FARKT LT FAF BT FRERET DI EF
WL ATFMFT G s TASBE TR LA T TR A R ko AL 3,646 KA L

< ¢ _4:.”}3 1,163,928 5 » # 422680 B # fp e » hth~ ¥ w8 = @ IFiTR Y

B> &«c 4 :}E"B":é ’ﬁ 1,058,078 [)F3 %ff. ‘:E_I__:;Ei 956,046 B = , _j_d_ 47 e rﬁ%:}: P

7 110258 B > % Fpen= F 23 344,585 B o F 2 MM BAZE T X T 2 35 Bt kAL
BY chfEF ez et 22172 B2 32,119 o @ * 37 Rers B A B iv 5

AR KBRS oo B9 2 51 48330 8 G 0 11,558 82 5

APAU KT IFPERLHEFIE LT F

Ly
\‘#
-n \‘
%t«
4«&
?ﬁ'
;.,ﬂ\
Ly
%
™
3
Ly
>_L

SR E L S = aX. .

FBL AT,
E N
= 2 P FEZ R
AR =T (32)
ATEIZ3Y
S o Er 2
N DS TN A BT L )
Gk N REE ¥
&t I FE 2 4t
ét;;'ﬁ:’_ Qo T _‘_?4 — SN (34)

FH? 2 FERY G N2 ARG 1246 B0 5 TR

G

0 5Bk P AT E ) ke

28



SFesg 761 Bz Fe o B Ramahk g 707 BATE o bldeo BEEF o PHEE A
B~ F R EE BFhi G 56 B bldes JI* B~ FARNE > FU AT R B
TP REFE_9299% 7. v X F_56.74% 4B 3-1 o

EEPR T R E IR R R T LR B PSRRI R

R
Y

BFEALY T - TGS DA R fUR I B RE F R {2 Ol
o FORSES AN Fo AR PAESZ T Y AN T AN T -
R Z G e FlA X Bz F e e F BB - A 0 X 2hArg AT
Hd PR G RPN BREFNEL A 2 bde T A T WE 5 F o

By #\ﬁfw F Y FF T Ed FRNRR R DT REE e ok T
AR U T el etk S SRR e ﬁ?iﬁﬁﬁ’?zﬁﬁﬁv—? RN I O e S -
Roat 22172 BEEF e B¢ 21399 B g B e o IS E2 R FhiE R 0 %
15884 B g fwdifmdi ok » B P 15882 B frétde > T AES 99.99% 0 7w F 74.22%
DB32c Sz §EEBER 2 1T 31358 B F e He & § 30858 B P

Rz 3 R AR GHRZ DGR D 21231 B2 F e H Y4 21213 B A

Ty

T T AET 9992 72w & 68.74%0 L B 3-3 °

100.00% - 92.90%

80.00%

60.00% - 56.74%

40.00%
20.00%

0.00%




100.00%
90.00%
80.00%
70.00%
60.00%
50.00%
40.00%
30.00%
20.00%
10.00%

0.00%

99.99%

74.22%

B32: E3etmqéhrmiyrws

100.00%
90.00%
80.00%
70.00%
60.00%
50.00%
40.00%
30.00%
20.00%
10.00%

0.00%

99.92%

30




4. A T RBEFRIE

4-1 15| B LR R

BN S A AFRE 0 2 LY 2 VR R R Y A 0 TRk AR

RIFCenysel = 2 K287 000 L PR E 2 AR S chi2 ] o ¥ - S B EE 2 2 A7 7

B anE R eng it o F A% Z IR DEERFFE AP G e TR G PR

d SCEA A e ¢ i) g PR e B (multi-layer feed-forward with back propagation)£ 3

BY IS FE ~ A E P [Zurada 92] 0 F)pt AP F TP R A B RS SRR
%%’Lﬁ*?ﬁfﬁaﬁﬁﬁE$°“W€“E*“%%§%*@@@$&’f

2 g & A% 2 4 (full connect) 2 bt’%] DA 2l A4 SRR S

g * a7 S fic(hyperbolic-tangent function) F 5 f& 4% Sofic o @t S#icE 5 s 3

PengB VRS AFEZPA N GAFEL ) S8y p REART D f 21

Sl B AR B0 B S BBl A[-1,1]2 FF o

42 BHE P

MNP AE T P F eI RS TP AT RF BN S LEP AN

PR e A B NI KRR F RS K T

(4.1)

BY T(Gy) #7 %R 5 10% jBFEG IRl F e/l
(1) #p ¥ & (relative frequency count)[Wu 93] 4_#%-F e =t ﬁt‘ﬁ TR F

FT E T2 ke 2 2 (4.2) ¢

m:ﬁ (4.2)
K

HP o {Q‘F,{)’;; ez B R ¢ g% | fl%ff-,féf'_’ﬂj{rijﬁﬂﬂiiﬁ,:iﬂt’Ki{iﬁﬁ)i;é 1
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(2) #p B & (Association)[Sproat 90] #_& 4 F

P(ab)

A((lb)z IOgZW

(4.3)

H¢ Pa)~P(b) A %R 4 ¢ >3 ag bl s oPab)it & B3 & ab i B & o
Pt - # B F P() s PO)ES O] S 0 Adab)F B R o 2 F i
B & A(abc) @ & & ¢

P(abc )

A(abc ) = log , P(a)x P(b)x P(c)

(4.4)

H¥ P@) P(b) “Pc) # it P 2 F a-be ¢ B F > Pabe)B| it % = F % abc
ZERIEEN

(3) &+ 45 [Smadja93, 96] % 4o

2P(x=Ly=1)
Px=D)+P(y=1

Da(x,y) = 4.5)

#¢ Px=ly=1) £¢ <3y ?ﬁ&?%’t‘ v 3 x NI F o P(x=1)22 P(y=1)R] 4 ] £_¢
v F Xy MM ol FRTERE L LM A Ko § PRx=1)g P(y=1)%"

ol iz o RIS L A R E AR o 2 F Rl L LR AT

3P(x=1Ly=Lz=1)
Px=1)+P(y=1)+P(z=1)

Ds(x,y,z) = (4.6)

HY Px=ly=l,z=1) 2% * F z B52%F xy DR % > P(x=1) ~ P(y=1)2 P(z=1)p]| 4

WA v F xsysz IR o

APHRE e M IRchs g 0 P R R A F BT A B o WA R ACT

H_L(Gi)=- ZP_L(Cj)IOg rnP _ L(C)) (4.72)
CjeLN (Gi)

H_R(G)=- >.P_R(G)lograP_R(C) (4.7b)
GieRN(Gi)
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P L(C): T(J?ZC_;)GI) (4.7¢)

T(Gi-C)) (4.7d)
T(G)

P _R(C)):

#¢ H LG)E HRG)A B k£ F 2 G ehzF8 L% - LN(G)® RN(G)4 &) i % F

2 Gz ApF ~ R R AT~ & 0 P L(C)E P RCA#» B[ £ F ~ G &
Gz ApAF A F AT RS > B A L B L RS o

B Y A PERSS A F e ap IR S R S P N B D

BolFA2T o ARBFELET 2304 03] 005 2 F 0 pthaa AT T

g B oom Z Fleaplf B A T4 %178 £74 F (Normal Distribution ) »

THE LG FHE G 0Bl F 20t Hpahh R G T Fpt AR g Ly

—u

MR~ 2 E TS kS o FR TG P BB ARE S PRAET R
B v w iE P~ (Sequential Forward Selection) ~ Generalized “Plus 1-Take Away r”
Selection[Devijver 82] - & #_h RFHcE L B F357 i) » 7 L if - & 4k Sk
b 4e % 275 #c(Gaussian Distribution) ~ %% ¢ 3 #c(Sigmoid function) ~ FE4* & i+ *7 S #ic
(Hyperbolictangent function) % #-1& 3% &2 & % 2540 10 g de o f]% p & P HCE P E T

QHPDIIOTH A ARTE L e T ] ho

4-3 Ry A

BT A £k him] B R B FER B o v i B (Likelihood) i 2 fas 47 1 i
[Duda 73] ¥ ii B B30 A% - B R, T 284 il o AP * chv i B
FHCl A & E ek Wu [93]974% &) % A0 B3 Y A7 £ 39 Dk o Wu AR Bt 5N 4
s APEHIE S B AP R > Pl 1 R B AT Hehs § 0T 5 F A R F e ey

2
ST o T A Wu AT G 2R R s S sl

f(A,R|Word) =

1 ((A—/hf o A )R- )  (R- /”)J} (4.8a)

2701 -7 p{ 2(1-r7) G'm lozler or
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f(A,R| Non—Word) =

A—pa) G Ma (R - /1) (R- ﬂ) ]} (4.8b)

1 exp{_ | ((
' ' ' 12 2
27Z'O'aO'r\J1—V2 Z(I_F ) O m O-aUr 0 ,

HY AfeRASLAPH A Z A S ongdice BR A RBELEWFHA G - A 1,
RPsp 3 weriphl B T3od s 1 A3 eaiphl B Lol 1, AP wadp i
AT T ol 1, AR E R enip I S Tl o, AP nad M RARE L 0 0,
AT e ip MR L > o AP Bl SRR L o AT e
AP ¥R SRR L o r A AP R S ARSI A B Ghlk o r A2 T AR
B SHIE S hip b Gilico €A T B Slicll > MBS Sk~ HHET R SRR
EH log A ] % PHEE Tim B BB 23088 > £ H_log A % % Ty BB 308 > h %
S Ty 3R E A0

SRSty ST P IS R IR AR 2 S EET S

% ¥ v 1% & Jofi[Duda 73] :

! Lo s
S (x[word) = WGXP{—EU —H)'X(x ﬂ)} (4.9a)
U =E[x|word] (4.9b)
Z = E[(x— u)(x = p)'] (4.9¢)
1 el

f(x|N0”—W0”d)—WeXP{—E(X—ﬂ) Z (x ﬂ)} (4.9d)

' (4.9¢)
1 = E[x| Non—word ]
S =E[(x-p)(x-p)] (4.91)

He x & - B+ E[ALHRH] > A~ LH & RH A~ & £ 40 B ~ 25 & 9% e
B THERMNZ FEILFELG 0 p FALPET B RTIE > u=[ua U
th Mru) A Min Ura AR EFEF EOMAE - 2 HE LT y B
RA R T IO o = A fm Lrul LA foim (L ra A B R 2E
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FehT e o Y AN AT e B G lced

AP 434 FREADIFFEL T F RITER L Aamti o F b AN 1R
7. v & (weighted precision recalLWPR) L 5 7% >
4\1’}%} F%‘?—y—WlX B:-—f +W2X%.‘?"_,, (410)

Hd W B W 3 KT A2— e

AP BERZ A2 Z hF R R L VRFAL > A B[R T AR S A

3
Y
%’i{
¥
A
5

FATIE P o AP M AR LR AP S B B 0

& Wl

SRMCH ATHETT T AR F RS A G 3 P RT AL T 0 4 M e

B PR BSOS B BETSES T BT B K

AAAH SRBEERES G 0 d MR BRI 2

EAL

%
&

Ltz B A — ] H e i o Mo e B B 11[0.05 5 0.95]% [-0.95

-0.05] > F] 5 0 tig@ifippe? » 00 F (8% o Ft @@ 0o 3 AP X hiE A+

2

B oo R LT e g Sl

0.95-0.05 .
f(x)_m(x—mln)+0.05 (4.11a)
TR * S0l
0.95-0.05
fx)=———"—(x)+005,ifx = 0 (4.11b)
f(x)_w( )—0.05,ifx <0 (4.11c)
max
Fla g AR RY Z A T SRR BTG - B

Aot e SRR S B85 [0 1] F A E A T PIAR S 59 R

F A

=

HEA S T PR & 2550 R 8705] 0 5 SFR K a0 T 20 o
Bl4-1 EAFE? FPEE Tard Tim P 5540 SRRFEE 7 0 B IS
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09r full line : MLFF+BP(2 feature) .

dotted line : LRM
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Fecall
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09r full line . MLFF+EP(3 feature) .
dotted line - LRM
08+ 1
07+ 1
06+ 1
S
2 05¢ 1
o]
T
04+
03+
02+
01
D 1 1 1 1
0 0z 04 0.6 0.8 1
Fecall
B42: =% I H Bty Y B
TR FRCE | A SRR E | A SRR
(= fano) (1 fAsFne)
TS 16.329 13.689% 18.97%
7w % 59.3% 63.32% 77.89%
be SN RE L WO 37.81% 38.59% 48.83%

% 4-1 = 3 @ E P v ik
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full line : MLFF+BP(3 feature)
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AmT D - BAFFESY AT TR NP 2 2 Bl ks BT
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Abstract

This paper presents a Chinese parser which has been derived from the Chinese treebank
developed at CKIP, Academia Sinica. Contrary to previous approaches which aim at the
conversion of a treebank into a parsers, we do not derive phrase structure rules of any type.
Instead, the approach chosen relies on a fuzzy pattern matching strategy in order to extract
relevant examples from the treebank. Via a set of adaptation mechanism, these examples are
merged and modified so as to produce the best parse for the given set of examples. A detailed
description of the parser is provided. The different modules of this parser are evaluated. It
is shown that the parser is not only efficient and robust but provides a reasonable level of
linguistic adequacy which can be improved upon by restricting the application domain or
increasing the number of examples. Competitive approaches are presented and compared to
the proposed approach.

1 Introduction
1.1 From a Treebank to a Parser

The Academia Sinica (AS) disposes of rich resources for the automatic treatment of Modern
Mandarin Chinese, among them the manually tagged AS-corpus of about 5 Million words
(Huang and Chen, 1992) and a lexicon containing about 80.000 words described with respect
to their main semantic and syntactic properties (Huang et al., 1995). With the help of a
rule-based parser (Chen, 1996) a treebank of manually corrected sentences has been create
recently, containing about 40.000 trees (Chen et al., 1999).

This paper describes the attempt to reshape these resources into an example-based parser
which ascribes as detailed information to a sentence as can be found in the treebank.

The annotation guidelines for the treebank and a sample of 1000 trees can be found at
http://godel.iis.sinica.edu.tw/CKIP/. One example tree is reproduced in Fig.1. A
BNF of the tree structure is added in Fig.2. While the semantic role labels are almost self-
explaining, POS tags are more complex: Tags starting with N refer to nouns, starting with
V refer to verbs, starting with P refer to prepositions etc. Additional characters develop a

finer classification e.g. VK1 is a subset of VK which is a subset of V. The current specifications
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comprise almost 200 POS tags, 45 phrasal labels and 46 semantic role labels.

S(experiencer:Nep:"tal"|
Head:VE2:"xia3ng" |
goal:S(agent:Nap:"gelge" |

epistemics:Dbaa:"yi2di4ng" |
epistemics:Dbaa:"hui4" |
Head:VE2:"shuol"))

Figure 1: Example from the treebank: he think older_brother certainly can speak

<top> ::= <ident> " " <cat> "(" <tree> *( "|" <tree>) ")"

<tree> ::= <role> ":" <cat> ( "(" <tree> *( "[|" <tree>) ")" | ":" <Word>)
<ident> ::= {00001, 00002, 00003, ...}

<role> ::= {agent, theme, goal, Head, head, epistemics, ...}

<cat> ::= {S, NP, VP, PP, GP, Nep, VE2, Nap, ...}

<Word> ::= {wordl, word2, ....}

Figure 2: The Backus-Naur Form of the tree structure.

Comparing this treebank to the Chinese Penn-Treebank currently under development (Xia

et al., 2000; Xue et al., 2000), we observe the following main differences .

| | Penn-Treebank | CKIP Treebank |
Chinese character simplified traditional (BIG5)
size 3.289 sentences 40.000 sentences
domain mainly economy balanced, mixed
average sentence length 27 words 6.3 words (cf. Fig.10)
word to character ratio 1.72 1.87
word to POS ratio 1.10 1.14
POS tags 33 200
syntactic functions not for every constituent | 0
semantic roles 0 46
underlying linguistic theory || GB idiosyncratic
empty categories PRO, pro, T(race) ... not used
branching deep (almost binary) flat

Figure 3: The CKIP Treebank compared to the Chinese Penn-Treebank.

1.2 From the ”Ultimate Parser” to the Nearest Neighbor (NN)

An example-based parser, in its most simple form, consists of a storing and retrieval function
that returns for every learned sentence the associated tree-structure. If for every sentence

such a tree-structure can be found this parser would be the ”Ultimate Parser” (Sekine and
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Grisman, 1995). It would be easy to implement, efficient and easy to maintain. Unfortu-
nately, with large or open subject domains, such an idealized parser cannot perform well,
an insight which let Sekine and Grisman return to more conventional parsing approaches.
We think, however, that the main idea of the ” Ultimate Parser” may be retained if we do
not require exact matches of the Input Sentence (ISs) with stored Example Trees (ETs) but
content us to retrieve similar ETs and to adapt them according to the kind of mismatch
which has occurred.

For this purpose we employ the so-called k-nearest neighbor classifier (k-NN classifier), an
approach underlying paradigms as Fxample-Based Machine Translation, Translation Mem-
ories and Case-Based Reasoning (Collins and Cunningham, 1996). According to the latter
approach, a new problem is approached by retrieving similar problem formulation from a
data-base together with their associated solutions. In a consecutive step the old solutions are
adapted to the new problem formulation. This approach is considered to result in efficient
and qualified problem solutions.

Transferring this approach to the task of parsing, we can identify the problem formulation
with an IS to be parsed and the solution with the stored ETs. The adaptation consists in
modifying the stored ETs there where the IS does not match the ET.

1.3 From Generalizations to Fuzzy Match

If we accept differences between IS and ET, we may try to find out automatically, or via
human reflections what this mismatch can and should be. For example, we could allow pro-
nouns to be matched on proper nouns and vice versa. Predictions of such allowed mismatches
are called generalizations and are commonly used within memory-based NLP-systems, e.g
(Brown, 1999b; Brown, 1999a; Carl, 1999; Streiter, 1999). Due to the pre-definition of such
generalizations, they can form part of the indexing system and, as a consequence, matches
can be performed efficiently.

In previous experiments (Streiter, 1999) we could show that a still greater degree of flexi-
bility, which cannot or should not be pre-determined may improve the performance. It could
be shown that a retrieval requiring strict or generalized matches cannot compete with a fuzzy
retrieval that allows for substitutions (an incompatible tree slot, e.g. a pronoun matches an
adverb) or deletions (a tree slot is missing, e.g. no time adverb in the ET) if adaptations are
applied in order to handle the mismatch. If, for example, an adverb substitutes a subject
pronoun, simple frequencies collected during the training of the treebank allow to overwrite
the labels associated to the pronoun by the most probable labels associated to this adverb.
If a temporal adverb has been deleted, the adaptation inserts this word together with its

most likely POS and semantic role.
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1.4 From Generalizations to Exact Matches

Generalizations are useful if the set of examples is not large enough to cover the input:
They help to increase the coverage. As could be shown in (Streiter, 2000) however, they may
threaten the reliability, i.e. the capacity to correctly retrieve ETs once learned in the case the
generalizations lead to an ambiguous matching of input and output. In such a case we speak
of an over-generalization. Unfortunately, over-generalization can hardly be avoided as each
word behaves differently. Therefore, in many memory-based approaches, generalizations are
stored in addition to the original ungeneralized form. If the match with the generalization is
ambiguous, the system may resort to the original encoding in order to resolve the ambiguity
(Bod and Kaplan, 1998; Daelemans, 1998; Daelemans et al., 1999; Carl, 1999).

2 The parser from a bird eye’s view
2.1 Training

The training phase consists of two runs through the treebank. The first run aims at the
statistical acquisition of weights which describe how strong a word or its POS is related to
a syntactic pattern it occurs in. In a second run, the trees of the treebank including all
subtrees are indexed. As indeces we use the words and their POS. Each index is associated
with a weight which has been calculated in the first run and points to all trees in which it
occurs in. The indexing technique is called an inverted index (Grandy, 1999), a strategy
used otherwise for full-text indexing. This technique in not only fast but allows also for the

required fuzziness.

2.2 Parsing

Parsing starts with the extraction of £ ETs, summing up the weights for all ETs referred to
by the words and POSs of the IS. £ ETs which accumulate the highest sum of weights are
retained. As not every position in an ET has to be matched by an index (word or POS), the
match between the IS and the ET may be inexact. A mismatch does not block an already
retrieved ET; it only does not increase the total score for the ET.}

In the following step the k¥ ETs and the IS are aligned: If, an ET is smaller than the IS
(we face a deletion), the best mapping of the words of the IS and the positions in the ET
has to be found. Words which are not aligned (deleted words) are inserted later on in order
to obtain a complete parse.

One way to insert deleted words is the combination (mixing) of the £ aligned ETs. For

this purpose the aligned trees are segmented into opening phrases, €.g. ”Sjepei—1 head=vE2(" ,

!This and the following steps are illustrated in detail in (Streiter and Hsueh, 2000) for one parsing

example.
44



words, e.g. "Headjepei=1,head=v p2: VE2:xiang3”, and closing phrases, €.g. ”)Sievei=1 head=vE2" -
Such fragments of all ETs are transformed into nodes of a common lattice. Those nodes which
are neighbors in a sentence are linked via a transition. The best path through the lattice is
generated in the backward pass of a forward-backward two-pass search. As for the alignment
mentioned above, the use of the Viterbi-algorithm allows for an efficient implementation of
this task. This adaptation strategy will be referred to as combinatorial adaptation.

The next adaptation step, referred to as derivational adaptations identifies awkward sub-
trees and replaces them with subtrees obtained by the recursive application of the hole
parsing procedure to the words of the subtree. As the phrase to be parsed is shorter than
the original IS, we are likely to obtain a better match, unless the chunking into phrases is
wrong (as illustrated in Streiter and Hsueh (2000)). The purpose of this recursive call is,
similar to the previous adaptation step, to correct badly matched trees and to insert deleted
words.

The final structural adaptations operate on single words. They handle accidental word
mismatches, unknown words, phenomena of type shifting and metonymical extentions of
words. They compare the encoding of a word in the retrieved ET with what is know about
this word in the lexicon and the learned tree structures. In the case of a mismatch, either
the mismatch is maintained (type shifting and metonymies) or the mismatch is attempted
to be corrected by assigning the words most likely POS and semantic role (given the POS
of the head-word).

3 The Parser in Detail

3.1 Training

3.1.1 Deriving Weights

In a first run we calculate the statistical association between a specific index and a specific
tree structure, where an index (Z) is a) a word-form (£) (which is Chinese is almost identical

to the lexeme), b) its POS (C), ¢) an abbreviated POS for verbs and nouns (A), and d) a

semantic feature (S).

T, € {L;,C, Ay, i} €9 Togerger € {gelge, Nap, N, human} (1)

The weight W7 = we assign to an index 7, is its paradigmatic weight, i.e. the relation
between the index and the sentence structure. For £, and only for £, this weight is completed

by the syntagmatic weight.

Wi .. = Wsyntag;  + Wparadig;, (2)
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Syntagmatic Weights The syntagmatic weight describes the contribution of £, to the
string of a sentence, comparable to the power of a word to trigger a poem or a song in
humans. The syntagmatic weight for £, in the position pos of a sentence s calculated as

follows:

log(10 + length(s))
length(s) (3)

The aim of the syntagmatic weight is to enhance the reliability of the parser, i.e. to

Wsyntagy, . =

correctly retrieve learned examples. Without this syntagmatic weight the parser max prefer
similar matches with a high probability over exact but unlikely matches. This may already
happen with a training corpus as small as 100 sentences. Using this syntagmatic weight, the

reliability can be maintained even with very large training corpora.

Paradigmatic Weights The paradigmatic weight of an index Z for a sentence s is calcu-

lated indirectly by braking down sentence s in a set of paradigms P;.

Wparadig;, ~= Wparadi g?pos (4)

How to obtain Wparadigj from Wpamdz'g?pos will be shown below in Section 3.1.2.

What a paradigm is and how it is related to a tree is illustrated in Fig.4.

S(experiencer,Head,goal)
S(agent,epistemics,epistemics,Head)

Figure 4: Paradigms derived from sentencerig.1-

There is more than one way to calculate the association between an index and the pattern
it occurs in. Many association measures are reported to be equivalent when their outcome
is transformed onto an ordinal scale (Rijsbergen, 1979) (they are said to be monotone with
respect to each other). However, within the current setting we use a ratio scale which has
to represent the fact that, for example, two bad matches are better than one good match or
not. Whether the different association measures can provide valid information of this type
cannot be concluded given the definition of the association measure. We therefore conducted
a sequence of experiments reported on in Section 4.2 in which we identified association
measures which are more adequate for the task at hand than others.

In order to allow for a better understanding of the weights tested, we develop here, as an
example, two weights. The first is derived from the Mutual Information of the paradigm

(P,) and the index in that position of the paradigm (Z,,) (with pos = 1,2,3,...) and the
46



second is derived from the conditional probability to have the paradigm (7P,) given the index
in that position of the paradigm (Z,,;).

Be fq; the total number of observations we make in the training corpus during which we
observe a) the joint occurrence of position pos with an index Z (f¢;pos), b) a paradigm P,
(fgp) and c) the joint occurrence of Zp,s in Pp (fgp,ipos). We can calculate the MIp, ;... and
P(p|1,s) as:

pr,i,pos
. P(P ﬂIos) I fqios'fqt
Wparadigl} ~= MlIp ;.. =log PP = log+— 1 —— = |og—2""F 5
oo = Mt = 9B ) PPy = e T = gy e

fq ,1,p08
P(Pp ﬂIpos) . I}qtp . pr,i,pos' th

= i = (6)
P(IPOS) % fqi,pos

By removing the constant fgq, we simplify the calculus and obtain scores between (0 and

Wparadig2]  ~= P(p|lyes) =

1, so that the logarithmic transformation is no longer necessary.

. fq 2,p0S
Wparadigm1? = ——20P% 7
Tpos fqp' fQi,pos ( )
Wparadigm?2i = JApigos (8)

ot f i pos

As can be seen, these two values and those we shall test below differ with respect to the
normalization of the joint occurrence fgq,;p.s. The measure derived from the Mutual Infor-
mation provides for a maximal normalization, while the measure derived from the conditional
probability does not normalize for fg, and thus reproduces frequent structures more often
than infrequent structures.? Both normalize for fg; .5, i.e. reduce the score if the index Z
occurred also in different patterns p. This is may be questionable, especially if Z nevertheless
occurred in all or most patterns p. After all, none of the scores tested below seems to be

perfect, as none of them obtains the best scores for frequent and infrequent structures.

3.1.2 Indexing

During the indexing of the ETs, we transform the weights we have obtained for the patterns
into weights for ETs. In general, the weight of an index Z in sentence s is the weight we
calculated for Z in P;. For head-words of embedded phrases (patters), which have received

two scorings, one as dependent of the upper level and one as the head of the lower level (e.g.

2The conditional probability is frequently used in studies which try to model the human language perfor-
mance (Hoogweg, 1999; Kaplan, 1996; Bod and Kaplan, 1998). In this light, it seems reasonable to assume

that studies using the Mutual Information are competence studies - but do the authors agree upon that?
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”shuol” in Fig.1 is scored once as "Head” at level 2 and once as ”goal” at level 1) only the
better score is retained.

Inverted indices as used here to retrieve ETs are position independent and as such an
optimal indexing mechanism for free word order languages like Russian (although the words
of different phrasal levels should not be confused). Word order in Chinese is less free and
therefore Chinese may not be well suited for a position-less indexing. In addition, position-
less matching requires complex adaptation strategies which have not been investigated until
now. Therefore we have to assign the index and its score to a position in the ET. As we
intend to match ISs onto ETs which are smaller than the IS, which is not possible if we retain
absolute position values (e.g. 3th word of a sentence of 12 words), we map the position onto
what we call an index-position ipos by transforming the position onto a scale of 10 (e.g.
3/12 = index-position 2). The resulting tuple < Z,ipos > serves as index to the tuple
< trees, Wpamdigfipos >,

(9)

. s - ]
Wparadigy, = = maz Wparadig; o _pos(t) |
'length(s)

integer(l

In order to parse fast, even with tens of thousand trees learned, we let the system au-
tomatically extend the index with key-words. A key — word is a word which occurs more
than 100 times at a given index-position. If a sentence to be indexed contains a key-word,
all indices of the sentence are extended by the keyword and its index position. More than
one keyword are allowed, extending the index to < Z, ipos * (, keyword, ipoSkeywora) >. More
sentences are learned, more words are used as key-word. The additional indexing may im-
prove the performance (not only in time), if the search-space is limited correctly (similar to
document clustering in Information Retrieval (Rijsbergen, 1979), or the parsing experiments
reported in (Kim and Kim, 1995)), however, if the search-space becomes to small, or, in
the worst case, no intersection of the key-words can be found, also negative effects may be
expected. It goes without saying that most key-words are high frequent function words like
de and le together with their index-position, but also sha. .. de, bi shi, zdi. .. de...zid or

zat. . . de. .. zhong constructions are indexed when training data becomes larger.

3.2 Parsing
3.2.1 NN-Retrieval

Parsing starts with a lexicon look-up which transforms the word of an IS into indices (Z,).
The positions of the words are transformed into the index-position as described above. With
the help of the resulting index < Z, ipos * (, keyword, ipoSkeywora >) We access the database

and retrieve tuples of < treeg, Wparadz'g‘}ipof‘ >. One matching index is sufficient in order to
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sub NN-retrieval {
KEY-WORD=mkKEY-WORD (WORD) ;
for each (WORD,POSITION) {

INDEX=mkINDEX (WORDi) ; # make the index
IND-POS=mkINDEX-P0S (POSITION) ; # make the index-position
for each(INDEX) { # database is looked up
(TREE,SCORE) =$treeDB{INDEXi, IND-POS ,KEY-WORD}
$NNscore{TREE}+=SCORE } # accumulate scores per tree
return best_NN(/NNscore) } # return best NN

Figure 5: Fuzzy NN-retrieval algorithm.

retrieve an ET. In order to distinguish this match from a better match we sum up the scores

for every tree.
3.2.2 Alignment
After the NN-Retrieval £ ETs and IS are aligned. As IS may have more words than ET, we

have to determine which words of IS matches best with which word in ET and which words
are not matched (i.e. deleted during the fuzzy match). In order to solve this task efficiently,
dynamic programming strategies can be used: Imagine the words of IS to be plotted on the
z-axis and the slots in ET to be plotted on the y-axis. We first determine the ”envelope”,

i.e. all possible combinations of x and y. Within this envelop every cell is filled with a score.

/
shuol /v‘;ls,sﬁv‘gl‘;,s
=
hui4 vkla2 vals2
=
tal/vrll;v‘_lzl
tal
yi2ding4
hui4

Figure 6: The alignment of IS and ET.

defined

above and the similarity between Z, and Z,. For the moment these similarity measures are

This score consists of the sum of three sub-scores, each being the product of Wp, 1,

quite rudimentary.?

3For L, they yield binary values (0,1), for C, the surface similarity of the features is used (e.g. C,=Nha

and C,=Nhb yields 0.66). For S, some hand-coded rough estimations are used.
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Valg, = P 1., Stmilarity(ZL,,
loy W, 1., similarity(Z;, L, 10
Ze{L,C,S}

The alignment of the IS and ET in Fig.6 consists of finding a path through this lattice
which accumulates most scores. By storing in a hash table partial best paths (e.g. the best
path starting from (3,2) to the end), not all possible paths have to be run through, but can
be calculated by summing up these partial results (Viterbi-Algorithm cf Ryan and Nudd
(1993)). The last step of the alignment consists of the replacement of the words in the ET
by the aligned words of the IS. The POS found in the ET is still retained for a while, as this

coupling of word and POS allows to identify mismatches.

3.2.3 Combinatorial Adaptation

An almost identical algorithm is used for the combinatorial adaptation. The lattice we see in
Fig.7 consists not of words as in Fig.6 but of all segments of the £ aligned trees. The scores

for each segment are those which have been calculated during the alignment procedure and

are not reproduced.

VPlevel 1,head= VE2 Slevl 1,head= VE2(

experlencer Nep tallevel 1,head=V E2

epistemics: Dbaa Y12ding4icvei=1,head=v E2

epistemics: Dbaa huidiever=1 head=v E2

Head:VE2: Shuohevel 1,head=V E2

VPievei=1,head=v E2) Slevel 1 head=V E2)

N

Figure 7: A lattice of tree-segments for the combinatorial adaptation, merging two partial

matches: yiding hut shuo and ta yiding shuo into ta yiding hui shuo.

Looking for the best path trough this lattice allows for the combination of different trees:
the insertion of the analysis of one word or phrase of tree A into tree B. In order to obtain
coherent tree structures, the level (= the depth) and the head-POS of each segment are
annotated on the nodes of the lattice. In addition, the sequence of words of the resulting

tree must not contradict that of the IS.
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3.2.4 Derivational Adaptations

The next adaptation step identifies awkward subtrees and replaces such subtrees with the
re-parse of the words of the awkward subtrees. A phrase is re-parsed if there is a relation
between a word and its POS which is not attested in the learned corpus nor in the lexicon.
This adaptation allows, similar to the previous adaptation, to correct badly matched trees
and to insert deleted words. The largest possible sub-tree is chosen for the re-parsing in
order to have the largest possible context for the unmatched word and, secondly, to correct

possible errors in the surrounding which may have been caused by this mismatch.

)

v

DG
¥ [0

~ /r;-parse

(20

Figure 8: Re-parsing of the subtree form « to v, triggered by a mismatch in X.

It goes without saying that mismatches at the sentence top level cannot be corrected by
this adaptation strategy. The last adaptation, the structural adaptation, is applied to these

words.

3.2.5 Structural Adaptations

Structural Adaptations are triggered by the same unattested relations which also trigger the
re-parsing, i.e an unknown combination of a word and its POS given the POS of the head-
word. If the word is unknown, the assigned POS is maintained. In the future we intend to
combine this top-down unknown word guessing with a bottom-up unknown word guessing,
so that at this stage two kinds of analysis would have to be conciliated.

If the POS found in the current ET and that found in the lexicon or in the learned trees are
very similar, the POS is replaced by the attested known similar POS, however the semantic
role of the ET is maintained (assuming that it is compatible with the new POS). If the
POS is very different, a new POS and a new semantic role are searched for. POS and
semantic role should combine with the word in question and the POS of the head-word.
Such information has been collected during the training of the treebank, is however not

sensitive to the context (e.g. the role ”theme” might be assigned, although already present
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in this phrase, cf. Appendix B, sentence 11).

In the future we hope to be able to handle metaphorical extentions of words at this level also.
Given the statistical relatedness of a semantic feature and a pattern (sentence) expressed by
the association measure, we may retain the semantic feature found in the ET if it is very
strongly related to the ET and add a POS of the word of the IS, which is normally not

compatible with this semantic feature.

4 Evaluation of Modules

4.1 Main Approach

The Evaluated Unit We have chosen the semantic role relation between a head-word
and its dependent words as the entity to be evaluated. The semantic role relation can be
though of as turning the phrase structure tree into a dependency tree the arcs of which are
labeled with semantic roles. Thus, given the tree in Fig.1, we evaluate the correctness of the
triples < head — word, relation, dependent — word >, (e.g. < zia3ng, experiencer,tal >,
< xta3dng, goal, shuol >, < shuol, agent, gelge > etc.

Assuming a hierarchy of increasingly hard evaluation measures (Fig.9), the correct assign-
ment of a semantic role between « and 3 implies the correct syntactic function, which requires
the correct identification of the dependency relation which again requires the bracketing of

a and (3 into one phrase.

semantic relations (Streiter and Chen, 2000)
~syntactic functions (Carroll et al., 1998)
dependency relations (Lin, 1995)
labeled parseval (Manning, 1997)
unlabeled parseval (Brill, 1993; Charniak, 1996)

(non-head head

(modifier head)
(time head)

Figure 9: The chosen evaluated unit in a hierarchy of increasing hard evaluation units.

The Basic Measures Dividing the number of correctly identified semantic role relations
by the number of semantic role relations in the reference corpus, we obtain the recall. Di-
viding the number of correctly identified semantic role relations by the number of semantic
role relations in the parsing output we obtain the precision. Both scores are combined into

the f-score via the following formula.
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precision- recall

fscore = 2- (11)

recall + precision
Beside specifying the recall, precision and f-score over the whole test corpus we specify

the f-score for each sentence length. This allows us to estimate not only the contribution
of a specific measure to the overall f-score but shows whether long or short sentences take

more or less advantage of them.

Derived Measures From the basic measures (recall, precision and f-score) we derive the
coverage and the reliability. The coverage describes the performance (in terms of the f-
score) on untrained ISs. The reliability as defined in (Streiter, 2000; Streiter et al., 2000)
is measured using the f-score obtained with trained + untrained items. Contrary to the
coverage, the reliability quantifies the ability of the parser to correctly retrieve learned items.
To correctly retrieve learned items is not evident for approaches which decompose during
training and re-compose during learning, including probabilistic phrase structure grammars,
hand-written grammars or even Translation Memories (Carl and Hansen, 1999). Reliability
values which are not 1 or close to 1 may explain bad performances with large training data.
In addition, such systems cannot be trained satisfyingly for a closed domain application
which requires 100% correctness. In order to determine the reliability we train the training

corpus together with reference corpus and test with the same test corpus (hide-and-seek).
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Figure 10: The frequency distribution for the test corpus (left) and the training corpus
(right).

Test and Reference Corpus Our point of departure are 20.000 entries of the treebank.
As the treebank consists of different articles representing different subject domains and
different speech styles, we first have to shuffle the 20.000 sentences into a random order if we
do not want to learn the whole set of trees at once, otherwise the system would be trained
on text type A and tested on text type A, B and C. After shuffling the treebank using the
Fisher-Yates shuffle, we randomly selected 1% of the sentences for testing purposes while the

rest is used for training.* By this procedure we obtained 197 reference trees with an average

4Training and test corpora are kept small due to time constraints in the completion of this contribution.
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length of 6.12 words used for automatic evaluation.

In addition we derive two kinds of test corpora (sentences to be parsed) from the reference
corpus, one containing the lexical tags and one which does not. The first 50 sentences of
the reference corpus are reproduced in the appendix A. The frequency distribution of the

test/reference and training corpus are shown in Fig.10.

4.2 Evaluating different Weights

In a first set of experiments we evaluated the NN-retrieval. More precisely, we turned
off all adaptation measures (except for the alignment which cannot be dispensed with) and
compared the coverage with different measures attached to the indices. 3.000 trees have been
learned for this experiment. The results in Table 4.2 reveal great differences between the
association measures. Neither the competence nor the performance measure yield the best
results. Instead those measures which normalize moderately for fg, and fg;p.s perform
best. However, no ”ultimate” measure can be established as some of them perform better
on frequent items and some perform better on infrequent items. The Cosine Coefficient will

be used throughout the following experiments.

| style | weight | derived from | f-score obtained |
coverage WP = L% mutual information (MI) 0.240
Ipos fq;ll'f%,pos
coverage Wi, = % conditional probability (CP) 0.280
0S8 i,p08
coverage Wi, = % Dice’s coefficient 0.295
coverage | WP = J9p.i.pos Cosine Coefficient 0.300
g Ipos \/Efqp)'\/zf‘h',pos)

Figure 11: Comparison of Different Weights for NN-retrieval with 3.000 Training Sentences.

4.3 Contribution of Adaptation: 4.000

| style | training | additional condition | recall | precision | f-score || time (sec.) |
coverage 4.000 alignment only 0.335 0.316 0.325 0.47
coverage 4.000 + struct. adapt. 0.356 0.336 0.346 0.43
coverage 4.000 + comb. adapt. 0.340 0.321 0.331 0.51
coverage 4.000 + recurs. adapt. 0.343 0.324 0.333 0.68
coverage 4.000 all adapt. 0.371 0.349 0.360 0.89
coverage 4.000 tagged input 0.398 | 0.3376 0.387 0.75
reliability | 4.000+197 all adapt. 1 1 1 0.49

Figure 12: The Coverage, reliability and mean parsing time for 4.000 trained sentences with
and without adaptation measures.

In order to evaluate the contribution of adaptation strategies we trained 4.000 trees and
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established the coverage, reliability and the speed of the processing with and without adap-
tation steps. Results are presented in Fig.4.3 and Fig.13.
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Figure 13: The Impact of Adaptation: Parsing time in seconds and the coverage and relia-
bility measured as f-score for 4.000 training sentences.

As can be seen from the data, the adaptation is time consuming and the gain sometimes
very limited. The structural adaptation performs best. The run-time behavior of the recursive
adaptation is almost uncontrollable, as in the worst case, 2+ 344+ ...+ n words have to be
parsed instead of n words (e.g. 209 words instead of 20), however with long sentences, the
parsing results may improve considerably. Only if the quality of the match increases, the
re-parsing is no longer that time consuming (or no longer performed), as can be seen from
the tagged or learned input. The reliability of the parser is very high, i.e. the system can be

perfectly trained for a closed domain application.
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4.4 Contribution of Adaptation: 12.000

The above experiments are repeated with a training corpus of 12.000 sentences in order to

illustrate the impact of more training data on the behavior of the parser.

| style | training | additional condition || recall | precision | f-score | time (sec.) |
coverage 12.000 alignment only 0.378 0.360 0.369 0.70
coverage 12.000 + struct. adapt. 0.402 0.383 0.392 0.70
coverage 12.000 + comb. adapt. 0.383 0.366 0.374 0.56
coverage 12.000 + recurs. adapt. 0.401 0.378 0.389 0.71
coverage 12.000 all adapt. 0.423 0.4 0.411 0.92
coverage 12.000 tagged input 0.454 0.433 0.443 0.98
reliability | 12.000+197 all adapt. 1 1 1 0.75

Figure 14: The Impact of adaptation for 12.000 training sentences.
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Figure 15: Parsing time in seconds and coverage and reliability for 12.000 training sentences.

Although parsing times increased with more training data, longer sentences require less
time as a) the number of keywords grows and b) the recursive adaptation is applied less

frequently.
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4.5 All Training Data : 19.803

The above experiments are repeated with the complete training corpus. In order to judge
the quality of the parse independent from the statistical deviation from the reference corpus

refer to Appendix B, where parsing results are shown.

| style | training | additional condition || recall | precision | f-score | time (sec.) |
coverage 19.803 alignment only 0.399 0.389 0.394 1.10
coverage 19.803 + struct. adapt. 0.423 0.413 0.418 1.13
coverage 19.803 + comb. adapt. 0.402 0.392 0.397 1.13
coverage 19.803 + recurs. adapt. 0.408 0.392 0.401 1.01
coverage 19.803 all adapt. 0.428 0.413 0.420 1.78
coverage 19.803 tagged input 0.424 0.413 0.419 1.57
reliability | 12.000+197 all adapt. 1 1 1 1.29

Figure 16: The Coverage, reliability and mean parsing time for 19.803 training sentences.
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Figure 17: Parsing time in seconds and the coverage and reliability measured as f-score for
19.803 training sentences.

As can be seen in the data plots, the reliability remains high while the coverage increased
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slowly with more training data. Some sentences however perform worse with more training
data than in the previous experiments, showing that the selection of ETs is not optimal and
still requires improvements. It may also be the case that sentences are over-indexed, i.e. no
intersection of the keywords can be found.

The yet unmentioned internal confidence value based on the score of the NN-retrieval allows
for a quite reasonable a-priori estimation of the outcome of the parsing results. As a con-
sequence, this internal confidence value might be used in the future in order to trigger or
block specific adaptation mechanism (for sentences they seem or do not seem to be adequate
for). It might be used further for the interaction with other parsers or for the automatic

acquisition of parsing trees.

5 Related Research

Since the first appearance of treebanks, there have been attempts to use such resources for
parsing. A standard approach is to convert the subtrees represented in the treebank into
stochastic phrase structure grammars. Such grammars generally outperform hand-written
grammars.

Charniak (1996) derives a probabilistic context-free grammar from a 1.000.000 word hand-
annotated corpus. The parsing is performed by a probabilistic chart parser. No lexical
material except the lexical POS is integrated into the phrase structure rules. Using this
strategy about 16.000 rules are derived from the corpus. 10.000 of them have a frequence
of 1 and proved irrelevant for the parsing results. Using unlabeled parseval (cf. Fig.9) to
evaluate the recall and precision of the parser scores between 80% and 90 % are achieved,
depending on the size of the sentence.

The author mentions two drawbacks related to this approach. The first is the lack of
lexicalization. Such grammars express only with difficulty relations between lexemes. In
most cases, the lexemes are removed during the extraction of rules. The author hopes to
obtain better results if more lexical information is integrated into the phrase structure rules.
In fact, this claim is confirmed in Bod (1999). A higher degree of lexicalization equally
might solve the second problem, i.e. the problem of over-generations. As the parser assigns
a parse to almost every combination of POSs, it has difficulties to determine the best
sub-parse from the chart with which the parse has to be continued, often resulting in an
incorrect or failing parse. Parsing using all sub-parses stored in the chart seems impossible
given the high redundancy of the grammar. Lexicalization thus seems to be the method to
overcome the over-generation. Improvements to this standard approach are suggested in
(Manning, 1997; Manning and Hinrich, 199?8).



Tree Adjoining Grammars (TAGs) are equally extracted from treebanks (Xia, 1999; Chen
and Vijay-Shanker, 2000) and used for grammar development and testing (Sarkar, 2000;
Xia and Martha, 2000). It seems however, that the grammar extraction does not take full
advantage of the treebanks, as the trees are split into elementary trees without retaining,
in addition to the elementary trees, the unsplit (sub)tree, e.g ”eat hot soup with a spoon”.
That the knowledge contained in these unsplit trees is critical for high quality parsing has
been shown repeatedly (Rayner and Christer, 1994; Srivinas and Joshi, 1995; Bod, 1999;
Streiter, 2000).

Data-oriented parsing (DOP) (Bod, 1992; Bod and Kaplan, 1998; Hoogweg, 1999) repre-
sents a parsing approach which promises to do away with the deficiencies in lexicalization.
This approach consists of breaking the learned trees into all possible sub-trees and using all
these sub-trees during the parsing. That parse which is obtained most frequently is chosen
as final parse. It goes without saying that such an approach, as interesting as it may be,
leads to a crazy computational complexity (Manning and Hinrich, 1999). Whether or not
this approach becomes tractable by building up random samples of parses (Monte Carlo
Parsing) and what the effect on the performance is, is a topic of current research. Practical
systems following this approach cannot be expected in the near future.

Approaches which do not involve standard parsers while converting a treebank into a
parser are hard to find. An interesting approach is presented by Lepage (1999). Sentences
are analyzed with the help of analogy relations. Triples of ETs are extracted from a treebank
the sentences to which they belong stand in a relation of analogy to the IS. The parse of the
sentence is supposed to be the analogous tree derived by this triple. Although this method
is extremely elegant, the system does not know on the basis of which ETs the analogy has to
be made. As a consequence, a sentence may produce, depending on the size of the treebank
almost as many parses as there are ETs. The selection of the best parse and the question
whether this parse is a correct parse, as well as the efficiency of the algorithm are yet unsolved

problems.

5.1 Summary and Conclusions

In this paper we present a approach to the analysis of natural language which does not follow
any traditional parsing approach. Differently from standard approaches we do not attempt a
local identification of forms, functions and meaning. We try instead to identify large sentence
patterns by comparing the input sentence with examples from the treebank and concentrate
on individual word meanings after the global structure has been established. We claim that

this approach can maintain the highest degree of lexicalization while remaining efficient.
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In order to identify the main sentence patterns, the system makes use of a fuzzy matching
strategy. The inexact matches are worked over by a set of adaptation strategies. Thus,
instead of considering mismatches to be harmful exceptions, they constitute a fundamental
part of our approach, resulting in an extremely robust and adaptive system (there is no
sentence which cannot be parsed).

Although parsing results are not especially good for long sentences in open domains,
perfect parsing results are achieved in closed domains, independent of the size of the domain
and independent of the size of the tree. This is not possible for any approach which during
parsing re-composes subtrees, even for small domain areas.

The evaluation of different adaptation strategies has shown that the structural and re-
cursive adaptation should be retained, as they improve the parsing results in open domains
significantly. The combinatorial adaptation does not seem to be as performing. However,
the combinatorial adaptation may provide a good interface for the cooperation with other
(still hypothetical) parsers running in parallel. Such parsers running in parallel could fill the
lattice with (partial) results until the example-based parser has completed the lattice and
starts the evaluation.

Future work is manifold and overwhelming. First of all, the coverage has to be increased
by optimizing scores, parameters and thresholds. Secondly, we intend to investigate experi-
mentally the usefulness of this parser for sublanguage applications
Our claim that metonymies and maybe metaphors may be treated in this framework still
awaits an experimental confirmation. We further intend to apply this parsing approach to a
free word-order language, using the Russian corpus developed at IPPI (Boguslavskij et al.,
2000). The integration of a bottom-up unknown word classifier as well as the cooperation

with other parsers complete the set of future tasks.

6 Resources

The parser is written in Perl and has been developed under Linux. With minor changes
the parser may run also under commercial operating systems. Experiments have been per-
formed with 200 MHz CPU. The parser is a multi-tasking server which can be accessed
via the TCP/IP. A demo-system and a download of a parsing-client can be found under

http::/ /rockey.iis.sinica.edu.tw/oliver /parser.
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5) WP (property:NP (apposition: NP (DUMMY : WP (property:Mab: #77| Head : Nba: ¥81E2) |Head:Cab: ) |Head : WP (quantifier:Neu: &)
property:iab: A)) |Head: NP (property:4: =% |Head:lad: —4&))
6) WP (manner:VHL1: Br&E | Head :VC2: #&F| goal (NP (DUMMY 1 :Nad: /& | Head : Caa: 88| DIMY 2 : NP (property:Nad : B 5 | Head :Nvd : TEE) )
T Slevaluation:Dbb: #¥EE| theme ;MNP (Head:[haa: FiM| quantifier:DM: £64%) |Head :V811: 78| location: PP (Head: P21 : 78| DIMMY P {
property:iab: B | Head :Neda: 1))
8) WP {property:NP « B(head: NP (quantifier:DM: i8%&| property:Nad: B35 | Head :Nac: BE) |Head :DE:-BY) |property: Nud: 28|
Head:Nac: %)
9) 5 (DUMMY -8 (evaluation: Dbb: BUEE | theme -l : 2R | Head:V_11: 72| range:llep: ) |Head : T 1)
100 VP (quantity:Daa: | tine:Dd: 2| Head:VC1: Bl aspect :D1: 7| goal: NP (predication:VP « B¥(head :VHI1: #0455 |Head :DE: ) |
Head:MNad: #h35) )
11) &(theme: NP (property:NF (property:Nea: B93E| property:&: 8 | predication: VP « BY(head:VHL1 - #78¥| Head :DE: 8Y) | Head : MNab: BESR) |
Head:Mad: =) | Head: VJ1: 3%5% | range: MNP (property:Nab: 5| Head - Neda: )
) WP (quantity:Dab: 784 | Head -V J2 2 E1R| goal NP (quantifier:Nep: B|Head :llvd - F7E))
) WP (Head: VL4 1% | goal:Mvl :FA5F| thene:VP (negation: Do 7~ | Head - VHL4 - (53R | thene: Nac: 3RIF) )
) S{agent :Mba: 88E0% | quantity:Daa: | Haad :VC31 : 88 | thene NP (quantifier: DM: 79| Head :Nac: 224T))
) NP (predication:VP « B (head: VP (Head:WH11 (Head:VH11:BARE| Head : VHL 1 5E ) ) |Head :DE: BY) |Head :Nad: #48)
16) & (theme:Nhaa: #if | nammer: VH11 - 3208 | Hoad :VH11 : T2 | tine: Dd: —T)
1 WP (Head:VK2: 1% goal: NP (property:Neb: &7 | Head :Nab: B53F) )
) 8 (thems:NP (agent bz 7| Head -1 - fE2E) | goal:PP (Head ;P11 2L DIMMY zbac: 4 b3E) |Head:V12: 2E)
) 4DV (Head :Chea: BT
) S{agent:Mhaa: | Head :VC31: 7€ | aspect : D1: 7| theme :NP (quantifier: 0« BV (head:DM: —#|Head :DE: ) |Head : Nad : BRE)) |
complement : VP (Head :VC2: F#%| goal:NP (Head : Mad (DIMMY 1 :ad : 26%88| Head - Caa: Fn| DUMMY 2:Mlad - 88880 ) ))
21) VP (time:Nac: #535| manner: PP (Head: P11z b4 | DUMMY - P (Head : Neu (DIMMY L :Meu: + | Head - Caa: B | DUMMY 2:Meu: 751 ) ) |Head -VC2: 88R%|
goal:lba: 5%
22) 5 (thens:NP (quantifier:DM: $—3B|Head:Nab: 3%) | time : Dd: #55% | Head:V811: 38 | particle:Ta: 1)
23) &(agent:Nhaa: | Head:WF1 : 30| goal: VP (manner:Dh: T8 | Head - Vad - SREAE) )
24) &(agent: NP (property:Nea: 8| Head:Mab: & &) |evaluation: Dbb: BY|Head: VE2: &)
25) 5 (thens:Nhaa: #7| tine:Ndabd: 57 [Head :V_2: F | rangs :VP (Head - VJ3: 38F | range:Mvd - =) )
26) NP (property:GP « B9(head:GP (DUMMY -lab: fAFE | Head :Ne: %) |Head :DE: BY) | Head :tba: 6 T)
27) VP(contrast:Cbea: &EI| epistenics:Dbaa: € | Head : VHL L : #7& | duration: DMz —&)
28) 5(thens:Nba: T H1EF])|epistenice: Dbaa: &&| tine:PP (Head: P21 : 78| DIMMY :Ndaba: 4 |Head V01 : £ | goal:NP(
property:iba: B AFK|Head:Nab: —5))
29) NP (quantifier:DM:3E42| predication:VP « B (head:VH11: B8E%|Head :IE: BY) | property:ab: S| Head - Nab: & )
300 3(theme:Nhab: 8877 | topic: PP (Head: P31 - £5| DIMMY - VP (marmer : Dh: 30l | Head - VO2 - #8542 | goal NP (property :Mea: BEETE|
Head:Mac: &4 |tine:Dd: 17| Head:WJ3: %H | range :NP (quantifisr:Neqa: & F | Head:Nac: B B))
310 PP(Head:P21:7E|DIMMY = GP (DUMMY NP (quantifier:dep: | Head - Ndabf: @LH) |Head :Ne: =700
32) VP(Head:VK1:#%E| goal:NF (property: P « B9 (head: Moo : | Head : DE: 8Y) |Head :Nab: FF))
33) &(reason:Cbaa: B theme: MNP (quantifier:Nep: | Head:Neb: E&) | time :Ndabf: R85 |Head :WJ3: 3 3l| range P (theme: NP (DY NP (
property:Nab: 1L|Head :Nab:3%) |Head :Caa: #o| DUMMY 2 : NP (property: vl : i H | Head :aa: 7)) |nominal: Str: 8| Head : Med - 383
34) VP(Head:VLd: #1{#| goal: NP (DUMMY1: NP (property:Nac: #88| property:Nad - 3854 | property:Nac: 3% | property:ivl : BE|
Head:Naeb: 52180 |Head :Caa: Fo| DIMMY 2 :aeh : BEh) | theme VP (tine:Dd: 73| deontics: Dbab: & | quantity:Nega: 78| Head :VC31:3EE))
35) PP(Head:P(3: &7 |DUMMY :VHL1 - —iSEEA)
36) S (thems:NP (property:Nasb: BAE | Head:Nacb: B#E8) |Head : VP (Head : VP (Head : VHIE: ¥ H0| quant 1fier: NP (quantity:Daa: 3iF|
Head :DM: FLIEST) ) |Head :VP (Head :VG2: 25| rangs:IH: 25 21871) 1)
37) VP (time:PP (Head:P13: # | DUMMY : 5 (theme: P (property:ihab: #4175 | Head :Mab: #8=) |negation:Do: < | Head :WH11:¥5) ) | time: Dd - $548|
Head:VD2: 38| theme:Nac: 53
38) VP (manner:PP (Head:P11: 24| DIMMY :MP (Head : Mew (DUMMY] : Nen: —| Head - Caa: bb| DIMMY2:Meu: —) ) ) | Head -WHL1 - 8659
39) VP (Head:WJ2: 224548 | goal:VP (tine: NP (quantifier:DM: &HE| Head :N (Head :Mac: ERA| Head :MdabT: B H) ) | quantity:Dab: #8)
Head:VC1: £|gzoal:Necb: SBFEEE) |particle:Ta: A7)
40) & (agent :ad: 7588 | Head - VC31 - BEH | theme :NP (property: VP « 2 (head:VP (narmer: Dh: 35| Head : UH11: 82%) |Head :DE: =) |
Head:Waa: 2<4E))
41) VP (zoal:PP (Head:PO7: 5| DIMMY - Nab: = E) | quantity:Mega: 235 | Head V02 TR
43) NP (Head:Ndabo: 7L 47)
43) NP (predication:VP « BYhead:VP (Head:VC31: E|aspect :Di: 38| theme NP (possessor - iP (property:iba: L4484 | Head :ab: ) |
Head:MNab: %5 )) |Head :DE:BY) |Head : Nabz A)
44) YP(deontics:Dbab: 8| Head:VC2: B38| goal:Nab: B
45) 5 (topic:bP (quantifier: DM: FRIEI| Head :tlab: 5F) |agent - P02 : 38| Head :VC 2 81| goal: NP (predication: VP « B3 (head:VP(
evaluation:Dbb: 3| negation: De: 77| Head - VH1S: 538) |Head :DE:67) |Head :lac: £22E))
46) VP (Head:W02: 38| aspect :D1: T | goal:NP (quantifier :IM: 18| quantifisr :Neqa: #| Head:MNab: 58) | complenent.-VHI 1 : 2 28LE)
47) & (agent NP (quantifier:DM: EO+4| property:Nad : . EREE | Head :Nab: FaE8) | tine :Ndabd: 57| Head : VE2: 57)
48] PP(Head:P31 [+part] - 1| DIMMY 0P (property:Nba: %% | Head :Mad : $i%) |Head : P31 [+part] : T &)
49) VP (time:DM: #i /AR tine: Id: B | frequency: NP (quantifier:Mes: | Head :IM: =17) |Head -V02: 122)| goal:Nab: =£8)
50) NP (DUMMY - Mea: ##AFE| Head: Cab: %)

Figure 18: Appendix A: The 50 first trees of the reference corpus.
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1) S(time:Dd: 3RF | Head :VG2: 8| range: VHL 1 - 328Y)
21 S (agent: NP (property:lP « 87 head: NP (contrast:Chea: #8 | Head :Noda: <-H) |Head :DE: 8 |Head : Wad : F2558) |Head :VC2: (8| goal :lP(
predication: VP « Blhead:VHL1 - 830 | Head : DE- &) |Head [kl - 22500
31 S(theme:VP (Head:VC2: BE| goal :Mba: S48 |Head - VHI1 - —#5)
41 3 (contrast:Choa: | Head -VC2: B2 | goal ;WP (agent 0P (property: WP (DUMMY - Cab: 2| Head : Cab: ) |Head : M1 - 0] |Head ;A4 - BREN)
51 VP (Head-¥C33: FH| theme - WP (property:Wba: $81F % | reason: Cab: % | quantifier:Heu: H | Head -Mab: A) |mammer: &: =% | thene:Nad : —38)
B VP (Head:VH11: BRE | theme - NP (DUMMY1 - 0P (property: il - 5988 | Head - Mad: 77 | Head : Caa: 8| DUMMY 2 - 0P (there : Mad - E% | Head - thed : 23200
71 &(evalvation: Dbb: 8848 | theme:Nhaa: #F| quantifier:DM: #6842 | Head :VC1: 78| location: PP (Head : P21 78| DUMMY - NP (property:lab: B |
Head:Neda: £)))
8) S(theme:NP(quantifier:DM:3E%&|property: P « B (head:NP (property:Nad: BTiG| Head:Nac: BE) |Head: DE: BY) |Head :Hud: 225 |
Head:VK2:38%)
9) NP (property: VP (evaluation: Dbb: ZURE (Head:VH11 : 3E) | property:Mhd : 32| Head :Nab: /&) |Head - Te: H )
100 Silquantity:Daa: #F | tine:Dd: 2 |Head V01 Bl aspect -D1: 7| goal WP (predication:VP « BY(head:VHI1: 53540 F | Head :DE-BY) |
Head :Mad - i) )
110 8 (theme: NP (property:lza: B 3E| Head - MP (predicatlon:VEF « BY(head WP (mamner: 4: %85 |Head - VHL1 : 518%) |Head :DE-87) | Head :Mab- B24F3) ) |
theme:Nad: B | thems - V1 325% | Head - V811 - 89| goal - loda: B
12) &(quantity:Dab: 582 | Head ;W2 - 48 | goal:MF (quantifier:Mep: B |Head - thd : F27E))
13) & (Head:VL4: 1| goal: [l - FF=F| thems VP (negatlon: Do s & | Head - VH14 : 38| theme - Nac: iRiR) )
14) &(agent:Nba: 32 | quantity:Daa: 3| Head :WC31 - 881 | theme :NP (quantifier:DM: +P95T | Head :Mac: 24T))
15) NP(property:VF « 8Y(head:VP (nanner:VH11: AAEE| Head :VH11 : S M) | Head :DE: 8Y) |Head -Nad: #548)
16) &(agent:Nhaa: #1M| Head :VH1 1 : $2A%] zoal:VP (Head:VH11 : T2 | duration: DM —T))
17 S(Head:VE2: 48| goal:NP (property:Nad: S+ | Head :Nab: B52%) )
18) Siquantity:Dab: 7| theme: Ml : B2 goal:PP (Head: P11z LI DUMMY :Nac: B LER) |Head:VI2: &E)
19) conjunction(Head:Choa: B
200 Sigoal:Nhaa: #t|marmer VP « BY(Head NP (property:W031: €| particle:Ta: 7) |Head :DE: —4) | agent - PP (Head: P49: 8| DIMMY - NP (
property: ad: B & Head :Nad - B45%) ) | agent -Mad ; 2588 | Head - V02 - 300
210 S(agent:Nac: 558 | marmer - PP (Head : P11 ; 24| DUMMY - 0P (Head : e (DOMMY L :Meu: | Head - Caa: bk DOMMY 2:Men: 75000 |Head ;W02 - &2RT|
goal:lba: &=
221 & (Head:VC2: ¥—3E| goal:WF (apposition:Mab: 3| Head :Wha: #55%) | complement - VF (Head - Va1l 38 | particle:Ta: 7))
231 &lexperiencer:bhaa: | Head :WF1 - T30 goal:5 (nammer - Dh: 68 | Head - Va4 - JEEE) )
24) 5 (agent NP (property:Nea: ¥4 Head:Nab: B 8) |evaluation:Dbb: Bi| Head :VE2: F277)
25) & (thene:NP (apposition:ihaa: 17| Head :dde: 535 |Head:V_2: | range: WP (quantifier:Nes: 3% | Head:Nab: &)
26) NP(property:GF « 87 (head:GP (DIMMY :Nab: F=AFE| Head :Wg: 75) | Head :DE: BY) | Head :Nba: BE7E 1)
27 Slcontrast:Chea: FHY epistenics: Dbaa: € Head: WHL1 (property:VHL1 : 77 & | Head :IM: —2F))
28) Slagent:Nba: FAMEE] epistenics: Dbaas 2| tine: PP (Head:P21: 7€ | DIMMY - WP (time:Ndaba: EE | Head V01 F+ £ |
Head:VC31: B AME|goal:Nab: —5)
29) NP (DUMMY :MP (quantifier:DM: 381 | predication:VP « BY(head :VH11: 88| Head :DE: BY) | Head -Nab: SH#) |Head: To: &)
300 Bitheme:bhab: 887 | toplc: PP (Head: P31 - £ DUMMY : VP (mamner : Dh: 30487 | Head :VCE - 83| goal WP (property:lca: #ETEE|
Head :Mac: 248 1) | time:Dd: 73| Head ;W J3: F2F | range - WP (quant1fler:Heqa: & |Head :Mac- BL B )
310 PP(Head:P21:7E|DUMIY : P (DUMMY - WE (property :Nep: It | Head - MdabT : #Lt) | Head :Hg: 500
321 WP (predication:VEl: %28 | predication:VP « BY(theme:Moo: tH78| Head: DE: BY) | Head -Mab: T
331 Slagent:lP (reason: Chaa: & | DUMMY :Nep: 1) | Head :VEZR - B | goal: NP (DUMMYL - 0P (property: Mdabf: F85| Head :Wash: 2 |Head: Caa: |
DY 2 :NP (property: NP « BY(head: NP (DIMMY 1 -Nab: 3| Head : Caa: #2| DUMMY 2 :NP (property:lv] - &1 | Head :Maa: $27K) ) | Head:DE: 69} |
Head : Ml 3856 )
34) & (Head:VL4: ¥4 goal ;NP (property: NP (property:Nac: #E8 | property:Nad: #5554 | Head :Nac: #4458) | property: i : B9E|
Head :Naeb: 7218) | thene VP (thems :INP (reason:Caa: #0| Head :Nasb: BE4Y) | time:Dd: 15| Head :VEE: | goal :Neqa: K& | goal:Wul - ECT))
35) PP(Head:PO3: &7 |DOMMY-VALIZ: —R¥EA)
36) 5 (theme:NP (property:Nach: 8| Head :Nach: 8%%88) |nanner :HL6 - 3640 | quantity: Daa: 3| theme: DM: FUIEST | Head :WG2: &)
range:IM: 25 2187)
37) 8(time:PP (Head:P13: #| DUMMY - S (theme : NP (property:Nhab: ¥175 | Head:Nab: 3%3) | negation: Doz | Head :VH11:¥8)) | time:Dd: 84E|
Head :WD2: #8 | thems:Mac: -7
381 WP (marmer:FP (Head: F11: kL] DOMMY - WP (Head : Beu (DITMY1 zNeu: — | Head - Caa: bk | DY 2:Neu: —)1) |Head : VHL 1 - 86°F)
39) VP BY(head: VP (benefactor:PP (Head - PO3: 354548 | DIMMY : NP (quantifier: Dl &8 Head:Nac: 2HH)) |Head :VC31: B H | theme: NP
quantity:Dab: #%| property:loda: b |Head: Neb: SEF1$48)) |Head :DE- £)
40) 3 (Head:VL1: 782 | goal:VP (Head :VC31: B4t | 2oal-VP (Head :W52: B | range: NP (predication: VP « B head:VHI1: 87| Head:DE- ) |
Head:Maa: %48) 1))
41) &(theme:PP (Head :PUT: #F| DIMMY :Nab: &) |Head:VG1 - 28F| rangs :Mhd : 5T
42) NP (Head:Ndabb: 7LF 4)
43) NPipredication:VP « BY(head:VP (Head :NC31: | location: GP (DIMMY 1P (posseasor: NP (degree:[fa: 38| Head :Nba: - 44) |Head :Nab: BSR) |
Head:Ng: &R )) |Head:DE:AY) |Head:Mab: A)
44) S(Head:VEZ: | zoal:VP (Head :WC2: 1E3#E | goal:Nad: FIHE))
451 B theme: WP (DY - WP [quantifier: DN: FRiBl| Head - lab: 5F) |Head -0z - 3%) | theme - VC2: #R4E | Head ;W1 - 3F | range [P (property: VB « B(
head :VF (negation: Do | Head:VHLS: 538) | Head :DE: &) |Head : Mac : B2 )
461 Si(Head:VC2: 38| aspect :D1: T | goal: WP (quantifier:D: (8| quantifier:Neqa: ¥ property:Nab: 38| Head : vl - £ 2&E)
471 PP(Head : P43 P2 | DUMMY - 5 (agent - 0P (apposition: WP (property:tlad : R E&EE | Head - Nab: B588) |Head :Mdabd : 27 |Head - VE2: 57))
481 Si(Head:VC2: #| goal: P (property: Mba: 3% property:Nad: 815 | Head :Ndabd : 50
49) 3 (theme: NP (quantifier:DM: 77/ Head:lbo: B) | Head:V_2: F | range NP (quantifier:i: =% |predication:V02: 22| Head: Nab: =&8) )
50} WP (DIMMY :Naa: 7P | Head: Cab: =)

Figure 19: Appendix B: Coverage with 19.803 training sentences.
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ABSTRACT

5(/” 193] 46 2

Usually, there are various non-alphabet symbols ( , etc.) occurring in
Mandarin texts. Such symbols may be pronounced more than one oral expression
with respect to its sense category. In our previous works, we proposed the
multi-layer decision classifier to disambiguate the sense category of non-alphabet
symbols; the elementary feature is the statistical probability of token adopting the
Bayesian rule. This paper adopts more features of tokens in sentences. Three
techniques are further proposed to improve the performance. Experiments show that
the proposed techniques can disambiguate the sense category of target symbols quite
well, even with small size of data. The precision rates for inside and outside tests are
upgraded to 99.6% and 96.5% by using more features of token and techniques.

Key Words: Multi-layer decision classifier, Bayesian rule, word sense disambiguation,

voting scheme, pattern table.

1. Introduction

Various homographs or non-alphabet symbols in the Mandarin (but not limited to) occur
frequently. The patterns containing these symbols may be pronounced with respect to its
semantic sense. The non-alphabet symbols are defined: the symbols which are not the
Mandarin characters () and may be pronounced different oral expressions. We call such
phenomenon oral ambiguity.

The purpose of word sense disambiguation (WSD) is to identify the most possible
category among candidate’s sense category. It is important to disambiguate the word sense
automatically for the natural language processing (NLP). Many works [Brown etc., 1991],
[Fujii and Inue,1998] and [Ide and Veronis, 1998], addressed WSD problems in the past.

In our previous works [Hwang, etc., 1999a; Hwang, etc., 1999b], we proposed the

¥ Correspondence author.
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multi-layer decision classifier (MLDC) to predict the sense category, in which the voting
scheme is used to predict the final category. Even though the domains of sense in the paper
just focus on three non-alphabet symbols, the proposed approach can be extended into other
symbols in Mandarin and related ambiguity problems. The features of token and improving
techniques described in this paper will be employed in the 2™ layer classifier. The main
domain will focus on the improvements for the o layer decision classifier. The model of our
previous works is regarded as the baseline system. Comparing with the baseline model, the
proposed features of token and techniques in this paper improve the performance of inside
test from 97.8 to 99.6% and outside test from 93.0 to 96.6%.

The paper is organized as follows: related information and previous works will be
described first. Section 3 elaborates the principal techniques for 2™ layer classifier in MLDC.
Section 4 focuses on the evaluation for empirical features. Some improving techniques are

proposed in section 5. The conclusions are presented in last Section.

2. Description of Related Works

In this Section, we first describe the applications of word sense disambiguation. The
precious literatures on WSD and several methods, which are used to disambiguate the sense
categories and classification problems of ambiguity, will be introduced next. Finally we will
illustrate our previous approach.

2.1 Applications of Word Sense Disambiguation
The applications of WSD in natural language processing include the following domains:

+ Content and thematic analysis
Analyzing the distribution of pre-defined categories of words in text.

+ Information retrieval and extraction
When querying information, in a standalone system or Internet environment, the
system should identify the real meaning for the query; excluding unnecessary data
then correctly return desirable information among heterogeneous data.

* Machine translation
We can first disambiguate the word sense categories, and then translate the word into
correct semantic meanings associated with the target word.

* Speech processing
Within the text analysis phase of TTS synthesis, the sense ambiguity of non-alphabet
symbols or homographs should be resolved. The patterns containing such symbols can
be translated into their oral expressions. The problem dealt with in our paper is very

important for the precise speech output of TTS system.
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2.2 Related Works

A lot of literatures have been published on word sense disambiguation in the past. They
range from dictionary-based to corpus-based approaches. The former is dependent on the
definitions of machine readable dictionary (MRD) [Veronis, etc., 1990] while the later usually
rely only on the frequency of word extracted from the text corpus to construct the feature
database [Schutze, etc.,1995]. Corpus-based approach adopts the co-occurrence of words
which are extracted from the large text corpora to construct the feature database [Leacock,
1993] and provides the advantage of being generally applicable to new text, domains and
corpus without the costly, error-prone parsing and semantic analysis. However, corpus-based
approach also has some weakness: the corpus is always hard to collect and is time-consuming.
The situation is so called “knowledge acquisition bottleneck” [Gale etc., 1992].

Based on the type of context in examples, the classifiers for word sense category use two
contextual information: /ocal and topical context. Hearst, etc. [1999] use local context with a
narrow syntactic parse, in which the context is segmented into noun phrases, verb groups and
other groups. Gale etc.[1992] developed a topical classifier, in which the Bayesian rule is
used and the only information adopted is the co-occurrence of unordered word.

With respect to the contextual information, lexical information is formalized form of
information involved in each surrounding word. Lee etc. [1997] adopt the discrimination
score, based on maximum entropy of surrounding words in a sentence, to discriminate the
word sense. Its precision rate is 80 % average.

Yarowsky [1994 and 1997] build a classifier using the local context cues within + k
windows for target word. A log-likelihood ratio is generated, which stands for the strength of
each clue of local context. The decision will be made for matching sorted ratio sequence to
decide the sense category of target word. The average performance ranges from 96% to 97%
while the domain size of sense is only 2 for all ambiguous questions.

2.3 Our Previous Works

In contrast to 2-gram, 3-gram and n-gram language models, our previous paper [Hwang,
etc., 1999a, 1999b] proposed an approach of multi-layer decision classifiers, which can
resolve the category ambiguity of oral expression for non-alphabet symbols. A two-layer
classifier has been developed. The first layer decision classifier can be viewed as decision tree
based on the linguistic knowledge. Some impossible categories will be excluded while the
remaining categories are all the possible categories. The second classifier employs a voting
scheme to predict the final category with maximum probability score. The precision rates for

inside and outside testing are 97.8% and 93.0% average.
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3. The Principal Techniques

At first, the data set and sense categories for three target symbols are described. In 2™
decision classifier, a voting scheme, derived from Bayesian rule, is used to predict the
portable sense category with maximum score.

3.1 Elementary Information of Data Set

The original data set is collected through different source, including: Academic Sinica
Balance Corpus (ASBC), text files downloaded from Internet. ASBC is composed of 316 text
files which contain 5.22M characters in Mandarin, English and other symbols totally [Huang,
1995; CKIP, 1995]. Only the sentence with such non-alphabet symbols will be extracted and
appended into the empirical data set. Examples of three non-alphabet symbols slash (/), colon
(:) and dash (-) are extracted and appended into our empirical data set. The sentence size of
three non-alphabet symbols is 1115,1282 and 1685 respectively. The ratio of training and
testing set is 4:1 appropriately. These sentences will be classified into different sense category
with respect to target symbols. The sense categories and their oral expressions are listed in
Tables 1-3. Less frequent (less than 1%) sense categories will be neglected.

Word segmentation paradigm is based on the Academia Sinica Chinese Electronic
Dictionary (ASCED), which contains about 78,000 words. The words in ASCED are
composed of one to 10 characters. Our principal rule of segmentation is first subject to
maximal length of words and then to least number of words in a segmented pattern sequence.
The priority scheme is that the segmented word sequence, which contains a word of maximal
length, will be chosen. If two sequences have same maximum length of words, we compare
further the total number of words in such sequences; then the sequence that is composed of
least number of words will be chosen. The same segmentation’s priority will be adopted
within the training phase and testing phase.

There are several categories which speech for non-alphabet symbol “/” are silence; the
duration for silence in prosodic parameter is still different to other senses. During the
synthesis processing in TTS system, the duration with respective to its category will be varied
and decided with respect to prosody needed. The numbers of token and sentence for three

target symbols in our feature database are listed in Table 4.

Table 1: Seven sense categories and their related oral expressions of the target symbol “/”.

lexical patterns with non-alphabet

category « ow oral expression in Mandarin data dis. (%)
symbol “

1. date 3/ 4 (March 4") = E|pUEl 15.96
2. fraction 3./ 4 (three fourth) paT V= 8.88
3. time(music) 3 /4 (three four time) pas3 = 3p 17.52
4. path, directory JSdev,/null HpldevA®Bnull 25.69
5, computer words 1,/0 Silence or #|75L 2.04
6. production version VAX /VMS Silence (longer pause) or #3744 5.52
7. others fl1,/ b1 /8 (China/Japan/Korea) Silence (longer pause) 25.45
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Table 2:

Five sense categories and its related oral expressions of target symbol “:

lexical patterns with

Sense category « ., oral expression in Mandarin data dis. (%)
non-alphabet symbol “ :
1. punctuation @%’!T : E#’?’?‘éﬁﬁf %!Tsﬂence)w\“‘ S Eﬁ 32.64
2. time 3:20PM = E’!f - 53 (three twenty PM) 11.63
3. versus 3:20 = == (three versus twenty) 13.39
4. telephone TEL: 4264856 ﬁ(sﬂemceﬂl 264856 8.50
5. expression  FEAfAA. E"Flf{'v = FEAfi A (sﬂence)lﬂf-;ﬁ' e 3343
Table 3: Seven sense categories and its related oral expressions of target symbol “-”
lexical patterns with o .
Category « » oralexpression in Mandarin data dis. (%)
non-alphabet symbol “—
1. figure, address ﬁ?ﬁ' — 1 (Figure 2-1) ﬁ?ﬁ' 271 7.64
2. interval 6 — 9 E e 6= 9 st 21.05
3. production pc—cillion pc(ilence)c i1 1ion 17.01
4. computer term E—Mail E (silenceM a 1 1 591
5. tel. fax FL'FF 14264 8 56 F“‘ﬁf 14 2 6ilence)4 8 5 6 21.91
6. hyphen ff'rzc E’!‘ q‘?ﬁ' W :t**‘ﬁ%ﬁsﬂence)q&)'%}é’}q 24.22
7. minus it —2= 20 A XW2ER2 0 2.23
Table 4: numbers of token and sentence for three target symbols.
Sn 1 2 3 4 5 6 7  token no. sentences no.
slash(/) 2906 1325 2471 3051 232 821 3772 14578 1115
colon(:) 4198 2564 2801 1464 3963 0 0 15028 1282
dash(-) 1568 5083 3481 1199 6004 4328 445 22103 1685

Table 5 displays several entries of token word j‘\{EI I” in the feature database. Twelve
entries of token ”** H1” are listed in Table 5, in which each entry is composed of 5 tuples (w, /,
count, s, pos). Tag “Na” represents the common noun. The number in field / represents that
the location of token w is preceding (negative number) or following (positive number) the
target symbol respectively. It is possible that one token maybe occurs in more than two
categories. Table 6 represents the tokens occurrence only considering the two location types:
CH| and CHg. Field / represents the token’s location preceding (CH}) or following (CHy) the
non-alphabet symbols neglecting the token order. p and f in field / denote the location
preceding and following the non-alphabet symbols. In our experiments, two location schemes

will be evaluated in Section 4 and 5.
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Table 5: the token word “”* F1” in feature database occurs in sense category 1,3,6

w | count s pos w | count s pos
N ﬁl -6 1 1 Na N ﬁl +5 4 3 Na
o ﬁl -5 2 1 Na o ﬁl -7 1 6 Na
N ﬁl -2 1 1 Na N ﬁl -5 2 6 Na
SHEE -1 3 1 Na |[ZHi -2 1 6 Na
SHE -4 2 3 Na |ZH -1 2 6 Na
! 1 3 Na |“Hi +5 8 6 Na

Table 6: The token “* ﬁ I”” occurs in feature database;

without regarding the individual location.

W | count s pos

SHp 7 1 Na
SHp 3 3 Na
2Ef 4 3 Na
S f 5 6 Na
2Hf 8 6 Na

3.2 The Structure of MLDC
The function of multiple decision classifiers (MLDC) can be described as follow:
Suppose that £ denotes the example with non-alphabet symbols, ® and @, denote the 1
and 2™ classifier respectively. And possi set is the set containing all possible categories
induced by 1% classifier. TScore( - ) will compute the total score for a given category based on
the voting criterion and statistical parameters schemes.
®,(E) = possi_set, (D
@, (possi _set) = argmax TScore(s ;) (2)
5 e possi_set
where s; denotes the sense category for target symbols. possi_set contains all the possible
sense categories. TScore( - ) denotes the function of computing the total score for sense
category.
3.3 The Statistical Decision Classifier with voting schemes
The segmentation task of testing phase adopts same criterions as that in training phase. A
sentence will be divided into CH; and CHg, which are segmented into one to several basic
tokens (Mandarin word or character). For each token in example, the probability of each
category can be calculated and summed up based on the evidence (parameters found in

feature database) respectively. It is called the voting scheme.
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Based on the voting schemes, each token in CH; and CHpy have a statistical probability
value, which looks like the voting suffrage, assigned to each category of the non-alphabet
symbol. Like the political voting mechanism, the only candidate who gets the tickets in
majority (maximum score in our approach) will become to be the predicted one. First the
token unit we use is word with the location feature in CH; or CHp, in which the count of
token occurred in same chunk (CH; or CHg) will be summed up with respect to the sense
category. The scheme with character token will be analyzed in Section 4.

The prediction processing is based on the occurrence of each token inside training corpus
for each category. The example £ is composed of word sequence W and contains three parts:
chunk-L(CH}), non-alphabet symbol 7S (target symbol) and chunk-R(CHy). E, CH; and

CHp, can be expressed as:

E =CH, +TS +CH 3)
CHL = W—mw—(m—l). e W—j I W—l (4)
C‘[—]R = W+1W+2. t W+j T W+n (5)

where m and n are the total number of tokens in CH; and CHjp.
Let the category smax be the sense category with maximum conditional probability of

sense category s, given the word sequence W. By the definition of the Bayesian rule, P(s| W)
can be written as:
Ps)* P07 ]s) ©)

Aw)

MLDC needs to find the sense category smax With maximum conditional probability
P(s|W). Thus:

Ps| W)=

P& SPULs) _ p(s)® v, wyswy |9)

max ma S b (7)
P(W) p(Wl,Wz,"',WM)

where N and M denote the number of sense category of target symbol and token (word) in
word sequence W.

Two problems should be considered for the Eq. (7). One is the fact that the probability of
p(wi,wa,...,wy|s) needs large memory and computation for the word sequence . The other is
the data sparseness because of the small amount of data set; which usually cause the situation
of zero frequency. Each token w in word sequence I, under our voting scheme of preference
scoring, can be regarded independent to other token. For the probability of sense category s
given a token w, the Eq. (7) can be modified as:

Score(s | W) = ZP(S |w,) )
where P(s|w) is the probability of sehse category s given a token w;. Such probability can be
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considered further as the score for token w to vote for sense category s. Eq. (8) can be

expressed as:
C(s,w)

P(s | w) = Score(s | w) = TCow)

€
where C(s,w) denotes the count of token w occurred in feature database for certain sense
category s. TC(w) is the total count of token w in feature database for target symbol.

Score(s|w) is the relative frequency, which can be regarded as the score of token w
voting to sense category s in our voting approaches. Eq. (9) satisfies the Bayesian rule and
easy to understand intuitively. When computing the probability score of each word w for
sense category s, we just need to use token count C(s,w) and total count 7C(w) with respect to
the sense category s and target symbol. So, the Score(s|w) can be computed easily for all
tokens in the word sequence W of sentence. The probability can be regarded further as a score
for each token in CH, and CHp, to vote for each category of non-text symbol.

Referring to the Eq. (10), the score' Score; and Scoreg of each token in CH; and CHy

voting for sense category s; of non-text symbol can be computed as:

Cp(s.,w,
—————— * Scorey(s;,w, :—R( 4 (10)
TC,(w_;) TCy(w,;)

C,(s;,w,
Score, (s, w_,) = (8
where —1<—i<-m and +1<+i<+n , w andw,, are labeled as the token w in CH, and
CHy .C, (s j:w—j) and C (s ,»WH) are the count of token w_; and w,; occurred in CH; and
CHp, for the category s;in feature database. TC, (w_;) and TCy(w,,) stand for the total count

of w_ and w,, occurred in CH; and CHy , which can be computed as:

TCL(w_i):iCL(Sj,w_i), TCR(WH.):iCR(Sj,WH) (11)

J J
ZScoreL(sj,wL):l , ZScoreR(sj,wR):l (12)

j=1 j=1
where J denotes the number of sense category for target symbol.

By definition of score( ) above, Score, (Sj,W_,-)and Score,, (sj,wﬂ.) can be regarded as
the relative frequency which thew_, and w,, will occur in the sense category s;. As the result,
our voting schemes are based on such probability value.

For the 2™ decision classifier in MLDC, the total score TScore;, ( ® Jand TScorex () for
all the tokens in substring CH; and CHy of example E to vote for sense category s; can be

computed as:

The resulting score of each token fall between 0 and 1, while it is possible that the accumulated
scores of all tokens in sentence for certain sense category will be greater than 1.
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TScore, (s ;) = ZScoreL(sj,w_i , TScorey(s;)= ZScoreR(sj,wﬂ. (13)
—i=—1 +i=+1
In 2™ decision classifier, total score TScore( » ) of all tokens in example E for each sense

category are displayed as:
TScore(s ;) =TScore, (s;) +TScore(s;) (14)

s;epossi_set

TScore( ) will be used in Eq. (2) by the multi-layer decision classifiers to predict the
final sense category s;.

3.4 The Probability of Unknown token

Several well-known methods for probability of unknown words are described in [Su
etc.,1996; Daniel et al.,2000]: additive discounting, Good-Turing and Back-Off . The principle
reason is that there are a lot of tokens in natural language, usually more several ten thousands.
New lexicons or tokens will be occurred in near future. Within natural language processing, it
is so hard to collect all the words.

In our paper, the so-called unknown tokens can be considered that do not occur in our
feature database, which have been generated in the training phase. It is so apparent that the
distribution and total number of collected data set will affect the statistical parameters
seriously, especially on the statistical models. Another situation is the data sparseness. The
smoothing techniques can alleviate the problems. In this paper we use additive discounting

and assign 0.5 to the count of unknown tokens.

4. Evaluations

The experiments with elementary approach and schemes are evaluated first. Two different
scoring scheme adopted by our classifier are tested to decide which is better for WSD
problems in this paper. We will compare the 2™ classifier in MLDC with the well-known
language model. The location effectiveness with respect to different token unit (Mandarin
word or character) is also evaluated in final subsection.
4.1 Evaluation for Two Scoring Schemes

At first, we will describe the voting scheme with winner-take-all scoring then compare
such two scoring schemes. In contrast to the so-called preference-scoring scheme described in
Section 4.3, the voting scheme with winner-take-all scoring adopts a different scoring rule.
Ho Lee etc [1997]. Lee employed the winner-take-all scoring scheme to word sense
disambiguation, without comparison between these two schemes in his paper. Lee’s precision

rate was 80% average.
For each token in sentence, Score, (Sj* ,w_,)and Score, (sj* ,w,;) will be assigned the
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score 1 to sense category sj* for token w_; and w4, and O to all the other sense categories. Eq.
(10) should be rewritten as:

1 if 5. € possi_set and Score, (sj* ,w_, ) =argmax(Score,(s;,w_,))

Score, (s .,w_) = JA2d
’ 0  otherwise (15)
1 if 5. € possi_set and Score, (s],,wﬂ.) = argmax( Scorey (s;,w,;))
Scorey(s -, w,;) = ‘ FER
« therwi
0  otherwise (16)

where sense category (s ;7 ) is with respect to the category of which the Score, (s I w_;) and
Score, (Sj* ,w,,) have the maximum score among all categories for w_; and w.;. Based on the
voting scheme with winner-take-all scoring, Egs. (10) — (14) should not be modified.

In case that several sense categories have the maximum score for token w, Eqs (15) and
(16) should be revised. The total probability score 1 for token w will be shared by these sense
categories. It means that the total score 1 will be divided by the number of sense categories
with same maximum score.

The first parameter to be evaluated is the scoring scheme for each token. Figure 6
displays an example of the accumulated score for 5 categories using two different scoring
methods: preference and winner-take-all scoring on the Eqs (15) and (16). The example (E1)
contains 15 individual tokens (including symbol ":"). Sense category time (s;) gets the
maximum score 6.92 in Figure 1. Similarly, it still gets maximum score 7.0 by using the

winner-take-all scoring.

preference scoring winner-take-all scoring
10.00 10.00
900 |- —B—sl 900 H TEsl
%s,oo = 2 g 800 s2
S 700 |H § 3 700 H a—
= 600 B 600 ol
S50 [ —w—wu /”4 £ 0 |l o Vs
Bao H s g a0 H —+sS s
5 300 5 300 b
S 200 8 200 |
1.00 1.00 K
0.00 0.00 0
1 al L, 7 3 0 # P [m»;gg E 1 3 fl = 7 3 e [ lm“’{
i i O ®f
Figure 1: (left) accumulated score of categories for non text symbol “:” based
on the preference scoring ; category time (s;) gets maximum
score 6.92. (right) based on winner-take-all scoring; the category time (s,)
— —_ . /‘\ L = Da =2 s
E) A 4[N F 7 s 30l AEHEE LA
Sn 1 2 3 4 5 o
scoring scheme punctuation | time versus |telephone |expression prediction
winner-take-all 3.0 7.0 3.0 1.0 0.0 correct
preference 3.1 6.9 2.3 0.9 0.8 correct
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The sense category time (s;) in (E1) gets maximum score in two scoring schemes,
however, some other examples may not hold yet. Especially, while top 2 scores are so close it
is possible that the sense category with second maximum score will precede the first category
with maximum score by employing different scoring scheme. For instance, as shown in
example (E2), the sense category date (s;) got the maximum score and is predicted as the
final category by using the winner-take-all scoring scheme. Instead of such scoring scheme,
we use the preference scoring to predict the category and the result is correct. In fact, the
substring “1/3” means “one third”. This is an example that winner-take-all scoring makes a
wrong prediction while preference scoring can finds the correct sense category. The scores

for each sense category” are listed below example (E2).

[ 7. ~[.» <L VA A
(E2) fEt 7F|§ Ly T N A I 1.3 o
Sn 1 2 3 4 5 6 7 .
. prediction
scoring date fraction time |directory |computer term | version | others
winner-take-all 4.0 0.0 3.0 0.0 1.0 1.0 0.0 |incorrect
preference 3.1 0.4 3.2 0.4 09 0.7 04 correct

Table 7 lists the performances with two voting schemes: preference and winner-take-all
scoring. Obviously, the former is superior uniformly to the later on both inside and outside
testing for three symbols. So we adopt the voting scheme of preference scoring, excluding
winner-take-all scoring, for all following experiments. Note that the 2™ decision classifier in
MLDC, based on the voting scheme of preference scoring with Mandarin word’s token, is
regarded as the baseline model in this paper. As shown in Table 7, the net results are

enhanced up 5.5% and 5.9% for inside and outside testing respectively.
Table 7: The performance of the 2" decision classifier (baseline) in MLDC;
employing two scoring scheme.

scoring scheme preference winner-take-all
precision rate(%) inside test outside test inside test | outside test
7 99.2 94.6 92.9 84.8
te 95.7 91.1 91.5 84.1
T 96.8 85.7 90.8 83.5
average (net) 97.2(+5.5) 90.0(+5.9) 91.7 84.1

4.2 Comparing the 2" Classifier with n-gram Models

In this Section, we will compare baseline defined in previous subsection with the n-gram

2 All the sense categories for three target symbols discussed in our paper are displayed in Tables 1-3.
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(n=1, 2 in this experiments), widely used in various domains of natural language processing.
The base line model displays attractive empirical results.

Table 8 indicates the performance of three models: baseline with voting scheme, uni-gram
and 2-gram, on the same testing data set without employing the 1* layer decision classifier or
other techniques. Comparing the 2-gram with uni-gram, it is so apparent that the former is
superior to the latter. The average net results for inside and outside test are 1.3% and 4.3%
respectively.

We observe further the performance between baseline and n-gram. The minimum
difference between is +1.4% for outside testing of target symbol “:”. The baseline is superior
to 2-gram model for all target symbols. The average net results for inside and outside test are
0.5% and 4.7%.

Because of the data sparseness and small size of data set on our WSD problem, there are
more unknown tokens for n-gram model than that for baseline. The performance for outside
testing of m-gram is upgraded by baseline model for three target symbols. The ratio of
unknown tokens (words) for three target symbols: 11.8%, 15.3% and 19.3%. The more the
unknown tokens appear, the lower the performance is. The size of unknown tokens will affect
seriously the performance of n-gram model. The zero count of token leads to the degradation

for n-gram.
Table 8: Comparisons between our base line and n-gram (n=1,2).
The numbers in parenthesis denote the net performance comparing

base line with 2-gram.

scheme inside test outside test

symbols base line uni-gram | 2-gram baseline uni-gram | 2-gram

« 7 1992(+03)| 97.6 | 989 || 94.6(+2.0) | 90.5 | 92.6

“17 |957(+0.5)| 922 | 952 || 9LI(+1.4) | 799 | 89.7

“«_» 1968(+0.7)| 959 | 96.1 || 857(+9.2) | 743 | 765

average (net)| 97.2(+0.5) | 95.4 96.7 90.0(+4.7) 81.0 85.3

4.3 Merging Two Layer Classifiers Together
In addition to our baseline model, we will analyze further the effectiveness of the 1%
classifier in MLDC. Two classifiers in MLDC could be merged together to improve the
prediction rate.
For instance, example (E3) shows the effectiveness of merging the 1* layer classifier into

baseline (the 2™ layer classifier). Exploiting the 1% classifier to exclude some impossible
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categories first. As shown in example (E3), the sense category with maximum score (2.4),
predicted by using the 2nd layer classifier with voting scheme only, is date (s;) and it is
apparent that the prediction is incorrect. The number of w.; token (32) in pattern “3/32” is
larger than 31, which is the maximum number of date. Therefore sense category date’ was
excluded for target symbol “/” by the 1*' layer classifier. However, the category music time (s3)
with second maximum score (1.8) was predicted as the final one among all remained

categories correctly by the 2™ layer classifier with voting scheme.

(B3 % py fh= L 332 4 = B D A G oo
Sp 1 2 3 4 5 6 7
merging date fraction time directory |computer term | version | others prediction
2" classifier only 2.4 1.3 1.8 1.1 0.3 0.7 0.4 |incorrect
merging two classifier 2.4%* 1.3 1.8 1.1 0.3* 0.7 0.4* correct

ps. * denotes the sense category was excluded by the 1% layer decision classifier.

The performances are attractive and listed in Table 9. As shown, the final results for
outside testing is 97.8, 95.6 and 92.1 for three symbols respectively by combining the 1% and
2" classifier with voting scheme of preference scoring in 2™ classifier. The numbers in
parenthesis are the net results. The average net results by merging two classifiers are

upgraded 0.5% and 4.5% (referring to Table 8 and Table 10).

Table 9: The effectiveness of merging the 1% and 2™ decision classifiers

merging 1% inside testing | outside testing
classifier ?
without merging 992 94 6
13 / 2 - . .

merging 99.5(+0.3) 97.9(+3.3)
without merging 957 91 1
merging 98.3(+2.6) 95.6(+4.5)
without merging 968 85.7
merging 98.4(+1.6) 92.1(+5.4)

average |merging 97.7 94.5

4.4 Evaluation for the Effect of Word’s Location

In previous Section, the location of each token is just labeled two types: preceding (p) and
following (f) the target symbol. While the count for each token was statistically accumulated,

we just consider whether the token is located within the chunk-L (CH}) or chunk-R (CHpy) of

3 In fact, the decision tree excludes three sense categories: date, computer term and version.

79



sentence. Will the performance be improved by considering further the individual location of
each token in CH; (w.;) and CHy (w4;)? In this Section, the effect of individual location for
each token (word) will be evaluated further.

In this Section Token unit is still Mandarin word. Instead of the two chunk types
described previously, each token is labeled with the individual location in CH; and CHp, in
which the count of each token occurred in same location will be summed up with respect to
the sense category. So the technique is the word-based scheme with individual location.

The Egs. (10)-(12) can be changed as follow:

C, SipH>W C+i SisWy
ScoreL(sA,wﬁ.)zﬁ’—) Scoreg (s, w,, :# (17
! TC_ (w_;) ! TC,;(w,,)
J J
TC,(w)= > C.(s;w)  TC,(w,)=D Cils;ow, (18)
=1 =1
J J
ZScoreL(sj,w_i)zl , ZScoreR(sj,wH =1 (19)

J=1 J=1

where i is the location of word with respect to the non-text symbol , -m<= -i <=-1 and
l<=ti<=n. C(s;,w) and C ;(s,,w,,) are the count of word w._; and w; with the location —i
and +i occurred in feature corpus for sense category s; respectively.
TC ;(w_,) and TC,(w,,) are the total count of word w.; and w; occurred in the location —i
and +i in feature database respectively

Let’s take a look at the example (E4), the sense category (date) is incorrectly predicted

based on the chunk scheme whereas correctly predicted on individual location of each token.

E4) 1 smps ymg 5117200 & (WM % B - g1 -

1 2 3 4 5 6 7 .
S prediction
n date fraction time directory | computer term | version | others
token location
chunk 2.9 1.7 5.2 1.2 0.2%* 1.8%* 4.0 incorrect
individual 2.4 0.5 2.2 0.5 0.2%* 0.4* 0.2 correct

Comparing two schemes of token (word) with individual and two chunks’ location, the net
precision rates of outside testing are 0.6%, 1.5% and —0.3% for three target symbols
respectively. As Shown the Table 10, the former is average superior to the later, in which the
sentence is divided into two chunks (CH; or CHpg). Referring to the accumulated score for
correct predicted sense category, although the rate of unknown words token in data set

reaches about 45%, the former still make the prediction efficiently. However, it is easier for
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the techniques with voting scheme, which identify a half of total tokens in sentence, to make

the correct prediction. The net precision rates for inside and outside testing are 0.2 and 0.6.

Table 10: The comparison of two location schemes for each token.

inside testing outside testing

individual chunk individual chunk

“« 7 1993(-0.2) | 99.5 |[98.6(+0.7)| 97.9

“«:” 1992(+0.9) | 983 |[97.1(+1.5)| 95.6

“«_» 1 982(-0.2) | 984 ||91.8(-0.3)| 92.1

average| 98.9(+0.2) | 98.7 95.1(+0.6)| 94.5

4.5 Evaluation for Effect of Token Unit

Until now, the sentence will be divided into two chunks: chunk-L(CH}) and chunk-R(CHp),
which are in the left and right side of target symbol 7S in sentence. Such chunks will be
segmented into one to several words based the ASCED and segmentation scheme. In
Mandarin Vocabulary, there are about 70000 frequent Mandarin words, which are composed
of one to ten characters. For example, the number for 1-character token (Mandarin word) is
7522 and 48315 for 2-character token (Mandarin word) in ASCED while just 13053 for
frequent Mandarin characters. It is apparent that segmented sentence will generate more
unknown tokens for the same data set. The more unknown tokens are in sentence, the less
precision rate will be. The process of word segmentation may generate possible mistake,
which will also degrade the performance of prediction. Usually the situation becomes serious
if the data set is sparse or volume of sentence is small.

In this section, the sentence will not be segmented so each character in sentence is the
voting token. The location of each character will be considered same as described in previous
section. The token unit is character with the individual location in CH; or CHg, in which the
count of each character occurred in same chunk (CH; or CHg) will be summed up with
respect to the sense category. So the technique is the character-based scheme with individual
location. Example E is still composed of three parts: CH;, TS and CHg. Each chunk may
comprise one to several characters. Note that the foreign words (such as: IBM, DR., Windows,

etc.) within chunk will be regarded as a token.
E =CH,+TS +CH,
CHL = c—mc—(m—l). . . c_] . . . C_l (20)

CHR :c+1c+2. . e C . . - C

+J +n

where ¢ denotes the individual character in CH; and CHy and m, n the number of characters

81



in CH; and CHy respectively. The Egs. (10)-(12) of probability scoring can be rewritten as:

C.(s;,c C+i Si5Cy
ScoreL(sA,w_i):M’ ScoreR(s.,Wﬂ,):(—f (21)
! TC—i (C—i ) ! TC+1‘ (C+i)
J J
TC (c.)=Y.C (s,c.)  TCu(e)=2.Coilsney) (22)
j=1 J=
J J
ZScoreL(sj,c_i)zl , ZScoreR(sj,cﬂ. =1 (23)

J=1 J=1

where i is the location of character with respect to the non-text symbol , -m<= -i <=-1 and
I<=+i<=n. C_ (s j’c—i) and C, (s j»CH) are the count of character c; and c;; occurred in
feature corpus with the location —i and +i for sense category s; respectively.
TC ,(c;) and TC ,(c,;) are the total count of character c; and ci; occurred with the
location —i and +i in feature corpus respectively

The total score TScore; ( ® )and TScore ( ® ) for all individual characters of CH; and CHy
in example E to vote for sense category can be computed like Egs. (13) and (14). The method
will be regarded as the character-based approach with location scheme.

Until now, the adopted token unit of sentence is Mandarin word. There are some possible
errors occurred during the segmentation process for generating the token (word). Based on
the character’ token unit with location scheme, there are fewer unknown token. The example
(ES) in our data set is divided into two chunks, in which the individual token is the character
without needing the word segmentation. The characters in CH; will be labeled with
location —m~-1 and the characters in CHp labeled with +1~+n. (ES) is an example in which
the correct sense category can’t be predicted by using the scheme with word token, while it

can be correctly predicted by using character as token.

(ES) i [10/10/ > # W % # Sfj £ % @& B

Sn 1 2 3 4 5 6 7 -y
o prediction
location/tioken date |fraction | time |directory | computer term | version | others
individual/word 2.4 0.5 3.5 0.2 0.2% 0.4% 0.2 | incorrect
individual/character | 1.3 0.8 0.7 0.2 0.1% 0.1%* 0.3 correct

Intuitively, in natural language processing of Mandarin, the token unit used is usually

word, which is the basic unit containing complete and useful semantic information. Instead,

* The Mandarin characters we use is 13053, which are collected in the BIG-5 character set.
> In contract to our previous example, each Mandarin character here is regarded as a token, without word
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why the performance for character tokens is superior to that for word tokens both with
individual location?

Depending on our observations, there are three following reasons with respect to such
phenomenon. First, it is not easy for the process of word segmentation to generate the most
portable word sequence W. The second reason is the data sparseness; the situation exists in
our WSD problem and more unknown tokens will happen. The third, related to the unknown
token, is the token unit. The number for Mandarin character is approximately 13,000 whereas
70,000 for Mandarin word. It is obvious that adopting word’s token will lead to more
unknown tokens than that of character’s token. Such situation will affect the performance. As
described below, suppose that a two-character word “f== (yesterday)” occurred with specific
location in our feature database. Now a token “% =-(today)” in a testing example occurs,
labeled by same location of token “f==.", and will be still regarded as a unknown token
based on the token with scheme of individual location. However, the token “f==." can further
be divided into two characters: “f=” and “—.”. The second character of word “f==<." and “%;
~” is both “”. So character “—~” is a known token and can provide the statistical
information based on the character token with individual location. Referring to Table 10, the
average precision rates in Table 11 are upgraded 0.5% and 0.4% for inside and outside testing

obtained from the individual location for each token (character).

Table 11: Two token units: word and character. Each token

is labeled by individual location.

inside testing outside testing
character word character word
“ 99.6(+0.3) 99.3 98.3(-0.3) 98.6

e 99.6(+0.4) 99.2 98.1(+1.0) 97.1

“«—» 1992(+1.0)| 98.2 92.4(+0.6) | 91.8

average | 99.4(+0.5) 98.9 95.5(+0.4)| 95.1

Currently, the elementary experiments have been implemented and several schemes in
our proposed approach were evaluated. The best performance for WSD problem based on
such empirical parameters can be achieved. In summary, that are the following empirical
features: preference scoring, merging the 1% and 2" decision classifier together, individual
location (-m~+n) of token, character token. The precision rates, obtained by using the
techniques above, of outside testing are 98.3%, 98.1% and 92.4% (95.5% average) for the

three target symbols respectively.
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5. Further Improvements

In this Section, we will discuss several features of token in example to improve the
performance. At first, the weighting of token in different location with respect to the target
symbol will be analyzed. We hope to find the effectiveness of weighting value for each
individual token. Another technique is subject to the specific patterns contained in example.
Such patterns represent a special semantic meaning. In the next subsection, we will discuss
the difference of top 2 score for each example. A threshold value will be used to decide when
the alternative technique can be used to improve the performance.
5.1 Weights for Individual Token

It is our intuition that the nearer a token is to target symbol, the higher prediction
capability to token is. So in this Section we will try to find the effect of the tokens in different
locations. And possibly, we can assign different weights to tokens with respect to its location
in sentence.

The function weight(i) denotes the weighting value for token unit with location i , which
can be derived from experiments for three symbols. Therefore, the related Equations, Eqgs. (13)

and (14), will be revised as:
TScore (s ;)= E(ScoreL (s, w,)*weight (i) (24)
i=—1

TScorey (s ;)= _Zn:(ScoreR (s, w ;) *weight (i) (25)
i=1
5.2 Pattern Table

In this subsection, we will discuss the patterns in text, which belong to the specific sense
category and can be assigned directly. For instance, example (E6) contains the pattern “42/7”,
which is incorrectly predicted as category others (s7) with maximum score 4.6 generated by
MLDC.

In fact, the pattern “42/7” stands for a name of network company. The target symbol *“/” in
“24/7” will be a silence. Therefore the pattern should be pronounced directly in Mandarin “Pl
-+ ~ (shisier), asilence and + (chi)”. All such specific patterns, which are ambiguous and
represent the specific term, such as a company name, specific date “9/21” etc., will be
collected into the pattern table. Such table should be searched in front of adopting the MLDC.
If the specific patterns of examples are found, its associated sense category will be assigned
immediately without the prediction of MLDC. Currently, there are 12 entries collected in our
pattern table. The use of pattern table can resolve several special cases and improve the

performance by the amounts 0.6% ~ 1.0% for the three target symbols.
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(E6) [d2/7) F s 2b i Hrieik mg tE 0k p G pE-

o ! 2 3 4 > 6 ’ prediction
method date |fraction | time |directory | computer term | version | others
our approach 1.6* 09 | 1.6*| 0.6 0.1%* 1.5 4.6 | incorrect

5.3 Adopting the Alternative

In the previous section, we introduced the token schemes of word and character, which
are based on the different token unit in sentence. Finally the best average precision rate of
outside test are 97.83%, 98.46 and 92.37% for symbols “/, “:” and “-* respectively using the
character token scheme with location. One consideration is that whether the performance can
be improved further by merging different token schemes or not?  Although the token scheme
of characters can obtain highest precision rate currently, what is the condition to adopt the
alternative schemes to improve the performance further?

The normalized difference is defined as: (score;-score,)/NT. score; and score; are the top 2
score computed by proposed approach for target symbols. 7N denotes the token number of
sentence and will be changed with different token schemes. 7N will normalize the difference
of top 2 scores.

Note that the Elementary approach here was described at the end of Section 4.5. The final
empirical performances of inside and outside testing are 99.6% and 96.5% average,

employing the improving techniques proposed in this Section.

6. Conclusions

We have developed an approach, which contains the multi-layer decision classifiers and
can disambiguate the sense ambiguity of non-alphabet symbols in Mandarin effectively. In
contract to the n-gram language models, the new approach just needs smaller size of corpus
and still hold the linguistic knowledge for statistical parameters. The model with voting
scheme (baseline) is superior to n-gram (n=1,2) model. Several techniques are proposed and
evaluated in our elementary experiment. Some examples are displayed to illustrate for each
technique. The precision rates are 99.4% and 95.5% for inside and outside testing.

Three techniques are proposed to improve the performance further: weights for token with
individual location, pattern table and the alternative. The final precision rates of further
improvements are 99.6% and 96.5% for inside and outside test respectively.

In addition to the target symbols “ /“, “:” and “-” analyzed in the paper, there are some
other symbols, such as *, %, [] and so on, in which the oral ambiguity problems will be

incurred and should be resolved. Our approaches can be extended into related symbols.
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Abstract
This paper introduces a Chinese summarizier called ThemePicker. Though the system incorporates
both statistical and text analysis models, the statistical model plays a major role during the
automated process. In addition to word segmentation and proper names identification, phrasal
chunk extraction and content density calculation are based on a semantic network pre-constructed
for a chosen domain. To improve the readability of the extracted sentences as auto-generated

summary, a shallow parsing algorithm is used to eliminate the semantic redundancy.

I ntroduction

Due to the overwhelming amount of textual resources over Internet people find it increasingly
difficult to grasp targeted information without any adjunctive tools. One of these tools is automatic
summarization and abstraction. When coupled with general search and retrieval systems, text
summarization can contribute to alleviating the effort in accessing these abundant information
resources. It is capable of condensing the amount of original text, enabling the user to quickly

capture the main theme of the text.

Based on the techniques employed (Hovy, 1998), existing summarization systems can be divided
into three categories, i.e., word-frequency-based, cohesion-based, or information-extraction-based.
Comparing to the other two techniques the first one is statistical oriented, fast and domain

independent (Brandow et al, 1995). The quality, however, is often questionable. Cohesion-based
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techniques (or sometimes called as being linguistic oriented) can generate more fluent abstracts, but
the sentence-by-sentence computation against the entire raw text is often quite expensive. Even the
most advanced part of speech (POS) tagging or syntactic parsing algorithms are unable to handle all
the language phenomena emerged from giga-bytes of naturally running text. Summarization based
on information extraction relies on the predefined templates. It is domain dependent. The
unpredictable textual content over Internet, however, may let the templates suffer from

incompletion or intra-contradiction no matter how well they might be predefined.

In this paper we introduces a Chinese summarization system. Though it is a hybrid system
incorporating some natural language techniques, considering the speed and efficiency of text
processing we still adapted a statistical oriented algorithm and allowed it to play a major role during
the automatic process. After pre-processing, the system first extracts phrasal chunks from the input.
The phrasal chunks normally refer to meaningful terms and proper names existing in the text that
are difficult to capture using simple methods. Then, we use a domain specific concept network to
calculate the content density, i.e. measuring the significance score of each individual sentence.
Finally, a Chinese dependency grammar applies as a shallow parser to process the extracted
sentences into bracketed frames so as to achieve further binding and embellishment for the final

output.

System Overview

The system, hereafter referred to as ThemePicker, works as a plug-in to web browsers. When
surfing among some selected Chinese newspaper web sites, ThemePicker monitors the content of
the browser’ swindow. When the number of domain words or terms exceeds a pre-defined
threshold, it will kick off the summary generation process and display the output in a separate

window. Currently, we chose economic news as our specific domain.

The system consists of four components (see Fig. 1). The first component is a pre-processor dealing

with the layout of the news web pages and removgg\g unnecessary HTML tags while keeping the



headline, title and paragraph hierarchy. The retained information will provide the location of the

extracted sentences for later manipulation.

The second component performs two tasks in parallel, resolving Chinese word segmentation and
identifying and extracting phrasal chunks. Asit is known to all, Chinese is an ideographical
character based language with no spaces or delimiting symbols between adjacent words. After
breaking the input sentence into a chain of separate character strings we use alexical knowledge
base to look up each word and parse the sentence appropriately. Person names and other proper
names are also recognized during the segmentation process. Phrasal chunks are lexical units larger
than words but not idioms. They are content oriented specia terms (Zhou, 1999). We examined
hundreds of documents and frequently encountered these phrasal chunks in the text that bear
important information about the document. Since the meaning of a phrasal chunk is by no means
the simple aggregation of the meanings of all the wordsin it, the word segmentation can not handle
it. ThemePicker uses a statistical algorithm for phrasal chunk identification, aiming at the larger

lexical unit that consists of two or more words always occurring in the same sequence.

The third component in sequence computes the degrees of sentence content density. The
computation assigns a significance score to each sentence. The concept net that contains of more
than 2000 concept nodes on economic news domain is used to define the semantic similarities
between different sentences and adjust the significance scores of sentences across the input text.

Sentences with high scores are selected for the inclusion in the candidate summary.

The fourth component analyzes the candidate sentences using a Chinese dependency grammar. The

purpose is to improve the readability of the output summary.
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Figure 1: System overview and process flow

In the remaining sections of this paper we will describe in some details the magjor system
components, i.e., word segmentation and proper name identification (Section 3), phrasal chunk
extraction (Section 4), domain knowledge for summary generation (Section 5), and the dependency

grammar (Section 6). The final section (Section 7) devotes to the system evaluation.

Word Segmentation and Proper Name I dentification
The segmentation algorithm is a single scan Reverse Maximum Matching (RMM). One major
difference from other RMMsis the special lexicon it uses. The lexicon consists of two parts, the

indexing pointers and the main body of lexical entries (see Fig 2).

“Haripn i FEE" Word =g Taale ofR 220
o A A » Segmentation »
Character |jmdices
b i —e AN S A B A
e '
b # iz — A AT AT R
, Myl = [ ol ammpemmeanaE RaTE.
i :
L m: 44 I 2HAEBSHESEHeETRAE

Figure 2: Lexicon structure and segmentation progess



The algorithm works efficiently. The average number of comparisons needed to segment each
word isonly 2.89 (Liu et al, 1998). The unregistered single characters that are left behind the word

segmentation will become the target of proper name recognition.

Proper names in Chinese carry no signals like capitalization, hyphenation, and interpunction in
English, to indicate that they are special and different from other noun phrases. Our algorithm
currently can handle two types of proper names, people names and organization names. People
names include Chinese person names and names of foreign origin (though treated differently). The
majority of organization names are company names due to the nature of the selected domain

€CoNoMmic News.

To fulfil the task of recognizing Chinese person names we built a surname and a given name
databases. Intuitively, any given Chinese person name is formed by alead surname and followed by
1 or 2 given names. The surname has only one character and rarely has two, therefore the length of
each person name ranges from 2 to 4 characters. In the surname and given name databases, each
character is given a possibility value that is obtained by calculating its frequency over alarge name

bank. Our person name recognition agorithm works as follows.

When an unregistered single character word is encountered during the scan of the segmented text,
the algorithm will check a) whether the character is a surname, and b) whether the character is
followed by one or two single character words. If both conditions are met, these two to three
consecutive character string may likely be a person name, denoted as n=sc;c,. (four-character

names are temporarily omitted since they are rare). Here is the calculation of the possibility of n:

p(n) =log p(s) p(c,),if thereisasingle given name, or
p(n) =log p(s) p(c,) p(c,),if therearedouble given names.

Thus, nisrecognized as a Chinese person name for two character names if h;<p(n)< hy, or for three

character namesif z;<p(n)< z,. Here, h, h,, z; and z; are pre-defined thresholds (Sun, 1998).
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When calculating the possibilities, the title words, such as Mr., Mrs. etc. that immediately before n

and verbs that follow n are also considered heuristically.

The difference between Chinese person name and tranditerated foreign name is that the latter uses
only alimited set of characters. The number of characters that allow to be used to denote foreign
origin names is about 400 to 500 (Sun, 1998). Within this set, a portion of it can only be used as the
first character and another subset can only be the tail ones. Using this principle we defined a set of

rulesto label the margins of foreign names resulting in satisfactory precision and recall.

Company name identification is also statistical and heuristic in nature. Based on the observation and
analysis of alarge quantity of collected Chinese text, we concluded that most company names can

be denoted by the following BNF:

<Geographical Loc> + [<Ordinal Number>] + { <Product Name>|<Trade Name>} + <Appellative Noun>

Thus, we built a FSM in which heuristic rules are introduced to alow the system capture such text

strings as company names.

Our initial evaluation of some sample text databases indicates that approximately 3% of the original
text are proper names of various kinds, among whom the above two categories constitute more than
95%. This means that we would lose 2.85% of the segmentation accuracy if no action were taken to
handle these two names. The above procedure now achieves more than 96% in accuracy. The

improvement to the segmentation is 2.74%.

As mentioned above, proper names denote critical information in the original document. Their
incorporation can make the summary more informative. Improved segmentation helps identify
domain words more accurately. The identification of proper names also benefits the shallow parsing
and improves the coherence and cohesion of summary output. Though phrasal chunk identification

is independent to the segmentation, it is character based not word based.
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4 Phrasal Chunk Identification

The phrasal chunk identification algorithm is to locate new terms formed by two or more words that

frequently occur in the input text. For the words <7 , «E®> ond <HE» foundinthe
input text, if their frequencies all exceed a pre-defined threshold, we can say that they are key words
in the original text. But, this does not mean the whole phrasal chunk FHEERAF jsawa
key word. To determine such along term or a phrase chunk is also a key word we have to prove

that these three words or 6 characters frequently appear in exactly the same sequence.

Our phrasal chunk identification algorithm uses a data structure used called Association Tree (A-
Tree). A unique A-Tree can be constructed for each individual character using itself as the root of

the respective tree.

Fig.3 shows an example of A-Trees. Each node consists of a character and an associated integer
shows in parentheses. The integer refers to the number of occurrences of the character in the input
text. The integers associated with other child nodes denote the number of occurrences that particul ar

character follows its parent node. An A-Tree is constructed in the following way:

Scan the input and record the position of each individual character C. Definey ={C |Gl &} as
the set of all possible characters found in the input. | C; | is the number of occurrence of C..

Delete dl C; when |Cj| < T with T as a predefined threshold

For each remaining individual character C;1 y, create a A-tree and place C; (n) at the root of

thetree and n asthe associated integer

Add all the descendants of C; to the leaf node setj ={d;|dT & }. Deletethose d, where |di| < T

with T as a predefined threshold

For each node d; inj , add its descendant characters as described in step 3 and remove d; after it

gets expanded
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Repeat step 4 until no leaf can be expanded, then the A-Tree of C; is complete.

CEE SRR i

HBEMHERAED - %6
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Figure 3: Phrasal chunk identification and an A-Tree

Once al A-Trees are constructed, new phrasal chunks can be extracted using entropy measurement.
By tracking from the root node to each leaf node we can get a string of characters. For example,
given astring ajay---anb1b,- - - by, that denotes two sub-strings A=aza,+ - -a, and B=b,b,--- b, with a;

astheroot, the entropy in B given Ais: H(B|A) =- log p(B| A) .

For an A-Treetheratio |bn|/ |a| is an estimation of p(B|A). The smaller the H value the closer the
relationship between these two sub-strings. A zero value means B always follows A, suggesting that

AB is ameaningful phrasal chunk.

For astring G=C,C,C;---Cy, the entropy in C; given Cop is Hei= -log P(C1|Cop). Given CoCy, entropy

in Cz isHcz= - log p(C;|CoCy). Thus, the total entropy measurement of Gis defined as:

He= é Hci =- log p(Co...Cn), whereHco =- log p(Co)

i=0

As shown in Fig. 3 there are three phrasal chunks that have been listed with their respective H
values with the first one bearing the lowest. The chunk identification algorithm will collect all the
phrasal chunks with H value less than a certain threshold among all the A-Trees built from the input

text. These phrasal chunks are larger than aword and likely express the key content of the inpuit.
94



5 Sentence Extraction Using Domain Knowledge
The significance score of a sentence is determined based on the sum of two measurements, the

density of domain concepts and the density of phrasal chunks.

Suppose a sentence denoted as S=U;U,Us---UL, Ui T [F | W K], 1<i<L (here F: function words, W:
domain concept words and K: phrasal chunks), for those U; that belong to F, no contribution will be
made to the significance score. For other U; that belong to W, their contribution to the significance
score is gained from the domain knowledge contained in a ConceptNet. The ConceptNet isa
graphic network constructed semi-automatically with nodes as various concepts and arcs as
relations between concepts. The current version of our ConceptNet contains more than 2,000 nodes
all collected from alarge economic news database (see Fig. 4). The relations between concepts are
of severa types, such as a-kind-of, a-part-of, abbreviation-of, product-of, member-of, etc. The
density of domain concepts a,y is calculated as follows:

aw= 8 9,(1- 4 RULU,))/|U |, gisaheuristic coefficient.

Uil W Uil w

R(wi,We) is afunction that determines the semantic relations between wy and w.

COHCEFTHET

Figure 4: A partia snapshot of ConceptNet for economic news domain
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For those U; that belong to K, their contribution to the significance score is calculated as

ak = é gH (Ui)/|U | (referring to the previous section on the calculation of H(U;), the entropy of

Uil K

Ui.). Thus, the final significance score for the sentence Sis:
as=| s(b aw+b 2(1- aT)) .

Conceptually, we give special treatment to domain concept words and phrasal chunks that appear in
the title and headline. Some cue words or phrases are also detected that may bring positive or
negative contributions to the significance score depending on their properties. b; and b, are balance

factorsfor ay and ax. | sisdetermined by the location of Sin the paragraph.

After all the input sentences receive the significance scores, those having values greater than a pre-
defined threshold are chosen for the possible inclusion in the generated summary. The default

length of the output summary is within 10~20% of the origina text.

Dependency Grammar

Though they receive higher significance scores, the extracted sentences cannot be treated as the
abstract of the origina text. The readability islow even if they are strung together in the order as
they occur in the input. The duplication in meaning and the appearance of improper conjunction
words often make readers confused. Anaphorawithout contextua reference also poses difficulty in

comprehension.

To bind and embellish the output summary we employed a Chinese dependency grammar to parse
the extracted sentence into Dependency Relation Tree (DRT). Based on the methodology
introduced in Liu et al, 1998, DRT can further be bracketed into cells. One of the cellsis called the
core with others being dominated by the core. There exist unique mappings between dependency

relations in DRT and the dominating relations among cells. Fig. 5 illustrates such an example.
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Figure 5: A sample sentence and its DRT

To eliminate the redundancy between two extracted sentences, we defined a semantic distance
between them. Suppose that the bracketed cells of sentence S are represented as:
Core(S):=[dloti(S), dotx(9),---doty(S)], then we can define the semantic distance between S and S

asD(S, )

D(Sy, S2) = é diff (sloti(S), sloti(S2))

If Core(S,) and Core(S) are different, D(S, $) isindefinite. If Core(S,) and Core(S,) are the same,
diff(") is used to denote the semantic similarities between doti(S;) and doti(S). The more similar the

contents in the two dots, the smaller the value of diff(), thus the smaller the distance D(S;, $).

A special case of the semantic distance is D(S,, $)=0, that means S, and S, are basically identical in
meaning, so one of them can be deleted. In most cases, D(S,, $) is greater than zero. A distance

threshold is pre-defined in order to determine which extracted sentence can be eliminated. After the
redundancy elimination the remaining portion of extracted sentences is reorganized to assemble the

final output summary.

Per formance Evaluation

In this paper we introduced a Chinese summarizier called ThemePicker. It isahybrid system

incorporating both statistical and text analysis models. For the sake of speed and efficiency, the
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algorithm was implemented in away that allows the statistical model to take the major role during
the automated process. We built a semantic network (ConceptNet), a knowledge base that contains
more than 2000 concept nodes with arcs indicating the conceptual relationships between or across
nodes. Our experiments have showed that the content density measured based on ConceptNet can
be more valid than an algorithm purely based on key terms. To achieve higher degrees of
readability of the auto-generated summary, we adapted a shallow parsing algorithm to eliminate the
semantic redundancy between the extracted sentences. While enhancing the summary cohesion and

coherence, the computational overhead is restricted.

As pointed out in the literature, due to the lack of the evaluation standards for auto summaries, it
remains to be an open research topic regarding how to compare the performance of atext
summarizer with any concrete and solid measurement (Paice, 1990). We conducted a preliminary
system evaluation against the database that contains 2800 news articles (2.4M words in total) on the
economic domain. First, two human analysts manually screened 1200 articles and identifies 80
specific topics like Euro, Fortune Forum, RMB won't be depreciated, etc. Then, they manually
generated summaries for several selected documents from each of the 40 topics. After that, they
compared the automatically generated summaries with those they manually composed. The
benchmark uses three grading scales, comparing to the manually generated summary the auto
counterpart was assigned as either, good or acceptable or non-acceptable. The results indicated that
the total documents that received either good or acceptable grades constitute more than two-thirds
of the total documents evaluated. Evaluation using more rigid methodology will be performed in the

future.
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Character Sets and Its Application to CLIR
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Abstract

This paper classifies the problem of machine transliteration into four types, i.e.,
forward/backward transliteration between same/different character sets, based on
transliteration direction and character sets. A phoneme-based similarity measure is
proposed to deal with backward transliteration between different character sets.
Chinese-English information retrieval is taken as an example. The experiments
show that phoneme-based approach is better than grapheme-based approach. In a
mate matching of 1,261 candidates, the average rank is 7.80 and 57.65% of candidates

are ranked as number one.
K2
j\v’ﬁi’*jﬁag¥ﬁj1?’{—@&§2 g i BB FLLT Tk
3 I Red ERkeF BT AR Bu kit £F LA

BRI BIE S R A MR AR O A S B IRAS 5 F oA =
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BAB > THHPEFFTANRDI N o BTN BUF EAAWRGAHED
IPE SRRV é’ff'ﬁ!f’é rﬂ"g];?‘,; RS = ?$?3m§;¥°?5§$%%ﬁfr ﬁ_'ﬁ‘%
_Fgﬁpujy‘i, A .% I—mpbﬁ& l,,}, Lo B— B 1,261 B A f‘;,m,.jtlfg f\;,_%i:‘ ,;ﬁ‘

AR B R % T30 LR 7800 B P 5T.65% £ A B - £ o

7R

M-

FLIpaanhpkd g B LiE»APHp ¥ 2EY 4 3
Bt RApemprt 2858 R > 2 FEF 2 TR RS T )N E | (content) f g ¥ 4
Bo b B3E o B NF S P PR DY R AT AR Y 2 AT BwE AR
RFhEfAEs ¢ SRPEFRRASINL LB ZAPNF Hr 5 5373
IR F o BREREREDRY S N ATRREY k(PRSI R TR
Facty s & EATHE p #24F & % 4y (Chen and Lin, 2000)) k3> F1 5353 7 F 973 =
R B R JT R 0« P A o RS F kBT 0 18 E ¥ (machine
translation) £? ¥53% % 7 3L % (cross language information retrieval) ¥ 4p B p X33

TRIL B AT jedE L K IIEAR ¢

wﬁ%&?A%%H@MnI%Dfau—ﬁgﬁﬁiéﬁ@ﬁ@mwyé
BWEY - BFTMEIRDPFoFLFFT LR WA FFRELAE RSP
% - ¥RaE S o ¥ & A F7(disambiguation) © %_% 3§ 3% (query translation)— 7 £
& %7 7 (Bian and Chen, 2000) > 1245 1995 & & i * % > ¥+ Wall Street Journal,
Los Angeles Times f- Washington Post % #7® 3% 414 % 143 (Thompson and
Dozier, 1997) » » %5 67.8%. 83.4%, fv388%ik 233 & 3 L3 o i srig

PFL OB EFR - EAAHPEOER P A L AP R o Chen
4 (1998) » Knight §= Graehl(1998) » Wan v Verspoor(1998) §% 4p 43 1 U o

(machine transliteration) 77 ;2 > X eJdZ iz B R L o
7T RIS B 0 F A 2w 5 F(forward transliteration) & & v
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W(backward transliteration) » % — BF 3 ehd § L3 > FA G @4 27 5 b
MEFRLTE ¢FE* 23 F BHEF ERIK o bldok S Jlaplk e
Firenze » ¥ % 3¢5 3% T4 % 50w - F@RE > §APATI- B
P At REd L F R ok BRI IR 2 £ Amold Schwarzenegger
B 5 g e - A €7 B8 3R S 3T 0 R ATHES

B RGN RET R LR AL T RS RN KED o ek g

T FEFIIF LR FFORNTEEERS RF TR L V- T
THThE B k& 0@ P & B L& P 3E 7 (target language) iE § B £ R o %

BAF HF 232 32 B eng it RER G A, F w3 3 0

<

B e AR BAR DL D TR RE PR FIRA S R

9

SR Lo £ w5 R RFEE S RLAHNR Y DB LR A

CEZCRIEIN R S RS £ N

A2 F-Fd FFNEefel v NE LB F R FFE TAL
WEAPMIFT] c T2 D MR TEL > AHFBEF v FR - 52 &

:'1—7%_) vg—/%x FAAM B RN 2 o N T AT HRATE ’Tfﬁ‘ﬁ’,‘%}“%xa

2. FEHFHABHFAY
RFFFT o A PRFFRUTLS S 2o 8 Ao i 0l
TR FORedF T EPIRE T TR TR N RV IR R A G
rkéiﬁﬁﬁﬁﬁgﬁri©3}ﬁ@%#J5ﬁ°HT§¢$’%#%ém

Fal kA AR RE R AT o

2-1 te > FRFFH#

e F iRz Bd i - i3 AHUREFA L AHDE 2
F > 7 B 3% 3 %)% (grapheme) § 2 (phoneme) FF e & SRR — 5 > 2§ —
BT ARPF R AELT - B F ARAET W ¥R MR 2l
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B Y FHF RS he FEE D P g R F R P ARE A g R

AR RASET g AR kB o bl4e Beethoven B A E ALK L F 0 2 H_
AE G AT BEB RGN FHE TR AR AR 3R G
¢ s BET NG AT Fo bldck S JIE K Firenze(& + 112 ) #2 l3 F

Florence -

ETIES

PRFETRYEFAF I G P FTOFEF AR M EFR T
i § TR EE O R R ’Eﬁ&i&&i’/ﬁ RIL2 g3 72 F o 2 X BRI AF
FHOFFRGET A PARRAR S A EEF U RAE T REFF OB E R
Fr oo Vo p P g FREAREY v Apid o nd A g P AR < o T
FP2 33 v@ 2a P RRIH I T - REFERAD 2 EFIH
Zofed v R*FAF g 2L AHD Y EFES SRR HHY

TR RV S S R E

22 2B FELE

T A BN AN RRAE T F 0 B HRE T

B
=
9
=
<
2
4

FERER > TREPFETDEERP LT o oS B A3 B L RBRE
— 2 R ERPETRE T BT R RE S Fen
% o Wan £ Verspoor(1998)# E i1 - 2 p o #-E 2 &5 L3 o f Fa¥ 2
Fio hME A FHSIF FOERY 0 B IRART LT
(syllabification) « 47§ & &7 ;% 4 & § 4P| 5 & (rule-based) » 12 % §# | & ¥
(instance learning)= & o #* % bidg * P| 5 A 58 w37 A FFiE
Bl k47f2 & 0 & 4% 3 3 ¥ (consonant cluster) &2 #* 3§ k § &+ § &4 F kT
frod e 2 LHFETF 2 FL T35 425 o gt
- Rz m AT RN & 0 RGE - ) ch=t f & 1L (sub-syllabification) o - G PEE
M2 EIHE I FEFTE D EAFERM O F o ks T3 42

' 2

G e Al FHE A P RE T (SR EY 2 )P FiEAPE > Wan &

mly

ol
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Verspoor ¢ 36> L#AFfid A ehd & A A @R L EFTH L  RFL L L33

#I* ﬁ’»lbmr‘l—?"’%d"a‘&] °

23 Fok23E3:
i et e A R S PR R ke R e 8 A
TAFERGE g RGN REFT IR RIA G oo Bl 22 6 UL
g E
24 FoB3F33F
P frE v Benigi o AN E w2 Y F kaag @ n kY TR %
HE R B F e (ARG PR o gt L R 2 5 Bk v g i) e
PR 3 afirkard?s - AT REFFCPRFT R I 5B
A F RO R dne g V- AT FE P ERET R FF 8- 8 R

F e E I AR E T A LR K REE T TR Y A g

Knight 22 Graehl(1998)41* 774 fi-%|(generative model) » K3+ — B F = f F
AN BFFE AP 2 FEF e FNRRTE TR o F EFEEY (RAF
T)EF Lo S P 2 (P 9%E 7)Y K t(katakana) pF o AT R A 2 K B RE

BPrd? s B TEFFNR TR P BRI FRE S BB FF B

-

Pev gy BB p g RSP BERL TR YL BT - B
iy Pwsr kg2 E2 3 (word) hAd 4 B> 2 BRAPF - Br2F
R BE I RF IS POW B F AR LT OE S
(pronunciation) - ¥t— BEX F 3 p kAP REEP I EBEFF T L hE Y F
P > S MEBFFVE- BE2F w T OGR P(wip)ie B F A E e 49
¥5 b 7% 32 (Bayes’ Theorem ) > &40 § >~ F 45 P(w) « P(pjw) ° &1 4 5L * Fl4e™

TREEAS G HY Wi o3 e s H2HT jLPeFE kKL YEL 0
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(2) Plejw): #=a%5
(3) P(le) s #m g+ p B
(4) Pklj):H#p=wFE L
(5) Plok) : e~ 15 k53 Ay A L kg -
3 OCRPE- BrBELFRB O Fo @Rt Tahma i > HhEr38 wo

argmax P(w)x P(e| w)x P(j|e)x P(k| j)x P(o|k)

w

Chen % A (1998)#% 11— B#-m 2 §F=¢ 2 (P eED )ing 3#5  F o F
FEY(RAE T )R TR N BEE T TAKRE LR 2B kLT
G B FERN R PRAF e ¥ F A F RSB 4 H(6]4- Wade
Giles (2 B) > & #3884 (Pinyin)) > # ¥ e e FF (P 2 )L R F 32 o &

FHRITBFRE- B F i E T *’ééﬁé’gf‘ﬂ”ﬁ’%ﬁt“#&ﬂi?ﬁéﬁﬁé(&f@%
3. #F3HWNR
AamTrEFERERIAANEDFE 2 FTL AT RET R R

FRNEE R FFE S TPIR c AF e F o kAL - iEE L

mly

Hopl s 3 B3 e igE tH 0 g 2 EA S AR R o Ap A S0t $

R
TN BRI A E F F o @

o

mly

AT RERFRZF B E Ea RS S ’ﬁ*ﬂf\p; werEHER
R I v R R P 0F L R R ek AT A kg0 F A
BEEHTE U APT ERAF PRI RS B RS
BoS g AT A BERY AP AP TR T RVRE
,T.%{j BUVRVFZAPNUAR ARk TR F AN bldo? 2o B > B

ML AR i ’f]ﬁ'%ﬁﬁiﬁ#ﬁiﬁﬁl’?ﬁ?—?“ FE oA He

A% ol g > Odell ¥ Russell 77 Soundex % ¥e(Knuth, 1973) » £

FThREHFFA NI AFHGFREF OER A B RDFF 2R
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BEZAAMPE S Aaes BRROFF :T‘.*‘u? feA%Ap 07 o @ Chen & A (1998)%=
TOV ARG A F P RAP MR hE e g kAo d At erddhand 2 F FF

BRGFZECDER LRI B PARF FFTEE ARSI T BBE TR

5 TR B3 1 (romanization) o # P orgR * ek B4 F Lt 3 S H B R EH
F oAb EREREE > KEF L ST o

é%&%ﬁ%&ﬁ,iéjz{{@ggjﬁﬁ‘kaL,m%ggﬁg%
PETZhQEXERSFA S REATEFAF I R 2AMOEE G 0 AT
Ee 3 d v iy A RS CAMEAREH IR LR

BHEHIFA* PR KR F R > AFF I A L L APIT

FENLVEET RSP MEOAYFTE- B EAPES NE RS
R B h e bldrh? 2 frEX EA T B KRR 2 PeED R

i -"1?‘;{’?"["‘ i r E] Bk = % B 5}'4'% 4;""]‘}3@% N ﬁ",;“. Lo fé-f]}; /fi KA f; 5] f[%]”ﬁ,bﬁ; :
o BREIYR APRE waE-? T E R PR EY BV EY

TEF T RGEE RS S FE o bl4cElton & TE LA SRR Lk

TR PR RE A B BF G §4TR0E (7 93] TEL- ton
BIH AL P EREGEREFEY BB A L EFRE

FEHBEEZE ¢ THoe 2T IL=>], & T AL —>don o ¥ = BRFEF %
KEERAPNREGE » JAR{BT - BIAEIRTED R L > BE-Y §F
FREFEAFL DL L EGELEAP P dom b T EF A ARSI
BETH LA 0 BB 21 @F] Texl-don o £HF & BaLis il

7] Teldon ;> #X {5 £ #fie %% fie $+(mate matching) o

oM deF iRk c RE B REFE G AR R NPT R
Boid BB AAATAL SR A R HE G A RE (RTY R
HE T TP )L GAcl F (Bell) ¢ e T F o ek B K
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BREAE P A T U F R B f sk 2 pe (er#l) 0 B g
FEFEAT A2 WA e pampe s (1=1) o # o iEd o Bk SR & A0 1

MeE s ST 4) B E K S AR DRV B0 (AR e

2o P RBFEREHF

AFREL (RE |PNE BEHS (AR Ry CoN |(ThpR AL REHEG

%,

i‘}% %‘ i i l‘i'méé';%

' al al Ai Al €
JL erh er Er Er |
AL tun dwei |Duan duan don

TEFEER EHE T TARAOR L N2 A F RS T
FOFPFEAI LN ARAVRIBEEL oA FFES BIPRDF FAHNAE AN
m# 2 - B2 F% 5 #(International Phonetic Alphabet > IPA) 5 25 & et g > & -
B BFPROFEF RSN R RE I REE R Roip R 88 2R g Feh

Bocfre Bl— BER 5 R AR LR VDDA o SN LGP AR IR 2 B e A 0 2

(1) 7% @ Gfed|d? 5@ 0 - BHRTIINLS 7 24 g
HEF o blde THE ) @BFFF > SEEHFIR2N TH, 82 TE -

ke 3 S A A B EDMERE

T BB blhe (T, AAR T TV ) AR AP LG REA B

F I

,..\
w
p—a
=
mls
a2
g\:
=
>
|
=
N
3
T
=
ol
W
&
f
-
D
I
G

Mot BELIPAC £ 2 5| I A § o3 3§ 22 [PA R 0 230 6 2% 3R -T (1998) »
g e L o blde T — A4 @F Ty - L IPA ehd 7 2 i fe & 5T H

1 i & M > CMU pronunciation dictionary 0.6 % ( f§ # CMU dict)
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(ftp://ftp.cs.cmu.edu/project/fgdata/dict/)x * ASCII % % 7= » ¥4%x3 |3 CMU dict
P Lo IPA B ELEPR o blde > Doy H TIY o

¥

® v

-\
R
<
:“
b
4

.

e FH A%

A 4 l
B3 LS R% 5

A 4 l
L4 5 IPA Fh R

i ]

B'% 5

IPA |z |nH| pn| ¢ |t |tH|v|A |« |xH|E& |t |[JH | |ta|raH

IPA & | | |toloH| o

(®) * 53

AFRE| - (AU Y| T[T | E ||| L[| X|TF|H|L|L]L

IPA t|{v|y|la|o|dP|e|o]|e|av|ov|av |V oaN [N ™

$HEE £ g EF 0 A R0 L e F - REY PR AP AL
(CMU dict 0.6) > 12 18 3|73 4 3 5 o b4 Arthur | 6% 3 > 5 % 4 15 B 3] T AA

RTHER | (£ 3 £7) e

P v R IAERER TS F AP LA 8 [PAFF  doip it

T BIPAZ P cfp R P F ARG U T ZBAE - FHEBAPAE - TIF
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PHBIPME  BRUEDIF PR -
TH1:FAERPpIAR
Bk S1% SiEAa BF R T A ELEY AN A4 T (273
BFA) A Y A BEAXxEyos(x, y)Rom x &y $#AELS  rE T
Sl oo fLR F A AR
THR2F P HAPNAR
B A ZF P S8 Sk — fAHE S N (alignment) > S’ S5~ 39

G P o4k S SYHE R R [0 PIEE S A A ke T
! s ot
D 5(8,3),8,()) -
A= BT ) R e b T LB SRR WS L

"IYAAST > @ Arthur 5% § 5 TAARTHER > #712 pt peh Y ={AA, ER, IY, R,

r,S,TH} » @ § 2 B Lot o dic> T g ¥ fLeLl 4 7 ¢

S| A A  ER IY R r S TH _
AA 5 0 0 -10 0 -10 -10 -5
ER 0 5 0 -10 & -10 -10 -5
Iy 0 0 5 -10 0 -10 -10 -5

rR{ -10 -10 -10 10 -10 -10 -10 -5

T 0 8 0 -10 5 -10 -10 -5

S| -10 -10 -10 -10 -10 10 &8 -5
TH| -10 -10 -10 -10 -10 & 10 -5

|l -5 -5 5 5 5 5 5 5

TR EE S

I & ‘IY AA S r
Arthur AA R TH ER

R 2R RT R B RS 155 +-5+8+8=11>

RigAPRTRFEAPNR o
THEI FEHHMAE

BT-BFAEET e s forl o 38 S & S ihipink 0 L&
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F S8 Sy b BB A DE S b DE R R NAE
AP 2R AP M PB4 S 24 ¥ 0% dynamic programming 17 5% K45
Gusfield (1997)% = & A & i% i (base condition) &
V(i0)= Ys(Sy(k), )
1<k<i
V(0,))= 2s(,S82(k))

1<k<j

— 4x ehrecurrence ;B ¥ 04 H A L

V(i,j)=max[V(i—1,j-D+s(S,(),S,()),
V(i—-Lj)+s(S,@),_),
V(i,j=D+s(S8, ()]
0<i=<length(S;) * 0=j=<length(S;) > V(0, 0) = 0+ # ¢ V(i, j) 5 Si[1..i]#* Sa[l.]]

A B g 8 (prefix) B GHE S NE KBRS 2 S EALE I nE mo B
R SR Su e ﬁﬂfE,Tfu%?\V(n, m) ° 4% ] * dynamic programming 7= ;¢ &k foo %

BET A O(m)pE R p B 9%k o

ERPE e R FHFERAPNATEY 0 X°5 63 B IPA P57
Zo)  HP ®E25 39% ¢ ¥R £z ks Fobigg 24 B2 Arfp Y e
REL s AT A BB AR ) G 6363 0 AP A iR ¢ ehA diohy 1 N e
-

(1) &mAl}+ > IPA 7 fie(match)% 10 4 » % 7 fie(mismatch)de 10 4 o & 5
fecni 2 3 - RIRBS5SA @R {73 TEA oA AN PE I A F R i
FOA A A F AR Ao o ed WA F AT RFTROTR LAAR
FEE O AR R F R BS A .

(2) #z9 F A )& > ¥ 114 iinsertion & & deletion o d 373 T fe ¥ 1
% * & - 1 insertion ¢ + — i deletion « |4 abedfgh fr abedigh » # @ f2ri &
TR RREPEPEE . T R 4o B 5

abcdf gh
abced igh
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APLA T R E fens B B BF AR 29 0 FWR- X insertion fr- =
deletion & 4pfF > &4k 4 LG h4F o Fp 0 57 T4 0 > A PR insertion & 4
deletion srte 4~ > E3 7% Ap e feyen- L o w0 :TJr‘.ELlO/ZZS o Fek o BT O ¥
zo AR ERS(HY A EL b)) REIEA BT P ab & ac AHAERF S 4
YFa¥aTpRL 104~ % THic 10 40Pl abfrac F B HAEAP AR G 110+ (-10)
=0 Aedrk etz e R FRA dra bira criBfkhAa B i 10+ (-5) +(-10)
=5 e ABHIE R 0 LG Y A B AR

PERE EER- S

(3) HUIE S R EES 2 S P Y AR PV E
LR MR R R A Bk B 8 A drd = R -
N RN
19 d ]+
PR A PEZB-DET-FEV-GEK-S&Z
#5*7 % =§4if BLPh-K#ZKh-D#& Th-P# Ph
EA RS Rk L& R-DH# Th
B N pat CH # Tch~CH £ TSch~H # Th~G & Te~JH £ Tc - L

B R-M# ANG-N ¥ AN-~N 2 AHN - N ¥ ANG NG
22 ANG NG & AN~NG £ AHNG~S ¥ Sc~S#¥ ¢~ S
B TH~S & TS~Z 2 Sc~7Z2 TS~Z 2 TSc
YRz EET K& TerL#e-R&Ee~THE Th~ZH &2 Tch~ER & 1 -
Arig oA ang R A ER¥Z L~ER%2 e~UW&# V- JH £ TSc G ¥ Tch
PRl R IH# 1Y ~-UW & W

Ia gy IY 22 Y

mly

5. BEEE

AR * Ao g A df(mate matching)en 2 0 KFTRFE R TUPIIAE o 3 2 40T
TS P A RASE T R o BRI TR e E R £
{(01, t1), (02, t2), ..., (On, tn)} © % 3 » F FF(S NP TRFZ R 4 PF 0 BIEF R AP
Bk S SRR GRE ¢ onE B RAE T PR TR o F B R - fp i
Behhfce 2 (6 gt AEPRAE T PR I F AR BE MR SRR S
Pl o LRARE 0 AT E R AP RV AR o
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>

BLY inE - BPaRE IR GURER =R

o 1
e
A
S
—ml
P
—Edll‘;'
(H}
e
A
~
o
W
=3

B FE - BEAARWA RS PR o ¥ ok - BARE L nfg iR > £ Mg

- B R R A

UM R E S A LR 0 2 0 R PR * 87 Chen % 4 (1998)F %48 I e
FELH 0 K 1STABRA Lo deh @EHIIFEF L L3130 EHGE L8
21261 BA o Rz I3 2MBEIC R NARNEE A2 AR T
02 R T rap 7 5 7.80 0 1t Chen % A #73 % 2, % 4p i B T 3o 2 969 » £ IR

BE 4T

iz PREE
FEARLR 5% 400 R
Tyop 7, 7.80 9.69

1 2~5 | 6~10 | 11~15 | 16~20 | 21~25 | 25+
WA | 419 | 398 86 114 35 17 158
HEprre| 727 | 321 73 33 26 12 69

I 41078 W)

Bl o 2A0
U BEAPTOOFEER AF ARG RY G R R F R

S ATl o 3 TR 4 b > 2 EAR IR A5 4D 1R AT R L 4F o dok i
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- BB LG ARG 5T65% R kL dAp fuch 4 D A

Eh o FBAEMNAE R F 33.28% -

- HEBER RS TRA AR AP T L pn R T AT
() G Fe EFLA g d Y v T AABI BT R
B AP AR B RE T S FI T S Ry & - K
Fo FFF A - BF T o R E - B HN G i o b
4o Bach (¥4 )~ Caesar (¥ ) ~John (N #% ) %5 F > &j & 4 4r
FL AT g R A ek AT A S AR 0o
2) FRRAEFEOFFHREG IEXFALFEOF G (LFELL
FHEARUA ) d R 2 @ F g o P E PR A
AFEFRE YA P Gle Briand (4 2%) ¢ HEod b5
B ?‘E%T‘j&il”ﬁ#ﬁt%;ﬂﬂzié o
(B) FHr2FEFRA AN FLHEFET L FF AR F (CV)
m@ﬁ’gﬁéiﬁﬁﬁﬁﬂ@%’%Mtgﬁ§%%%@»4%
f?é» CV ‘J’ﬁ 4o Paul (%% ) 22 Young (1% ) ¥ B ke »
RRE-Bf&NF PP 2 AT ABFE 4 EFAF A
g kit
(4) g KB BTt h- B ERauES o UL gae A
WEFEIFABERER PR FN A TR T EY v @
2T (HeGertrude B E )~ & 4 5 7 5% (4 Gillian> 4% 52 ) »
AR FIRBRGFS e B A FApT (e Patricia > 3F

RRE) S e e g g 2o

BE ARt o B g & pTeh 2 T ot g R AP 00 B AT I ke
AOLF o RE R AL ARt e bide iR BRI FEE K Paul £ -4

APAT 0 fL f B @ Pl Polo tf A B F A Paul ki@ TR ) { 42T
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x AT %2 B AR 2 4T Gillians e S5 B3 2 S il 4 B B e

RAPEEES R AG A FUAR R S 4 RS B

BEIFFALY REPRE L ELFT fgﬁvrmg,sz;{@%w 3k
hi w it TR v R FRBE T TR A AP BRI A B A
LR AL o I ER AR DRID > K FF w3 R Aok 4p A gt K =

LS

FoFF g oA PREFRZEARE APERF ARSI D

B
N
‘31
_3
A
2yl
e
|
é
B
>—L
o
%
#

1295 Knight 22 Grahel(1998)%F 3 ¥ 4 seei®= R % -2 B0 R 40 AR Rk

FE e FEEA3 APy RTA G FFEATIET Fls § 5 R
B o A A FE N LIERS o R B AR FIH B F T REF R
BT ﬁvawﬁrﬁ@iijﬁ? Yo E S o BB RV R A B M Rk -

BE A e st 5B A AR R 1 R i -

WESFLA 220 L0FF PR F kGt AR ER T
FREFTRY FHVH O EPLFED 2 G F e bR R AL the United
States » 7 =< WA 1P 2 2 .Jf:‘-*rsﬂ»a e R e A
A3 B F L P~ LF 0 bde British Virgin Island ¢ 0 Virgin > &.¢ < 3 3%
X Tazn >om 2 3P F Island P2 E£FLE o F1 > 4 F e B2 33
ez wmoo A LEREFFL ook @ G R i )]}L,@ B o
ek iF LA R MER MERLARFHL AN EF e R F

5 AL ¢

540
Bian, Guo-Wei and Chen, Hsin-Hsi (2000) "Cross Language Information Access to

Multilingual Collections on the Internet," Journal of American Society for

111



Information Science, 51(3), 2000, pp. 281-296.

Chen, Hsin-Hsi (1997) “Cross-Language Information Retrieval,” Proceedings of
ROCLING Workshop on ED/MT/IR, Academic Sinica, Taipei, June 2, 1997, pp.
4-1~4-27.

Chen, Hsin-Hsi; Huang, Sheng-Jie; Ding, Yung-Wei and Tsai, Shih-Chung Tsai (1998)
"Proper Name Translation in Cross-Language Information Retrieval,"
Proceedings of 1 7" International Conference on Computational Linguistics and
36™ Annual Meeting of the Association for Computational Linguistics, Montreal,
Quebec, Canada, August 10-14 1998, pp. 232-236.

Chen, Hsin-Hsi and Lin, Chuan-Jie (2000) "A Multilingual News Summarizer,"
Proceedings of 18th International Conference on Computational Linguistics, July
31-August 4 2000, University of Saarlandes.

Gusfield, Dan (1997) Algorithms on Strings, Trees, and Sequences: Computer Science
and Computational Biology, 1997, Cambridge University Press.

Knight, Kevin and Graehl, Jonathan (1998) “Machine Transliteration,” Computational
Linguistics, Vol. 24, No. 4, 1998, pp. 599-612.

Knuth, Donald E. (1973) The Art of Computer Programming, Volume 3, Sorting and
Searching, Addison-Wesley, Reading, Mass, 1973, pp. 391-392.

Thompson, P. and Dozier, C. (1997) “Name Searching and Information Retrieval,”
Proceedings of Second Conference on Empirical Methods in Natural Language
Processing, Providence, Rhode Island, 1997.

Wan, Stephen and Verspoor, Cornelia Maria (1998) “Automatic English-Chinese
Name Transliteration for Development of Multilingual Resources,” Proceedings
of 17" COLING and 36" ACL, 1998, pp. 1352-1356

SR T (1998) 0 jE 7 Efap = A E R o St 01998 & 10 7 o

112



%tHék « CMU dict #5527 IPA BB 4
A9 CMU dict 0.6 w5372 0 *Z2 7% F 5 R k72 & CMUdict ® > 34 i 5

”):’;.‘f.g]; n*—,ifa'éto

cmu dict # 5. IPA # %, |cmu dict ## 5| IPA # % | cmu dict 7 5 | IPA # 5
AA o M N *Te 3
AE 0 N v *Tch tJH
AH pore  ING N *c J
AO 0 ow ) *TSc T
AW o (0)'% ol *TSch TeH
AY ol P T *Sc &

B B R p *Zc |
CH 1) S c *TS (1o}
D S SH > *TSh toH
DH A T T *r ()
EH E TH T *AlY ot
ER ™ UH Y *EYIY el
EY € UW v *AUW (o}

F o v - *OWUW 0

G y W ® *AN oV
HH n Y Q *AHN VvV
IH I C *ANG aN
Y 1 ZH Z *AHNG N
JH 0Z *Ph nH *e ™
K K *Th tH *y W

L A *Kh xH

113




Clustering Similar Query Sessions Toward

Interactive Web Search

Chien-Kang Huang, Lee-Feng Chien, and Yen-Jen Oyang

Department of Computer Science, National Taiwan University

Page 115 ~ 134
Proceedings of Research on Computational Linguistics
Conference XIII (ROCLING XIII)
Taipei, Taiwan

2000-08-24/2000-08-25



Clustering Similar Query Sessions
Toward Interactive Web Search

Chien-Kang Huang, Lee-Feng Chien*, Yen-Jen Oyang
Department of Computer Science, National Taiwan University, Taiwan.
*Institute of Information Science, Academic Sinica, Taiwan.

ckhuang@mars.csie.ntu.edu.tw, *Ifchien@iis.sinica.edu.tw, yjoyang@csie.ntu.edu.tw

Abstract

A new effective log-based approach for interactive Web search is presented in this
paper. The most important feature of the proposed approach is that the suggested
terms corresponding to the user’s query are extracted from similar query sessions,
rather than from the contents of the retrieved documents. The experiment results
demonstrate that this approach has a great potential in developing more effective web

search utilities and may inspire more studies on advanced log mining mechanisms.

1. Introduction

Users' queries for Web search are usually short. For example, the average length of
TREC topic description for conventional text retrieval is 15 tokens [11,12], while
analyses of web search engine logs reveal that the average query length for Web
search is about 2.3 tokens [6,9]. Short queries means that the information about the
user’s intention provided to the search engine is very limited. To deal with the short
query problem, interactive search techniques [2,7] which attempt to identify the user’s
intentions and suggest more precise query terms are therefore commonly incorporated

in Web search engine design.

To determine more relevant query terms for each given query, the conventional
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interactive search processes often rely on the key terms in the retrieved documents
[2,7,10]. The key term set is extracted either statically from the documents during
preprocessing or dynamically on-the-fly. Since the precision rates of the retrieved
documents are usually not high enough, the extracted key terms are often found not

relevant and not very helpful in practical Web search services.

In fact, extraction of relevant terms can be carried out by analyzing users’ logs. In
recent years, mining search engine logs has been obtaining more attention. Silverstein
et al. [9] performed a second-order analysis on a log with a huge number of Web
query terms. The results are then used to facilitate phrase recognition and query

expansion [3].

In this paper, we propose a new approach based on log analysis for developing more
effective interactive Web search engines. The most important feature of the proposed
approach is that the suggested terms are extracted from similar query sessions, rather
than from the contents of the retrieved documents. A query session is defined as a
sequence of search requests issued by a user for a certain information need. The
basis of the proposed approach is that two users with the same information need will
issue common or related query terms.  For example, in search for a subject regarding
“search engine technology”, a user may submit query terms such as “search engine”,
“Web search”, “Google”, “Web search and multimedia”, while another user may
submit  “Web search”, “Lycos”. Therefore, if similar query sessions could be
identified, query terms for the same information need can be extracted and applied to

improve the effectiveness of search engines.

The remainder of the paper will be organized as follows. Section 2 is a brief
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introduction to the idea of interactive search based on similar query sessions. The
method proposed for segmenting query sessions from proxy logs will be described in
Section 3. Then, how query sessions are clustered is addressed in Section 4.

Section 5 will present some experiment results and a conclusion is given in Section 6.

2. Interactive Search Based on Similar Query Sessions

Fig.1 is an abstract diagram showing our idea for interactive search. Before
introducing the basic idea of the proposed approach, the concept of query session is

presented and defined below:

Definition of Query Session:
Query session = (ID, Ry, ..., R,) where ID means the identifier of a user submitting a
sequence of requests to a search engine in a certain period of time. Each request R; =

(t, q;) means user ID sends a query term q to the search engine at time t

The proposed approach is assumed that the query space of users is formed by clusters
of users’ query sessions, and a set of query sessions grouped in the same clusters
contain similar information needs. For each input query session with a sequence of i
query terms, the interactive search process is then designed to retrieve the most
similar cluster of query sessions from the query space, and then extract relevant terms
in the cluster as suggested terms for next search. Once the i+/th query term is
selected, it forms a new query session with i+/ terms and the interactive process will

perform again.
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Fig.1 An abstract diagram showing our idea for interactive search.

Based on the above definition and idea, the problem to be dealt with is then

formulated.

The Query Session Clustering Problem

For a set of query sessions from a query session log, the considering problem is
to cluster these query sessions into different groups based on estimated similarity
between query sessions. Each cluster can be defined as {Si| f(S; S;) > threshold}, in

which f{) is the similarity estimation function between query sessions.

Overview of the Proposed Approach

The proposed approach, as shown in Fig. 2, is composed of three processing modules:
query session segmentation module, query session clustering module and relevant

term extraction module. In the stage of query session segmentation, each query
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session will be segmented and extracted from a proxy log, according to the time gap
between successive search requests. All of the extracted query sessions will form as
a query session log. In the session clustering stage, the sessions with similar queries
will be clustered and the cluster names extracted from composed high frequency
terms. In the relevant term extraction stage, the relevance between the recorded
query terms will be calculated and sets of relevant terms will be extracted for term

suggestion applications in a search engine.

Proxy Log

Relevant Term

Extraction

Term Suggestion
Extracted Relevant Terms

in Search Engine

Fig.2 An overview of the proposed approach

3. Query Session Segmentation

A common proxy server might easily have thousands of clients accessing the web
through it. Not only the general HTTP requests could pass through the proxy server,
all of search HTTP requests are same. Compared with common search engine logs, a
proxy server's log records more rigid information for users' information access and,
more importantly, the recorded search requests are not limited to certain search

engines.
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However, a proxy log might record too much information and only some of them are
useful in terms of search engine applications [13]. In our application it is sufficient to

only use the following fields of logging information:

* A timestamp that indicates when a search request was submitted.
* Aclient address that indicates the IP address of the requesting instance.

* A URL string that contains the request content.

Since the experiments are just performing, the testing log is from NTU proxy servers

and is still small. Some statistics of the testing proxy log are listed in Table 1.

Logging Days 15 days
(2000/4/22 00:00~ 2000/5/7 00:00)

No. of Total Clients 12,005

No. of Total Queries 341,443

No. of Distinct Queries 51,125

Table 1. Some statistics of the testing proxy log.

It is noted that the recorded search queries in the log are limited to that for two
representative  search engine sites in Taiwan: www.kimo.com.tw and

wWww.yam.com.tw.

In addition to identifying unique users, an effective query session segmentation
algorithm has to determine which are the starting and ending requests for each user's
information need. Most of search requests posse a property of time locality. Client
ID with temporal information really provides a strong constraint in determining the

query sessions. For this reason, we adopt an assumption similar to Silverstein et al.
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that queries for a single information need come clustered in time, and then there is a

gap before the user returns to the search engine.

The method for query session segmentation is then proposed as follows:

The Method for Query Session Segmentation:
For a proxy log, it will segment the whole log L = {T;| where T; = (IDy, t;, q;)}
into a set of query sessions {Si| S;i = (IDy, Ry, ..., Ry), where R; = (, q;), and t; —

ti1 < threshold}, where t; is the timestamp when the query q; issued.

Analysis of Segmented Query Sessions

To realize the performance of the above method, several experiments have been
performed. Fig. 3 shows the relationship between the time thresholds and the numbers
of segmented query sessions. The time thresholds determine the maximum time gap
between two successive requests from the same client. The values of the time
thresholds were tuned from 0 seconds to 360 seconds. In the research of Silverstein
et al, 5 minutes as suggested is a proper threshold value. With the same threshold
value, the number of segmented query sessions is shown in Table 2. The
percentages of the segmented singleton and non-singleton query sessions are found

similar to those reported by Silverstein et al.
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Fig 3. The numbers of segmented query sessions (that with more than 1 queries),

regarding to the change of increasing time thresholds.

No of sessions | Percentage
1 query per session 71,790 74.8%
> 72 queries per session 24,986 25.2%
Total 96,776 100%

Table 2: Percentages of the extracted singleton and non-singleton query sessions,

when the time threshold is set as 5 minutes.
4. Query Session Clustering

As the definition of the session clustering problem in Section 2, the similarity

estimation function is necessary and formulated below:

Similarity Estimation Between Query Sessions:
Given two sessions, S; = (IDk, Ryy,...,Rim) and S; = (IDy, R;, ...,R2,), in which R;;
is the j-th query term occurred in session S; which is issued by a client. The

similarity estimation function is defined as:

Sim(S1 ,S,)= ZSim(RU Ry, )/ mn

I<i<m,l<j<n
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The similarity between two composed query terms will be further described below.
Development of an effective relevance estimation function is important. Since our
research is just in the beginning, only two kinds of relevance estimation functions
were developed and tested. In the first method, the relevance between two query
terms is simply calculated by the co-occurrence frequency value of the query terms in
the segmented query sessions. In the second method, the relevance is calculated by

the cosine value of the query terms’ feature vectors.

Method I for Similarity Estimation of Relevant Terms

In the first method, we define the relevance estimation function below.

f(x, i) = co-occurrence(x, y;)

Before calculating the relevance between query terms, a set of query sessions has
been segmented and extracted from the testing proxy log. After preprocessing the
query session log, we calculate the co-occurrence frequency between each unique
query term and its associated terms occurring together in the same query sessions.
We explain the calculation process with a simple example below. After segmenting
the proxy log, it is assumed that we got five query sessions S1-5 and each contains

several query terms from Ato F, e.g.,

S1: {A, B}
S2: {C, D, B}
S3: {A, B, C}
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S4: {A, E}

Ss: {B, C, E, F}

In this case, f(B, C) will be 3, because B and C occur together in three sessions, i.e.,
S1, S2 and S3. Although the above method looks straightforward, its obtained

performance is really out of our expectation.

Method II for Similarity Estimation of Relevant Terms

In the first method, the relevance of two query terms needs a strong support of their
co-existence in a certain number of query sessions. Using a VSM-like technique it
can release such a constraint. The second method is based on vector space model, and

it can be formalized as below.

fx, yi) = cos(FV(x), FV(y)), FV(x) means feature vector of term x,
FV(T) = {S;:Nyj| Sj and Ti are coexist in query sessions, Nij is the count of their

co-occurrence}

Assuming there are two terms T; and T:

Ti = {Si:Ni1, S2:Ni2, S4:Ni4, Ss:Njs}

Tz =2 {S1:Na1, S2:Naa, S3:Nas, S7:Na7t

The relevance value of T1 and T2 is the obtained cosine or say the inner product value

of these two vectors.
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The Clustering Process

A issues to be dealt with in the clustering process, that is, what each cluster means and
how to name these clusters. In order to find out the representative meaning of each
cluster and avoid the difficulty in classifying short sessions, the clustering process is
being developed as shown in Fig. 4, which is designed as an incremental adaptive

procedure.

This procedure consists of 4 processing steps:

1. For each incoming query session, check whether there are certain common query
terms between the session and existing clusters. If the common query terms

exist, assign the session to these clusters.

2. If the incoming session doesn’t have sufficient common query term with existing
clusters, calculate the similarity between the session and existing clusters. If
the estimated similarity is higher than a predefined threshold, the session will be

assigned to the cluster.

3. If the incoming session isn’t assigned to any cluster, it will be sent to the delay
queue for further processing. In this step, the incoming session will compare
with other sessions in delay queue to check whether there are common query

terms in the sessions that could be combined.
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4. A standalone module will dynamically merge or split the clusters according to
the new requirements or the new incoming sessions. When the similarity of
two clusters are higher than another pre-defined threshold, merge will happen;
when the cluster grows larger, split will happen. Merging and splitting are

strategies for maintaining the similarity of query sessions in a cluster.

Sessions contain certain common queries

witf existing clusters 1.Common Query Checking]

A

Cluster

|, Similar sessions

2.Similarity Calculation

Find new
common queries
between sessions

3.Incremental

Cluster Delay Queue DH<*

Finding

Fig 4. The work flow of the session clustering process.

5. Preliminary Experiments

Performance of Query Session Clustering

The above clustering process was just implemented. The sessions grouped by Step 1
are set that should contain at least two common query terms, and each obtained

cluster is then named by the pair of common query terms with the highest frequency.
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Currently, there are about 700 initial clusters have been obtained from the query
session log shown in Section 2. Table 3 illustrates an example of the clusters. The
numbers ahead in each row of Column 2 are frequency values of the corresponding
sessions. Based on our initial observations, the relevance of the clustered query
sessions is often high. It is obviously higher than that obtained with document-based

approach in our experiences.

Cluster Name Sessions in Cluster
}'i’k_}'iﬁ“’?’ 10: tl flﬁkﬂ
1: *T i ’[l Ilﬁ{éﬁ"
AL L A L B L A
AN TR T
L f Tl e =5
Lk s N
R R (e o U TR 1 o Sl I T
LR pit e
T g
SRR G A e
A T = IS T =
1: gﬁﬁfﬁfﬁ“ gﬁﬁff‘ *ﬂ“ﬁgl}éjr“ LD g £ ’F'}J\ f}ﬁ*’?" 4\5‘?’—???{#?1% 1
1: rlfﬁ—k%‘? —Fl—k ﬁj—kjﬂ
18 < PO b
Lt TR A e A i

Table 3. An example of the obtained session clusters.

It is worthy to note that clusters with similar names (that with shared query terms as
the names of the clusters) usually contain similar information needs. Table 4 is an
example which contains a number of clusters with information needs related to |:F|1[}_F[
(picture). In these clusters, q*?ﬂ‘*ﬁ (picture) will relate to several different kinds of
search subjects, including characters in cartoon (e.g. kitty and pokemon),
downloading, online picture banks, greeting cards for some festivals, and etc. These
similar clusters could be further taken as sub-clusters of the information needs. The
obtained information would be very useful in performing term suggestion in

interactive search process.

127



Cluster Name Translation
SRR Kitty cartoon picture __ kitty
TR ] lovable picture __ cartoon
SEaEA Y mother’s day picture _ mother
SO AR, A mother’s day picture __ mother’s day
SRS YRS |mother’s day picture _ mother’s day greeting card
SIFATE BT gs mother’s day picture __ bear
S S mother’s day picture __ carnation
ﬁ%’ﬂ*ﬁ _ kitty picture _ kitty
s ) picture __ cartoon
A RIS picture __ cartoon picture
AT picture __ pudding dog
fﬁl&l s g‘ﬁ picture __ mother’s day
A BT picture __ mother’s day greeting card
S AR picture __ mother’s day picture
[ G picture _ picachu
B picture __ funny
- picture __ dog
e picture __ bear
Fﬁ]”’ﬁ - gjp picture __ theme
A picture __ themeking
I picture __ pokemon
TS picture __ animal
s picture __ animation
I picture __ carnation
E S picture __ game
s R A picture __ game download
B picture _ graph
T ) picture __ picture download
[ picture __ picture bank
T B picture __ picture file
[ e picture __ comic

Table 4. An example which contains a number of obtained clusters

with information needs related to q‘%‘ﬂ*ﬁ (picture)

Performance of Relevant Term Extraction

In fact, the proposed approach is also useful in relevant term extraction. We evaluate
the proposed estimation methods with a testing set of query terms that were randomly
selected from the testing proxy log. For Method I, the relevant terms are whose
co-occurrence frequency large than 1, and for Method II the relevant terms are whose

cosine value large than 0.25. The obtained preliminary result is shown in Table 5.

The first column “rank” in Table 5 is the order of the testing terms in the extracted
term set, which is sorted by their occurrences. The real query terms are listed in the
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“term” column, and their English translations are listed in the next column. The data
in the “freq” column represents the occurrence of each query term. The “total”
column indicates the numbers of all different co-occurred terms, and the “related”
column the numbers of relevant terms among co-occurred terms that were checked
manually. The next nine columns are the obtained statistics of the proposed methods.
Each method consists of three columns, the first is the number of extracted relevant
terms, the second is the number of correct relevant terms, and the third is the obtained

accuracy. Note that the third method is the result merged with the proposed two

methods.
method 1 method 2 merge
rank term translation freq total related extract related accuracy extract related accuracy extract related accuracy
2 =g chatroom 149 448 157 66 48 0.73 50 27 0.54 116 75 0.65
4 mp3 144 266 97 27 17 0.63 1 0 0 28 17 0.61
12 ?51?/ movies 103 172 104 13 12 0.92 7 7 1 20 19 0.95
14 E}?ﬁ*%’?- Taiwan U. 100 152 81 11 11 1 26 21 0.81 37 32 0.86
38 =N [Univ.] 63 88 43 11 11 1 3 3 1 14 14 1
40 H l@i'ﬁﬁﬁé Chinatimes 62 102 56 10 10 1 13 5 0.38 23 15 0.65
45 sina 60 146 46 15 13 0.87 42 14 0.33 57 27 0.47
55 pchome 52 113 48 7 6 0.86 23 1 0.04 30 7 0.23
56 2 i) CTV 52 8 29 8 6 0.75 13 6 0.46 21 12 0.57
63 FI Japan 48 92 55 6 6 1 0 0 6 6 1
111 EffR[EAE [Univ] 34 8 54 11 11 1 38 35 0.92 49 46 0.94
116 S music 34 76 46 2 1 0.5 4 4 1 6 5 0.83
204 BB 25 [Univ] 24 35 28 4 4 1 6 5 0.83 10 9 0.9
233 ﬁji? 54 Judicial Yuan 22 30 24 2 2 1 0 0 2 2 1
300 j’yfﬁ’ Ching Palace 17 31 19 0 0 8 8 1 8 8 1
345 i 1 [government] 16 24 21 2 2 1 5 4 0.8 7 6 0.86
531 i * F inputmethod 12 14 12 2 2 1 5 4 0.8 7 6 0.86
654 Jefry [Place] 10 15 11 1 1 1 4 3 0.75 5 4 0.8
760 f!qi@ﬂﬁ*%g [Univ.] 9 45 33 7 7 1 33 23 0.7 40 30 0.75
789 jﬁq&ﬂ pictorial 9 32 10 1 0 0 16 5 0.31 17 5 0.29
818 iﬁﬁ"[‘lﬁ.’JH I [school] 9 35 5 7 0 0 22 3 0.14 29 3 0.1
884 E R [painter] 8 12 11 1 0 0 4 4 1 5 4 0.8
1032 ARG [web site] 7 24 19 0 0 14 9 0.64 14 9 0.64
1092 %&%’J drama 7 20 15 0 0 7 7 1 7 7 1
1124 S e T 14130 0 7 7 1 7 7 1
1343 ZEYY rﬁ] % [Exhibition] 6 4 4 3 3 1 4 1 7 7 1
1629 = iapii] Hokkaido 5 14 5 1 1 1 8 0 0 9 1 0.11
2220 B ’M] glass 4 19 7 0 0 14 4 0.29 14 4 0.29
2454 i [}t‘)‘os(‘)‘l’(‘]y 4 7 5 0 0 5 3 0.6 5 3 0.6
2491 q&%ﬁ'% graph 4 7 7 1 1 1 3 3 1 4 4 1
AT = SRR Mutual
2515 e [Fun d] 4 3 3 1 1 1 0 0 1 1 1
2668 =% [Publisher] 3 5 5 0 0 3 3 1 3 3 1
2900 K Miller 3 6 5 0 0 3 3 1 3 3 1
3119 T’Tﬁﬂl Fﬁjﬁf [school] 3 8 8 1 1 1 4 4 1 5 5 1
3885 Sk cell phone 3 5 3 0 0 2 1 0.5 2 1 0.5
4378 EREE foundati 2 6 6 0 0 5 5 1 5 5 1
%éﬁ*ﬁiﬁf ‘FAI' [foundation]
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4429
4432
4858

5094

5274

5524
5699

7083

7243

7290
7563

8044

Fily 1 1 ‘“(t)rf"r‘fl‘;cvti‘g“ 2 2 2 0 0 0 0 0 0
F%=F wrestling 2 7 1 0 0 6 0 0 6 0
+‘%ﬁ'i‘ﬂ [company] 2 1 1 1 1 1 0 0 1 1

- - development
Ty FIE p
i iy it of 2 7 4 0 0 6 305 6 305
B e-commerce
T [school
R addmission] 2 3 2 0 0 0 0 0 0
e endangeitis 2 2 1 0 0 0 0 0 0
Ehii [bookstore] 2 3 2 0 0 2 1 0.5 2 1
A, A
Spm;lrecsgfgncom 201 1 1 1 1 0 0 1 1
e [gefegrrrfl‘i’h‘c 2 4 4 0 0 3 3 1 33
oA wood house 2 1 1 1 1 1 0 0 1 1
¥ female 2 7 7 0 0 6 6 1 6 6
Eo | United Air
'I? 5 f' Line 2 2 1 0 0 0 0 0 0

Table 5. The performance obtained with the proposed methods.

Analyzing Table 5., we can find that Method I favors high frequency terms (e.g., term
frequency > 50). It is really suited in applications that need not many but accurate
relevant terms. However, for the query terms with not high frequency, we might rely
on Method II.  On the other hand, for those low frequency terms (term frequency <
10), Method II can not maintain a consistent performance. The effectiveness of this
method is not reliable. In order to realize the effectiveness of the obtained result, we

list an example of the extracted relevant query terms in Table 6.

The query term is ’F 25 (Taiwan University). The obtained relevant terms can
be classified into 4 major categories. The first category is abbreviations including ’F I
-, F[—k (“+” is the query syntax). The second is synonyms with different
character forms like Et#f*=¥ with additional prefix like [ESZ[j"F' (S22 or nick
name in semantics like F[#f (Palm trees). The third is the sub divisions of Taiwan
University includes "‘ N[ (medical school), F[ AT RS s
(computing center), ’F }*[ﬁ‘?}ﬁﬁ (library), ’F ‘4\%:% (department of electrical
engineering), ’F (NI 22 (department of Chinese literature), ’F P

(department of medicine). The final category is the events happened in Taiwan
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University, like ?F[?Fﬁ, T, B Tﬁ?‘ i and %’Eﬂ-

Query Frequency
Search e 100
Similar Query Co:);cur related
25 Y
I 1= 5 Y
F I%J\qﬁ%u' 5 Y
+T: Iﬁ 3 Y
method 1 3 Y
14' 3 Y
co-occurrence — 4\% ik 3 Y
T2 2 Y
[ 7 ﬁ&“# 2 Y
LA SIS 2 Y
Ry TSR 2 Y
Similar Query Th:%%ggld related
’[ ,*ﬁ%‘y'?' 0.707 Y
?E/r“” i 0.667 Y
L APl 0.600 Y
’[ ,4\35?7%‘-; 0.600 Y
F il [a&«ldf e gas 0.600 Y
’f ,fﬁ}bﬁ A 0.510 Y
T NS 0.475 Y
AT IF_:' 0.458 Y
method 2 ﬁ k#A?ﬂ@[ 0.458 Y
. E BT 0.402
Vnslgﬁgge **ﬂf?‘ﬁvﬁ 0.402 Y
Eﬁ“ﬁfﬁ Fy] y[}; £l 0.402
0.397 Y
E ﬁy 0.328
P 0.312
Pl 0.305 Y
F R I’%ﬁéﬁu' 0.278 Y
ﬁ;ﬂf 0.272 Y
IRl 0.262

Table 6. An example of relevant terms extracted with the proposed methods.

For more references, there are several examples that were not used in the testing are

also illustrated below:

- 6
LR [ IS B 4 T10:2 FEALEE2 BERD W 2
éﬁ%ﬁﬁj motorola:2 Hlﬁ[f’é%:Z Z:2 sagem.Z
— [ 45

* T 7{1&%'H 7 A |" FEl:4 H‘Eﬁ?l 4 ﬁgﬁl 3kitty:3 HEFH\E‘{: 383
) I e Ei:ﬁ'” 2 PR D ijgjﬁ.Z ¥ 2 FI}J%‘H.Z’;;l

/'Jg‘ FIA AR 2 2 i o2 )7 2
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6. Conclusion

In this paper, a new approach based on log analysis is proposed for implementing
interactive Web search. The most important feature of the proposed approach is that
the suggested terms corresponding to a user query are extracted from similar query
sessions, rather than from the contents of the retrieved documents. Furthermore, the
estimation of term relevance is also based on co-occurrence analysis of the query
terms in query sessions. The experiment results presented in this paper are based on
analysis of the proxy server logs. The results obtained so far demonstrate that the
proposed approach is quite promising in respect to improving the effectiveness of

interactive web search engines.

The results presented in this paper is just a beginning of mining log data toward
developing more effective web search engines. Since this approach already
demonstrates quite promising results, further investigation on mining log data
deserves more of our attention. Further study may result in more advanced mining
mechanism that can give us more comprehensive information about term relevance
and allow us to identify users’ information need more effectively. For example,

some sort of thesaurus information may be derived from mining log data.
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Abstract
Computer learner corpora have been widely used by SLA/EFL specialists since mid
1990s to gain better insights into authentic learner language. The work presented in
this paper examines the inter-language of Taiwanese learners of English from a
part-of-speech sequence perspective. Two pre-tagged corpora (one learner corpus and
one native corpus) are involved in this work. The experimental results indicate that
there are more than one third of eligible POS trigrams that are never practiced by the
Taiwanese learners in their writing and the learners have stronger preference than
native speakers in using pronouns, especially right after punctuations, verbs and

conjunctions.

1. Introduction

With the recognition of its theoretical and practical potential, computer learner
corpora (CLC) have been subsequently built up around the world since early 1990s.[1]
CLC research aims to gain a better insight into learners’ inter-language from the
authentic data. The research often involves comparisons between inter-language that
learners possess and native language on various linguistic features. For instance, the
frequency distributions of most commonly-used words in a native and seven eastern
European learner corpora are compared on various parts-of-speech categories[2]; the
use of complement clauses in terms of their frequencies in four learner corpora as
contrasted with their native counterparts [3] is studied; the use of adverbial connectors
by Swedish learners in comparison with the natives’ is examined [4]. The quantitative
information as such often guides the researchers to carry out insightful qualitative
analysis. And this kind of cross-language approach helps SLA and EFL specialists

find out what linguistic features the language learners are apt to overuse/underuse,
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what particular areas of language behavior that are shared by learners with different

backgrounds, and to what extent these phenomena appear in learner English.

The aim of the work in this paper is to discover distinctive inter-language features
of Taiwanese learners of English in terms of part-of-speech sequences and distribution.
It is based on two corpora: Taiwanese Learner corpus of English (TLCE) and British
National Corpus (BNC). Both corpora are tagged by TOSCA tagger, using the
TOSCA-ICLE tagset. The details of the corpora and the tagger will be stated
subsequently in Section 2, which is followed by a series of experiments in Section 3.

Conclusions are drawn in Section 4 with future work.

2. Methodology

2.1 Corpora: TLCE and BNC

As stated in the introduction, CLC-research often compares non-native data with
native data in order to reveal the overuse and/or underuse phenomena in a learner
corpus. In this work, the Taiwanese Learner Corpus of English (TLCE) is under
investigation and the British National Corpus (BNC) is used for comparison. TLCE of
455,000 words is a growing corpus of English compositions and weekly journals
written mainly by college English majors( freshmen, sophomores and juniors) from
Sun Yat-sen and Chi-nan universities in Taiwan. The BNC contains modern British
English and is a unique collaboration between three major U.K. dictionary publishers,
two universities, and the British Library [5]. The work here utilizes mainly its subset

of 1 million words (from BNC Sampler written text).

2.2 Tagger: TOSCA

The corpora are lemmatized and part-of-speech tagged with the TOSCA tagger
[6]. TOSCA is a stochastic tagger, supplemented with a rule-based component which
tries to correct observed systematic errors of the statistical components. TOSCA also
gives each word form its lemma (basic form). For instance, word forms such as takes,
took, taken, and taking have the same lemma take. This function facilitates the
collocation analysis under the same lemma. TOSCA operates with a lexicon, which
currently contains about 160,000 lemma-tag pairs, covering about 90,000 lemmas.
The TOSCA-ICLE tagset contains 270 different tags within 18 major word classes.
For simplicity, only the major word classes are considered in the current study (see
Appendix A)
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3. Experiments and Results

3.1 Corpus Perplexity in Bigram and Trigram models

Perplexity, in speech recognition community, is often referred to as the number of
equi-probable choices at each step of word prediction in a language model such as a
bigram/trigram model under the assumption that a word depends merely on the
previous one/two words. In this work, given a corpus L, the perplexity of the corpus,
S(L), can be viewed as a measure of diversity for the next POS in a language model,
and it is defined as:

S(L)=2"®

H(L)= %ZHC (k)

H (k)=~) P(k|c)log, P(k|c)

where H(L) is the entropy of the corpus L, N is the size of part-of-speech set, and
P(k|c) is the probability that k£ will be the next POS when the current POS is c.

In this experiment, the perplexities of BNC and TLCE corpora are calculated

using both bigram and trigram models, and the results are shown in Table 1:

S(BNC) S(TLCE)
Bigram 491 4.36
Trigram 3.01 2.15

Table 1: Corpus perplexity

As can be seen in Table 1, the perplexities of BNC corpus in the two language models
are both greater than those of TLCE, especially in the trigram model where the degree
of POS diversity in the learner corpus is only 2/3 of BNC’s. The above phenomena

can be explained by the limiting sentence structure varieties the learners possess.

3.2 Structure Variety

In order to further understand the limit of structure variety in learners’ writing, the
numbers of POS trigrams, i.e. sequences of three POSs, used in the two corpora are
compared and shown in Table 2. As seen in the table, there are 2531 trigram patterns
in BNC, 1649 in TLCE, and 1574 in both. If those appearing in BNC can be viewed
as the only eligible patterns for English, then the learners merely use 62% of correct

trigram structures in their writing, and leave 38% in tact.
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BNC TLCE overlap
2531 1649 1574

Table 2: the number of POS trigrams in the corpora

Under the same assumption, Figure 1 depicts the divergence of learners’ use of
trigrams from BNC, the optimum indicated by the square curve, on the scale of
top-ranking trigrams in use. The diamond curve denotes the number of the learners’
trigrams that overlap with BNC at the same rank. As illustrated, the learners’ curve
moves away from the optimum when the scope of the rank enlarges, especially after
the rank of 1000.

1800
1600
1400
1200
1000
800
600
400
200

—l— optimum
—&— lcarners

number of overlapping trigrams

Rank of trigrams

Figure 1: The divergence of the use of POS trigrams

3.3 POS Distribution

As the learners have preference in using certain POS trigrams it is then desirable
to understand the learners’ preference in using POSs themselves as well. Figure 2
shows the POS distribution in each corpus, and only those taking up at east 5% of the
corpus are indicated. Two significant phenomena are observed from the figure. Firstly,
although N(Noun) and VB(Verb) are the first two leading POSs in both corpora, there
exists a distinct discrepancy of the percentage difference between the two. The
difference in distribution percentage between N and VB in BNC reaches 9%, whereas
merely 1% difference in TLCE. Secondly, PRON(pronoun), the 3rd highest
distribution in the learner corpus but the 7™ in BNC, apparently is overused the

learners.
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BNC Leraner

CONJUNG
o

PREP PUNC
1 1 /(U WQUI{U

Figure 2: POS distribution

3.4 Distribution of Preceding POSs in PRON bigrams

As the previous figure indicates the excessive use of PRON in the learner corpus,
the phenomenon is further analyzed by examining the likelihood of each POS
preceding PRON in the bigrams. Figure 3 shows the distribution of preceding POSs
of PRON in each corpus. As seen, PUNC(punctuation), VB and CONJ(conjuction) are
the three most likely POSs in TLCE to be followed by PRON, and the learners also
have stronger preference in using these bigrams than the native speakers. By contrast,
the bigrams, PREP(preposition)*+PRON and N+PRON, are used more frequently by

the native speakers than the learners.

35%
30%
25%
20% [ Learner
15% B BNC

10%

5%
v =]

ADJ

ADV

ART
CONJUNC
EXTHERE
GENM
HEUR
MISC
NADJ
NUM
PREP
PROFM
PRON
PRTCL
PUNC

VB

TAG?

Figure 3: Distribution of Preceding POSs in PRON bigrams
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4. Discussions and future work

The results of the preliminary experiments above show that there are more than one
third of BNC trigrams that the learners never practice in their writing, whereas there
are 4.5% of TLCE trigrams which do not appear in the BNC’s. It is intended to
believe that this small proportion of TLCE trigrams is contributed from the learner’s
writing errors. However, increasing the size of the native speaker corpus to observe
any changes in the distribution of the trigrams will clarify the findings. It is also worth
looking into those BNC trigrams that the learners do not know or are not aware of,

and then isolating those with high frequency for the pedagogical purpose.

The experimental results also suggest that the learners use pronouns excessively in
their writing and that they have stronger preference than native speakers in using
pronouns right after punctuations, verbs and conjunctions but less preference after
prepositions and nouns. Pronouns often appear in the informal register, and as the
corpus is composed of college students’ compositions as well as their weekly journals,
the informality of the journals may contribute partly to their excessive use of
pronouns. So, it is desirable in the next stage of the work to divide the learner corpus
in terms of its different registers and compare their POS distributions with the native

speaker corpus.
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Appendix A

Label Major word class
ADJ Adjective

ADV Adverb

ART Article
CONJUNC Conjection
EXTHERE Existential there
GENM Genitive marker
HEUR (unknown)

MISC Miscellaneous

N Noun

NADJ Nominal adjective
NUM Numeral

PREP Preposition
PROFM Proform

PRON Pronoun

PRTCL Particle

PUNC Punctuation
TAG? Word unable to tag
VB verb

References

1. Granger, S., The International Corpus of Learner English, in English Language

Corpora: Design, Analysis and Exploitation, J. Aarts, P.d. Haan, and N. Oostdijk,
Editors. 1993, Rodopi: Amsterdam. p. 57-69.

Lorenz, G., Overstatement in advanced learners' writing: stylistic aspects of
adjective intensification, in Learner English on Computer, S. Granger, Editor.
1998, Addison Wesley Longman Limited. p. 53-66.

Biber, D. and R. Reppen, Comparing native and learner perspectives on English
grammar: a study of complement clauses, in Learner English on Computer, S.
Granger, Editor. 1998, Addison Wesley Longman Limited. p. 145-158.

Tapper, M., The use of adverbial connectors in advanced Swedish learners'
written English, in Learner English on Computer, S. Granger, Editor. 1998,
Addison Wesley Longman Limited. p. 80-93.

Aston, G. and L. Burnard, The BNC Handbook. 1998: Edinburgh University
Press.

Aarts, J., H. Barkema, and N. Oostdijk, The TOSCA-ICLE Tagset Software and
Tagging Manual, . 1997, The Department of Language and Speech, University of
Nijmegen, The Netherlands.

177



ST RES e B SRR R
T PR

W

TR RIS e T e

Page 179 ~ 197
Proceedings of Research on Computational Linguistics
Conference XIII (ROCLING XIII)
Taipei, Taiwan

2000-08-24/2000-08-25



REFEV R4 2L ATERIZR AT EFZF LAY
Bayesian Predictive Classification with

Incremental Learning Capability for Car Speech Recognition

M=z FRA
IR A S R R -

Email : jtchien@mail.ncku.edu.tw

F &

FEEE IR Y o Nl RE R SR RIFRIEE 08 ReF R RS

Begd 2 7 ERY

FARF PR eNT M o TPt o A A u R S A 2 PO IR R

gy

%
A EREARRNG G SRR APREFRSIV A e T oEe § @iyl

1..
1
it
e
SO
P

TRRI A BE PR S » P SO T E AR o B R R R -

FlzEnPFgR AT > Fpt > NPT UF RN - i D A Sk SIERA R AGE

bhihv? T - BERPPH TERPF REEY P

FERRITIZRIFFA S AT R FHLITE TR [ AR AN E > P (ATE SRR

T BRI BATR A A 0 £ 2 BATA R R Y A S A R IR A

B AR AR EE Y FRaOyRER LR TS o AP 4 &
B

A
w F
BT LB FRRGIFR) BT RIRGER Sl FROES > APa 2 A

-
IR

-
=
>

GAL L B E K 0 pBES PRRLICR AT B o i cfpf ik 0 0 R e - g
FIRREIEE R RS - bl RS SRR

;fgaggmﬁ_it,géfg

A

FAGRA
G

s

é’—/% E’ f'ﬁs ?_, 2 Vl.a ;I’é?*?ﬂ %;u ,f ,-l“jl‘-‘ ’

% 5o 2
~

i 17 it
SRt o F K §BTIF TR F1EE SRR R Ly

R T B R AR S 2 RS %*w’%gﬁﬁﬁa$*ﬁﬁ%%oﬁéﬁﬁzm

‘?“

by

o i Lk T TR R S BHES LEA R 3

Y
p
AREEE A AFEORT Y O REFI DT ZAAL L E I BLE KR E o F



B ST SUPRFE R PREF G TR Z M D - R oS o R & b
FOREHFS BN F I B ARV REREFERR G T RO - BRI 2 TR
SR AT A W AR B e BOkRA(17] ) At Y FH P e FE A EL R
gt o - e F D T A A g
SRR BN A N e U T 7 A A T S0 B 5N i B o
Mmmmaw;uq»iﬁﬁ@’ﬁaM$%ﬁﬁ&%%§%&’g%i%viﬁgﬁﬁ
2 PRI RN 0 AR AR o T I D S B B 0 R TR R -
PP 2 BEET S REA A TR R A G AT hERE PR FEF 2 FaR
ARF A PR E I EEFY > P AR EF IR 0 R o P2 R FEE o
S FEA AT D R LR - A Sl A5 AR BRI AT I i gl B
4~ MLLR (Maximum Likelihood Linear Regression) = ;2[13] » H B2k 3" & RI:ER B
A TET - R Sl 0 e R AP 2 e ST BB A e S
e @ TEEE SR BT RTRIERE oA L RO R D T RGP A
(Maximum Likelihood, ML ) z_ ;& & ;2 [7] &k & ip] » #X {5 #-15 ) I edd 4 5&3;: » (plug in )

FEB AR Y o o N E B TR R P i 2 BcE - B N A DB PIEERE

FTRAD AL 0 LB LR A SR R R 0 B R R %

FREEAFERSY o V- AW LA 24 f & MAP (Maximum A Posteriori )
AED A6 HAR U SRR BRI PRRIRRRE T EM AR [TIR G4
B0 M2 B G AY “SEcH P hth o T d AT EaE S MRt P > A
et EE T E 0 e S8R EE s ML FE2 28 X Boangld ik
Pl OV T Fer R ficie » #7r2ph 3 3 7 2 G AR B R R0k
dN AR EPE I ARET Y VRE PR B T R g A
Minimax A &% & i# chif B $ S lccn? AR~ SRR Ak £ o AR Y o AP
P 3 @] 4 % % (Bayesian Predictive Classification, BPC) [8][16]: % & f3¢ 5 3 ¢33 B jiv
[13] 72 = — mggde 5 4 2 B < 7gp| & %f (Transformation-Based BPC, TBPC) 33 &4 % B »
SEAL A R i Sl RS R e R 4ol T LA ML R B R R e
BIAEFER Moo bttt o d T A PR P PRATRE it 1 8 2L H % 9 (Nonstationary )
UEFHRE G Fpt o Ay TBPC frd s g5t 125 ¥ (Online Prior Evolution,
OPE) v i ¢ - 42> 252 - 32 L8 ¥ il 4 2 5% 4 % TBPC-OPE » 5 7 & R y#s

180



ARE G REFY a4 o AR TR EF B IIREEBI0] 0 iR B TR ER
TBPC AKX ¥ i S@Ennt 22 R &F ¥ 4] KA BRI PREEFHEY 2F RN
% 3 l_é FE ‘\35 F ks iwljﬁ,\%%lﬁﬁ rr‘l‘fu;"‘*i‘ ]“J- o 1) s S\ jpe er;ILi rh}w%;‘va ,:Li % TBPC-OPE

*WE G g TBPC @ ¥ &5 &t R F Y iy 4 OPE -

-”ﬁ#mii‘Qﬁﬂbﬁ%W
0B AR E S Mgt o FE - EERNE Y 2 it (Hidden Markov Model,

HMM) % 3 s -2 Pl E 0 R dhe ARG @ AR Jo 35 23 e S FER A &F

2 Pfe HMM Z-dfcsndt F S BEEIEE & - Az e Tt AP 5 4 chl SRR A A2

cE AL Rl REBBEATRBR DA E o et B R ERAR Y B R YRS 2

a2 .
PR R LT aE 2 oo

2.1 T ¥ 144 % R (Approximate MAP Estimation )

B BAPIER LAY S RRFEFSES TARLF LR LR ES SRR A AP
£ il BB R PRIGE S A B A R e 2R 2 T HMM St i iRl
WIS PR R S A (3]0 AT I R e R PPk BRI S
PR g S A WRIERB AL DEF R o YT AGE LS B RI3][10]
A o E I

(W(n),ﬂ(n)) — Zn_l)

w.n) w.n)

=argmax p(X,,[V.,m)- p(¥ njp" ") (1)
w.m)

A1) AR AL RREFHEOTEWFRAR B pWyy") * - AT T B S
%&wﬁpmwww>1%~’ﬁﬂ UV g R B PRERER 4 B Een]
c R AF W e EIApibz s F o (1) NGRS fET AA B S

W) =argmax p(X, [.)- p(F). @)

‘-\M-

7" =argmax p(X,
7

- pale" ™), 3)

—’t! ? ;(n :{X19X27"'9Xn} EZ' kﬁ?] JN/EJPéF%‘}" > lE"'w 'F)“\”/{J" 'I;F%

ml4
o4
—t
=
[}
NS
i)
IS
-k
‘_
S
pug
|4
lg

181



Pk Gl on ERREER SR W LY 0 hAREH X, hp AT E A 0 A
¥on AEESEOERESE o 24 5 ol oFR 7 REFRaE E s ik (&
LB AR 0 pOF) LF AR B GRS D pM¢“baﬁﬁ$$f7
FETEF BRI TR SR BRI P - BABTRE (2) L0 D

B X, BT ARERNF W o B AY o EE R o B R BN
W‘ﬁ‘»ﬁ'}%/\&fé:i?é % fam B (MAP decoder) syt k sev o AR F| BT o avZpp 3 W
2 BB 1T (3) A BRSNSk c AU B G ERBF BRI
Bz B F R FA 4 iﬁﬂ¢w)’ﬁW?U%dM$%¥-&-&£%%%&?ﬁ
Z@Epp g w0 w3 (3) s gplddEE sk 00 kR o® ¢ o0

pLaTEeE eI ar g o0 v AT - Z gl (WP pP) Skl i AP

FEERIEIE = SUAR/AuNE “Ufroﬂhﬁk~mw)’ﬁt%@zmﬁﬁ%wﬁfwﬂ
o3 R B 4 BB ATIR B (R R o Tt s AT P OFERS L ALY g Y (v
L Fen 2 2450 (unsupervised) € -

2.2 B RIERI A ST
B APERA S Y R Al p PRRIT Y R EAP A E[I3][17] AT 5
G 10612 45 2 B % [3][10] % I 193] > @ 2 2RI Bl gl SRR g~ B B F 154 T ey
B RUPRSRT R PR R o RO 2 LA SRS gAY 0 & 8RRl (Point
Estimate) 2 3 S4Bk 5 - BRAENE > & 0 BT R iR op 0 B g
TR R NR 0 B S SRR 0 T Bkt ¢ AR S 12 B OSTERIA
Rl AR PRAEAP B SR ERRETRAB I LG e BT eip ik otk
P e SR R R T oA kB R BL BRI 3N Aot o TR AL BRI 0D G
GhBEL AP B X)) kB (2) S ik p(X ) 0 (2) ST
w :argVIVnaX f?,](X,,|W)'P(W)a (4)

2 dping P, (X,[W) A4 T sl s E 5

"D Wdny.

p,(X

o 5)

182



BES (5) 3 AP v i @ig 5 4l SRRl e 82 A mE S R FREE
AR R et B0 gt SRR 5 A G (Predictive Distribution) &3¢ p, (X, RS T:E =

0 i A st A&Wﬂﬂ”@”@”*“’mﬂivﬁam#%#ﬁ&m%&Lﬂlﬁ“’*

i

e ML BERRIF = fRing 2 o 0o (@ B > VIpirdh Jani B U3 B 4 Rt R R 4
g HERBFRERT 2F (4) {0 (5) F TBPC dygsid-Kd a2 x B* % (3) 7}

WAL R E TSI LG R EF Y it o Tt AT ik S Rl (3)

(4) ApworEz B e gy a4 aoead i BB A ol - 17 o

g

FHOX, PG A

P-4

-

i~ s LR ERRIIOREE A D EER 2 = XX, X, ) F R

Boals ppE 2 8 SITHMM Sficfe b — = { 3762 % a0 48
SR R~ R S A 2 B OVIERIA R R vk K B S iR
LR s, L AT S0 T S R AU T TR - o 3T i S B S
BB ) o AT BB AT - SR TBPC AR 0 et R B R S

-—\

HFY o R M ERNSEY (T B R B AAHEIREEN F o et
EA A B AT S R AR TR ANLRENRE S B - R T

FIEERT O RR S Y PL AL -

(n) ol
Wi i

(=
=
x" :{Xl’Xz""vXn}

RS SRy
PR 2 R A
* *
F3E Saol

Bl—- ~ TBPC-OPE 2 %3 & SL7E 1]

183



3. B XIERIAP R E R
B BR S HAHII R S A2 L OSTERIA SR B Y
e R Plde e ko

&3

i

3.1 ¥ 5 A2 B % (Transformation-based Adaptation )

TR £ L%%QAK%ﬁQ&ﬁﬁgﬁﬁ?%ﬁﬁz
=1,,L > k=1, K > NP fxHER X, P RS

n

= {4} =10y, iy Ty,

} ’

= xR R T A - b %
# % 27 (Gaussian) #F % & &30
K
p(xgn) A)= Za)ikN(XEn) L s T )
k=1
" —d/2 )
= Zwik (2”) Tik " exp[ 2( X" — Hy) rzk(x(") — Hy ):| (6)
k=1
HY m, 3REELEED Yop=l 0 h NaPluon) LA7 d AL F5EsE
ﬂzk ‘f\:” d x d Tﬁtﬁ i

rE (RRBEz F L) B SRR Sy
BT RIRE B 9% "‘ET?JB?? A TF“%—Q o — 3 T IR B R Z” = P :2}»@:
(n)_{n(n)} mg ST Gn‘”’(') s ;35_;,,\%;6@1%%?% B

B S lch T AATERR B c A AK P oA PY R

N X I

BT X e TiaE e §
He

PUERIPER o T g 3 R S
A = Gn‘”) (D) =@y, gty + 1”13}

B9 o MEAERFEENEI A B R 0o k PERNE T 2 FEER ALY o B
HE o mT L eQ,

IR Fo R U EY

GIER RS ) ’ffﬁ#‘! % Hc 77(") _’uc(n) ,
Pl x" ep iR S AR S
n n 1/2 1 n n " ;
P\ Ay oy | “{—Eﬁp—ﬂ ﬂPYﬁAﬁ)—ﬂm—M)ﬂ- (8)
peorh s N fF“a%ﬂ:év'ﬂH#“‘ F-BEZ AT BIRR IV ER o AR F P
F @R e 2 £ g (Conjugate Prior) [4]4es8+ (5) et B85 £ > A pEHE - § $ic
BRI RAE SN TR AT PR BAE SN o TR AT
1?(77(") n1>) p(ﬂw) (D) ( ))oC

B ) ©

184

o U L A S

2 Hle SR R > @ B0 KB

b

(7)



g o=V ) g B () B O R R R
fo kU A u] G g B s N 2 T E e oA o
32 L L NIHERASEEDZFR
B G A 2 PORNFERASEE R 0 Y- B A A PR R e A5 - TRRIS

Fowlm kb Bty {%ﬁ“’ Wi 2l A 300 Aa N3 (5) ¢ I
B R S0 FSat E AAp§ FlEE o Huo ef al [8]4H 48 4 & * Laplace = j2 3 17 02 187 D|FE RIS ¢
RSB Y Y REA ST X fice Missing Data B AR kP EIERI ST B A
St o FI o BELRIEA X, 2R EfOR EHEA ] (s,,],) EEEFRWF RSN aEE
P A4 T AN [12]

P, )= [ X, 1, ol W)

= max [ p(X,.5,.1, V.p(nfe” Wy (10)
B TR AR AR L (5,00,) LT A F 5 A 2 iR ¢ e

kAT o gt W Arg) en Viterbi PO FERIA 3 (Viterbi BPC) e #[12]7 > — 172 Viterbi b X F
BN IR B A oak Bl S8R S (s,,1) o T2 45 T iR g R
Boadig o TR oot Viterbi P NIEFFEE T A o Ar =2 Viterbi B S FER] A 52 B
[12] = F]et > ¥ - IR F F R S5 03 2 0 8 B30 & - BRPF 127
FRpAE SN BN BARY NFEWIRR I MIERBEFIRRINTARL - A B R
S F B AR SN F 0 H R PN G (2) 2 MAP AR ¢ o dopt f & 3T 02 B N IER) A SRR
Al o &[12] > ¢~ 245 BP-MC (Bayesian Predictive Density Based Model Compensation )
fis P e %P 0 BP-MC {r Viterbi BPC #stic b 3 Apd F o7 A%~ # 5 * BP-MC
7 RN F (4)(5) R L L2 L NIFERAER R B3 E N3 (6) ¢
ARG BLRIS SR R S AR B e

PO = T ) (1

oot - e At BB B R S (x|A,) mEE S

S| = j P& )P ol )dn, (12)

185



ﬂﬁ’£W%%é#(H)ﬁiﬁﬂ%ﬁ%&&ﬁ%%NMP%%%ﬁ@ﬁéiuﬁﬁéi

BXFER A SR o i plend g adedE (12) 589 B <3 pl4p i AR £ B (Bayesian

7
~

Predictive Likelihood Measure, BPLM ) »

33 b AsgEp AR LR (BPLM) 2 s §

3 (12) RAFERAp AR ZRY > AP AT (8) fo (9) #rsv3F (12) it

v iE T
n 1/2 n— 1 n n
f(Xf ) ﬂik)oc|rk ‘K( 1)‘ J.GXP{—E[(XE ) e _ﬂc)T”ik(Xg ) — My — M)
=V KD (=), (13)

d 2583 (13) ¢ #ﬁ%:ﬁ”’%'gln\ VRY A Z 4] IR T 5 E N
V(n—l))TKiiz—l)(ﬂc _ Vgn—l))]

1 n n
—5[(?‘5 Yy =) (X =y — )+ (v

—% .~ )" (™ + 1, )(u, — D)

F D ) K (8 = gy — v~ V)T (14)
# ¢
M=+ eV e (7 )] (15)
Flpt (13) A7 U EE
|”ik|l/2 PR 172 exp[—%( (n) -, — (n 1)) (K_(n 1) +7 ) K_(n 1) zk(x(n) — i - Vﬁ"l)):|
(16)

e e [ exp[——(ﬂ —m)" (x"" 1 )(p, - ﬁ)}dﬂc

b (16) 5% ¢ 57 - BRAMBT RAR SBFAT - BFAREE 1 0 AP AP I
-1/2

1/2 1/2

(n=1)
ﬂ”ik)oc|r;'k| ‘Kcn ‘H’ik‘

S
1 n n— n— n— n n
exp[—g(xw—ﬂ,k VI Gl ) () ”)} (17)

AFHRAPER r, fo k) A E e AP

(n) (n-1) 12
f(x;"|A4, )< |k + 7
t ik c ik

186



1 n n— n— n n—
exp[—;xf)—u,k VI Gl ) =y v ”)} (18)

PSR Aol Y > AP T BRI R NITERIAP AR BRI L BEA T B R A
FA B 2A G L0 ey (18) AF EFPIBA SN hT s £ v fopmed
KO N ub PRGN R T X e T e £ ou, BHREE o T AR e 3

c

RSB E R LR > TR AR Bl o

BRI R Y o n 0 sk TBPC AR ¥ - BEZ gl T afsy Rt
BY¥agug 4 o A9]7 » Bik BPC 2 A#HZ FF i T BRI A INE T 4py £
o o PR AU S A B h® 1 T BPC doti £ F MAER R o T

A BREY 2 BATRY Pl A% ok N eh TBPC ARz T st 8o @aed i i

Ao A WTR i BT B ATIR B AL A s SRR L ALl B

4.1 Viterbi 7 nuj*

Bt (3) Wb ETEWFEREY % o B R 0" SRRl A
W) e palp V) sd A @R A2 pX [Ty B R BER X, 2
BRI FRAE S  pap) Fon 2 EEHEFH RSN A 2k oY RBIE R
77 ey '°ﬂéTWC%ﬁ’iﬁ@ﬂ&*WM)mﬁﬁﬂ’Xn%%%1&
4p 12 (most likely ) s fEfeiR & #c B 7 (sn, n) AT A Y 0 A (3) N R# R

¥;£7¢ » 2 missing data =0F JE¥ * T 7|0 Viterbi iT ijE K SLIR

W e ™) (19)

-

< L p(X

) = arg max R(77) = argmax p(X,, SZ 1
n n

n

% c e R(?}c) FOUSME S T 3 A K S N

)" exp| =2 . =1 K, v pa o) 0)

R(n,

-1
(n) _ (n-1) (n-1)_,(n-1) .
V. _(Kc + ZcikrikJ .[Kc V. + Zcikrikch (21)

i,keQ, i,keQ,

187



K_g;:) =K_£n—l) + Zcik’;k (22)

i,keQ,

H e

=>"58(s., —)3(L, —k) (23)

Z Z(X(") _/ulk )5(Snt l)g(lnt - )
bc — t i,keQ, . i (24)

> >8(s,, —od,, —k)

t i,keQ,
C(21) (22) #7 R B3 H A SN2 Sl o GRRGER X, SRR LA

wi”)=(v£"%fr£'”)’ Fp AP A 2 AT EAF AL B HTE /T AR B s
[ AL A faﬁiw%&ﬂi N G A BATA G  BIET E R AR
frfhh B M EW R TP I A G LF A B4 A & (19) ST @ B i Sl
LtuprTan s plufel) oo %*m%%&(vi”>, )G AT W R

PEE 0 TMY AT - AREE S X, ¢ TBPC yemh o Tt > M R Y a0

S

N

w4k 5 gEf TBPC A% %73 & ik 2807 /8 T hBb dromik o

4.2 A4 ¥k 2 5 R
d A gy e TBPC ik B~ i 2T B S 2 (00 ) A

AP B R AP RO 2 RN F Y ot R - RIEERRR X
TBPC i ff > PP G & - 4o b iE (vf“ k(") % TBPC i o oA b o ptdeds i
A refh i S BR AR R e dopt R R R A2 T hagie (V") o
PR ER LAY F NPT & AP R RGER Y Rl

L A

> X8, -8, k)X, - uy)

V(()) — t i,keQ, (25)
‘ D> .8, —Dd,, —k)
t i,keQ, ’ ’
Z 25(S;t _i)5(l;,t _k)rik
K(()) — t i,keQ, (26)
Y > SGs,, —ad,, — k)
t i,keQ, ’

B ox, RAPHGEREY G2t e £ 04 J’I‘ H A A Segmental K-Means 2" 3 ek {8

188



- ifae oo AP NDPGERE AT HMM Sdice v A 4 5 g o E R e H iryg
BB i ¢ 2 HMM %8k u, 2 #hE (bias) chT 30 » 0 2 | ¢ #5]? fHrk
T aiE > Fp (VO k0) TS B KA S e R R
5. 7 %
51 #FHE

AWEE T A REHRE[] - B GTEESE LR 2 2 N T R e E R
£4 1400 A¢ 2l FHF o F 51 70 =T A 70 kA EREAFES 10 40 H P 1000
#1509 50 & kTBRGEE 2 AR EGEE HMM S o ¥ eh 400 0 20§20 4% ki

Bl ¥ - R g AL P EFPRELREAIRE T VRIER S LR T St e

FRe g 5292 S AAFFI oY 2 RFEFFALBEIE 0 2L (RHEIR)
810 ¢ 050 22 (P REIR) £ 20 2090 22 (Fi# SREIR) % 30 o0 #
PEREE R R RTINS SRR A EGER ) BRI E R R Y it E 5
TOYOTA COROLLA 1.8 (4% 2 § 2+ ) 4 YULON SENTRA 1.6 (&% 3§ 3% )> ¢ * thv
ik s MD ML A B L MZRSS o 403 B % RiEdARS & L b v A% % SONY
ECM-717 > $ 5o b 235 % B anfedps) 50 24 &5 b § B § TW VTR HTE
Sl FortH AR R A BEREREMEFHL 8 kHz 0 12 16 bit 93 ek o i
FHgFERZ3II 1 BEFE -

SOBRA IR EREY R R APAST RS FREPE NS T A7 R
T st (SNR)» d Mg F 5 LT i e KRS EAY BRRE 0 T

I

APBERICEFER CRET RS S I o & SNR At B N s

2 2
Gno[s speech Gno[se
SNR(dB) = lOlogl{ L spece J (27)
B 0l SERFERORBE o), SFBEFO¥EE SNRUAL (dB) 5 H
Food A S fEA %ot B ars o TP AP A B E D gk 2Tl e SNR 0 % 7
WA - o APT FF 0 B AR A L ek 2 RARE 0 SNR BAR > V- 25 0 1B Fa

ARF 0 A2 ek d ABRARK > SNR EAXF o

189



Z s SNR (dB)

YULON TOYOTA I

0 =2 5.63 10.3 7.96

50 =2 -6.53 0.34 -3.1

90 =2 -10.14 -3.77 -6.96
FoEF 25.1

f- 0 RREFAL GRS

5.2 s g RS B s

AR R %Y 0 T Pacddce 7 12 rF LPC derived cepstrum ~ 12 F# delta
cepstrum ~ 1 F§¢ delta log energy f- 1 F¢ delta delta log energy > £ 26 BHEER - 3F
F e HIM crfedns > & BlF * 7 BRE AL > B-Foazid - BF R upk
fer ey BERRRE dF P BFEHEF2ZFHE - BEHEF R
ZBEFRRAKEEA R > A HIM £ 5 73 BAE 0 & B G GRS B

BRI APELFRN - B ATERE
B AT RS P kB BF 43S (digit error rate, DER) k£ 7 0 2R B T 0
RIFFEA G FCEFREY 9 400 P RIEFF -4 0 22 ~ 50 224 90 =2 & & T R
REAS U SRS FREY 50 90150 e 250 ¢ (F L wE D2

25 54 10 A )RIEFER Ak A SRR KT ER R ELR Y ICE AL T Y HUM £
o FiREmaR o FEHREEFAC

M 3 43% DER (%)
TEE A 106

0 22wk 3% 25.61

50 22wk EA >4.97

90 =2 FH 6233

2 NFEEER 0550590 22 EAls A AT L

5.3 #He A ] B s e F 4T

B R L el SAERIA AR o pER K 6 £ W SR W BB dok i 5

(\s.
50
N

190



W R R AN B BT RBIERTF c SRAPRT BHE TR JIF A1 f T

F% HMM $8c8 588 $- 55 ¥ BRp B % 0520 B eup g A
A s 4= add 7d @

B 2 BaEHaEn] Bl 5 it 2l TP AR ACRRERY fAL

BB Y o d A SRR DR 3 BN PE Y B Y kil § % RIEE A R

B P A PR BRI ERAL 10 BREREE > REEH 10 2RREEET

PR R BRI SR B A E g TBPC ik o

l‘ﬂb

2o R EmEE o APT g IRt 2 BEIEEn] Bl BT P BE S e Tt
TR R o AN BEEET A B o

BIRARERE O\ N Bk 1 2
0 >2 14.32 12.53
50 =~ 2 39.94 36.24
90 =~ 2 51.65 46.32

# = ~TBPC-OPE ¥ f# 3w b ficF 5385 2 M %

54 AREFRELETBEF LM B

PPN EEREETEEI LM G AP EASEY S S F A KT
B R N R S TS A 0 R Rl st B Rl
PEfen TBPC i » aBlZER AT 3 ME S B S B Banlite 91 * o A4 5 w3 35

HES A Fil s b BIRTE LB S OREFER aRRY AP EE

Tnk-
NI
4

i

R Fli P A BFE IR EFELRAREENEY  RUP I BEFRFEEY IOT
WS AR o R ARRME D TBPC AP 0 ARRBEFET ? RE w3 E ey
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2 Huo Tk d1enb SRS R[] F R LS LRt 4 e
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e 60 ——90) o8
wr
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1 40
Ly
# 20 F \ - = * *
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0 1 2 3 4 5
—— (0 =2 25.61|17.2815.74|16.04|15.74|15.12

—=—50 =2 | 54.97|38.48 | 36.51 | 35.26 | 34.95 | 34. 12
——90 =2 62.33|51.47] 41.3 |39.04 | 38.22 | 37.47

PR o

= ~TBPC-OPE ¥ 2 FFH & 2 #icF 45355 2 B %

BIEFEALN 2 | Baseline |Jiang and Huo | Surendran and Lee | TBPC-OPE
FCEF R 10.6 8.51 8.4 7.47
0 =2 25.6 18.61 15.43 12.53
50 =2 55 49.83 38.38 36.24
90 =2 62.3 60.25 50.91 46.32

2w ~ 2 BPC 32z #kFEHF2 i
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fed2 B3 < pF > f1* BPC A {45 D end id ki {oiR & 71 (sn, n) hE ¥ 2 AT
FomH S E - B HMM REJoR s #ccnToiEs $30F - s¥ ol F a4 &

F1% S RRRGEA T AT RNFR (s,0)) RLATRS B H P a o p R TR

BFET P AL LA ERIFFF R A U JUE 0 2250 22090 =
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2od F%ERF BPC AR 3 Wit o vkf BT WGFF IR BigEORE Y -

A R ALY Y RS L E R 2T R - o T A S PR
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PP ALE PR e T ey fydic 0 Bl BT 54 973R J1 e TBPC-OPE #4712 eyl pi [0

Wi i BPC &2 % od 3t Surendran e Lee #7#4% 1107 2 7 & & = cnfdan ® R 5 B

S
N
g
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E
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SR FIMATICEPEEREER S oA o A @ > Jiang fv Huo At 1
o B R R S ayRERT R BRESF BRSBTS AR R R L AT Fl AT
spEakpF 0L Surendran fe Lee 97 2 5 > @ AV #rdk ) e TBPC-OPE 2. 73 ps fFF v Jiang
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FEF b LA AN EHNZRIERE F FEE AR
Far-Distant Speech Recognition System Using Combined Techniques of
Microphone Array and Model Adaptation

WiEn @icx
IR Al N i R =
Email : jtchien@mail.ncku.edu.tw

e

B & - AT R YRS BB T § 5L h L5 (Microphone Array)fiE 5 FERGE B

o BARGP PERIIRBATEF IR AT R R FFRALHE AR 07 o
2 ;ﬁ'afrtm&m bR T At EARE B AR fchIIamED 0 fIY H2
FlEEBER &R F o % Time Domain Cross Correlation (TDCC)i& & /% 35 113 ki
T e R FENEEBEVR PERFAER > £ R* Delay-and-Sum Beamformer *E 7120 55 e
TLRLTHE R LA 3 0 B A e 5B E B o A ST e T e Bt
AR R S FE(MLLR) P30 B B2 ko pie Bk TR T # % § 5 b ]2 @ F T

FEER Y o A PR kS TR A SRS Ly

1. %3

RFAERBEY k0 AR AR fer g o SR TP ERETERE S LR
g 0 B ¥ 2 - enfgid V@ % gpit 8 & 5 b (Head-Mounted Microphone) » & 8 #4 /&

frd b 2T R PAT ) KEMRERIfrr 3 AR R Y RN SR KF £
% F A i Ftdefe i B UL HF Y $ 5 b (Hands-Free Microphone) & 2 573% 4 §43% & 56 @
- BApE £ B IWT Y HAL o

AAL o @Y BB LAY e RIS 0 TS EAFR A F L SR ¥

A

D

F O R EE 0 A NP e d SU R LA B AIT HE % ¥ Delay-and-Sum Beamformer 0 v

FOULRTER R fow S HE S MR BRI GEEATED o @ D P - RER 2
FTEIBR UV ERESRET > TR L A BRI o hAK P o AP RE

BOE ST S RGT B TR RS P TR0 I IR A S R 2 P e
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- RARERFELY R H - B R WG ER R 0 AR T 7 8y
WAk KA o FREY AR A T B A FF SRR RS drde 0 FIU o el e
MEd T Av iR MELC & 5T B E D RN e FIP A ¢ AR - BRIy
R LARGER BB~ 0 R TDCC #-F B & L h 2 e ards B dh o £ 4
* Delay-and-Sum Beamformer e 3% » {8 3| — % 2 Finkfd ¥ b sp B 1S E S MEL o L7 1 4o
5 B ¢F3E § FUEL fie (7R § T 4 03] (Hidden Markov Model, HMM) 5 3 3% 3 54 § {
HoenFEEoc ko AR R i 4P i R MU w b 72 35 (maximum  likelihood linear regression,
MLLR) (Leggetter and Woodland, 1995)#-f 4~3% § 2" 40 R e 558 B ¥ 2 03] S Hciah
B AT TR S R Sk B e T e o

Nt =gl Wy ﬁk"f#ﬁf}& #ﬁ““ SR S| b R RS ke A PR 0 A
PER SRR PR F R AMEREREDINH YA 5L KA o B RS
DAL AR E 2 RE BB R R LN 2 A0 B - LT E
Py h BEFEda S > AR AP FEREFE R KFE AR b Bl
(Yamada et al., 1996; Inoue et al., 1997) > 2 2 4% 2 | $ 5 b 2 Bzt E KB N3 B & 5
J P B 4t ¥ (Omologo & Svaizer, 1994, 1996; Giuliani et al., 1996) - % = #g 03 j2 §_¥-& 5L b
MR RE » SRS 7 A il THRAIF LB AT I ERNE T 2 A g
Bt ERAREF R S RY - 52 M@t i 3 2 (Three-Dimensional Viterbi
Search) (¥3% § 7¥a%(Yamada et al., 1996, 1998a, 1998b, 1999) o % = #f > ;2 &% * 73 3 # %
ek b BB R v 0 1R £ R § 4 (Multiband) sk - #5F 5 LA
S BB FaHEd > A2 BAES 1T Delay-and-Sum Beamformer #X {8 £ #-% @45 & 3 5L 1%

L& A4 D55 1t 5525 3 21 % (Mahmoudi, 1998) -

2. F AR EAE I A AR

b L AGES SRR A E R RACB - TR 0 T A S i S SRR A 28

N

4

&

\4

e
GFES S INA B ES LS FARESBEE B LR fETEmES > L1 F
HEEX S BN Y T RE RS SRS S E S W Wy SR B A

Delay-and-Sum Beamformer e 51|20 55 i d® Hped- 403 5 ML B e o Adh v ¢ A g )
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TDCC e 82 R E PR BTN F 5% ol v iFs 2 T i o ¥ A yemine > A
PR BT ER N B T X 3] fo— P4 B (One-Pass)i& & 2 - 1% & & 4p iz & (Maximum
Likelihood, ML) B % i& {7 18 3 3% 4 #48 o

Model Adapiation
Speech Input g MLIR
Using Initial HMM Adaptation Adapted HMM
Microphone Array Parameters Parameters
" ¥

O _ Delay — | Delay-and-Sum Enhanced Speech Result

- : Estimator : Beamformer Signal Recognition

Q—P -

Speech Enbancement Speech Recognition

Bl B LB AT yRR kL E R

FoMAEANAFEDAF > - BRGFAAE IR I AN ERGFERBBSF
(Maximum A Posteriori, MAP)# % ;% & ;2 (Gauvain and Lee, 1994)fcB. i 4p i & 2w W
(Maximum Likelihood Linear Regression, MLLR);# & ;% (Leggetter and Woodland, 1995) - MAP
fr MLLR #0702 g5 P o Shipl@ e b ok & e ¥ 4 A8 R K > 1 & ha B 5 MAP !
AR TSI RS R SR A SRR THERE R R £
#ih HMM 48k > MLLR RIS 1% St w jren= SR d 2 R 5 i3l ma g - v
5'\%*%@ fw Bl R Eﬁmg: CARA G R EE R EBDHMM Slice A ¢ AR Y

A RIS MLLR -

2.1 Delay-and-Sum Beamformer

BRF -z MBI EihEr > & - wipiaE b DFER L d0 £ - FF
ME(BR ST e )N PR diadEz e BIEL $LR ﬁv@?]:': Sxio1<i<M >
Pl i § 502 bz Tadans s %+ 2 ¢ r P ZED AL
FEBE R(R=dcosO, )™ ¥ {35 > 4Bl = #7o7

EEATER L Co R F ] B E R BER

z_zﬂzdcosé?s 0
C C
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2.2%% H X % 1% & i* (Speaker Localization Algorithm, SLA)
B A TROFEF AR P A BRI IE ﬂ]’}; 7% 5 0 B % KLU AR B4 Bl e fror 0 S

A KT R R P

FFT | - - - - - - FFT FFT
XM(k) |X® JX®

Calculation of spatial power spectum
for each frequency

leta
Calculation of spatial power spectm
+5(F)

Detection of speaker direction

!

&

&

Bz - ;gsﬁ F_1+ % B 2 (SLA)im 428

BAAPHM B S b AP AR PRI = L M R U G T
HF b BT AR AX (k)i = L M k=0 K1) B9 i $ Rk i B k T
TR R S L X

Fome o AP EARES e AR O=1.,1807 B FAEH

K-1
P(0)=) P (k,0) > 0=1,--180 (4)
k=0
v
dcosf |
P (k,0) = ZX (k)exp{j2af, (i-1) } (5)

fid o kT A o d A TS Lk P EE c R AR

FEANAAPEFE 2w R AR 0 FH 2w O RIS FH 2 E SO

3

Bt B M ek R 4 e T g
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0, =argmax P, (0) (6)
0

BHY 50 585 > v oaiiis R
Fh g s 1% 2.1 & ¢ 1 Delay-and-Sum Beamformer ¥ F 0} 4p 48 & 50 b B chpd Y 4

o HE - BRI PR EA TV ER e 5B s aE S B -

2.3 Time Domain Cross Correlation (TDCC)

PR LE R 2 0 TDCC BB 3 mrs b 1% 2 & 5 b 355 B anfp AL & R
PR e BAARZIBEERS I BEh frdiripilany +1 BFsih % L BRI
HREF UELA WA T AT L

i+l i+1 i+l

i i i
XL 2 XL+1 20 XL+N fr' XL+r ’ XL+1+r LA XL+N+r

Hoe ApEBd N B BB e BT AT e
B R MR AR RROFT R 2k o Rk it BOpER Rl x!
L+ N

fexil 2 FE G R apM T Y x)oxii B At o B - f T L2 5 Time
t=L

t+7

Domain Cross Correlation

i+ el
Xige ™ S 2

Har

XJL __J.'" -

B ~ TDCC & H
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ol e s AP E B N TDCC g B2 T E R - FAR A 51 MBF LR
%EJLi%ﬁﬁﬁfﬁfﬁjﬂﬁﬁ%%ﬁiﬁxi’Eﬂﬁwpqpﬁ%d T- 342 m s TDCC %% 4o~

M
C(m) = Z Xntrpes  Xntpe (7)

545
Ho NS EIER e 5 Ml P S SRR e e AP N - B AR AR LR
SR (6)F F AR sl e i L2 MR o F S PR B SAE SR Bl F AR
ARG LB b AP, 5

7, =argmax C(m,7) ®

T

M N
X .
C(m,7)= ZZX(m—1)-p+j 'sz—l)-erjJr(i—l)r )]

i=2 j=1

FREAPENGFO? KR ERF NI ARG ERRER T EEF O 230 f2
TDCC 7 4ed=k > 4350t R4 @RI AR AR s b PP P 2 7, %
T, :argmaXZC(m,zj (10)
r m

AP G PR RIS G A S B RS R RS ST R R PR S LR B

PP R 78 A% 2.1 & ¢ & Delay-and-Sum Beamformer 7 Jo 1 4r 35 36 8 035§ B o

24 B NRREYFRE
MLLR - &4 L& % »03F 3 #07] $8c Bendopr v AR E Y8 - BEsE
o R S EAEL KRR EF A S - BREE A RS TEER R o

SEAPE R FASF B SRR A A RN E T A RS 5

—

—1/2(0,— 1) £ (0,11,
P(o, | u,,2,) = — —e (0, =1)' X" (0,= ) (11)
Qm)" 2|
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Brolinxm+)@EHELW v v RPFENTOESEEDED F DI
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A9 opu dATHER R 3,
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1 1/2(0,~W.E VS (0,-W.E.)
P(0t|W53ﬂs9zS)= w2 1/2e Lo e (13)
27)" "2
Wb Ep i RZER > B EESELS
Wv = arg max P(Ot | Wv ,uS,ZS) (14)
W
FAAPECESEL N Sl
Wi Wi, 0 0
e I (1)
w,, .. . 0 W,
FAHE R B R LT IS S
/
s::bﬁJa~w“%Js”lza“bga ‘Vnmu] (16)
RE-B A 2w £ 7 11 d EM & 2 (Dempster et al.,1977)3& 3 7 ¥
R T -Irer 1
r -l r -1
Z Z 7SI’ (t)DSF CS)‘ DS)‘ Z Z}/S)‘ (t)DSI’ CS)‘ Ot (17)
r=1 t=1 r=1 t=1
RS Y T ST

[ A PER a5l

FisF > Fo, 54 Viterbi Decoding 14
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5 45 + SigC31-4 £.4 % | Signalogic 2 @ #4 A ey G- 4 B et + o ¢
e P B 2 % 7 (DSP processor) & 48 Y &k B o 7 (T #14 & e TM8320C31 0 ¥ I P 3 i&
4 BB THF BT M EF T ie S ISAM e 7 EWRATHY > ¥ 5 K%k D37 A
BESY 1 TR LR PEE > SETFEETIAY 4B SR RS > TN
FRRAPRTRERAFY ST AE A S T AN E 5k (Omni-directional Condenser
Microphone) > 315 5 ECMID > #7¥t i i % 5 20~10000Hz » & #7 & % -38+3dB » kst
(signal-to-noise ratio, SNR) = ** 60dB > 1 i ¢ R R 4+ DC 3V I DC 10V 2. fF - 1 iT§ B2
Ecnit* FRTAERBMRENT A BEFHER 2L ET F b B FNNE DR
Ao T RFF LR S AL PR F i E e+ SigC3l4 et 1 T B A

PR T EERTFN SR PERTEAH B A FRRY T

(| ==
P T v r
1

Bl= ~ $h LA R E R

32 ZHEE

A H e S Bch 12 FF MFCC 4r 12 1# delta MFCC 4r 1 F# delta log energy 4
1 F# delta delta log Energy + 26 F# o 2" SRGEALE - PSRBT @ % TR & 5 b P4
Wens> £4 1400 97 2@ ifficF - HP 2 5707 24070 kA o F D A LR RS
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Fhan ts ek S frBcF Febmkd o TR E e Rl P S T3 o B - Bk § 4 BR S H
Flpt G 292 B Ldk e

RIBER I AT R % RIS LR LA APRET A F D @
o A u] 4 0 km/h~50 kmvh e 90 km/he & 0 km/h B9 T 2 4c ix ek 0 A 50 km/h § 90 kmv/h
B R sl T 8 st R 50 km/h {90 kmvh pFATET sk R HER 80 PRIE K BEAR
Tk w120 SAfeE Rk AL &5 60 B 0 RS RPN EERE LR Y oo
80 2 m fifrd s et £ TS R 0 F AR LI LMY o paE b AR EES 10 2
A FEHAE LR LA R SR RS TR BB IS A fBE 0 2 121
FAfe3 mtd s B FBRRG 30973 Feh? 2 T o FERITA R EF 450 95 e
BFF R SRR Y R R 2 G - TEEUT B 2 o 7 Bk % AP kT 45 355 (Digit Error Rate)

A

Speaker
Noise
120cm
8lcm
75 60°
c—CO @]

10cm
DR N A R SR

3.3 Delay-and-Sum Beamformer§ % % %

¥}3cE - B¢ b Micl, Mic2, Mic3, Micd)#T{c & e3E 3 A ELH B u|ahxy e F Uz
B T EiEdod - om0 PR E T AL G A Ak Su(Baseline) g BRS¢ o fpt AR * A7
AR PRAME AT EE (v 5§ A b LI R o

APArEFT s - BRI FAFR-LEEFRERAECREFRHRID DR E ki

BRSPS R v B30T 51507 F B30T k- £ R & 0 F Mg
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Delay-and-Sum Beamformer &2 {8 e7iF 5 5L A W3- B H y3in s % 0 FRLR S dodk - 497 o

7

BLER &SR APV IIFR AT P ECT B EFRLE PRI A 607

[
=
|

S
*ﬂ
-
)
h-3
5
g
B
) -—
&

PEREE RS EPEE R

% b /Digit Error Rate (%) /#% | 0 km/h 50 km/h 90 km/h
Mic 1 47.0 52.1 55.1
Mic 2 42.0 48.3 534
Mic 3 51.0 54.8 58.7
Mic 4 46.5 53.0 57.2
Mic T 3= 46.6 52.1 56.1

Fo— ~ AR BRI R

¥ / Digit Error Rate (%) / & & 30° 60° 90° 120° 150°
0 km/h 35.2 31.9 60.6 58.6 554
50 km/h 40.9 38.1 66.9 68.3 62.6
90 km/h 42.8 40.4 70.0 69.6 65.7
% = ~ 7 %4 /7 £ B T Delay-and-Sum Beamformer 335 %
% B ;% /Digit Error Rate (%),/#.;= | 0 km/h 50 km/h 90 km/h
Mic T35 46.7 52.1 56.1
T E_& &R 60° 319 38.1 40.4
SLA 43.8 48.6 52.1
TDCC H 37.5 43.6 47.0
TDCC A 31.7 38.4 40.9

# = ~ SLAfrTDCCH#inkg 5 b @)

A5

bR R ATE I RIREF AL B T L B2 o TDCC £7~7 & b B
ER R SR E AL e RiBle Tt A L A NEBEIEL FHREFIAZ AT o
#? IDCCFAfA Fanty 2 »TDCCHZ 7% - BHFH TR * HF i Eehg kit ¥
PR @ TDCCA R Z 75 - B o S1E¢ Y BRI EEmad o poh =5
A b A T R T e B 2 A R 607 P e EILAE SR 0 I R o

B Z ayRng ki AP g * Delay-and-Sum Beamformer 7 SLA v
TDCC #&§ it 49§ »<"8 Ma35-% » @ TDCC fr @ seeigd f 2 =i & 72 SLA 4p+t » TDCC { ic
FOE MPRLEEE 0 ¥ TDCC # * #73 chf 2k 2 et @ % - Bfiesck B > m o
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BT AeE R B 60" i S AR ke

3.4 P48 F HSLAF-TDCC e 5

Bl PR RER > NPHFRFELLIFRZIOGIRL B A RFIEHER

\:3:‘:[;] bl SN 1\5'1\:3:‘:"}(“7_' ’ -ﬂ?'J’# o 5n

b = (Sampling Rate) -7 =

(Sampling Rate) - d - cos 8,

kf PR e b o FE B R Cord

-

TSR H R

j {L_'?,‘%Ej\?ﬁ*g’*’fiﬁ?ﬁ + SLA‘fF'TDCCF%ﬁézﬁ—n ERR)-2

ERER R R i

C

LER o
CF

0B 5 E R TR 0 B PR % & SKHzo 2R 15 1 iR 17 PR

*7 (16KHZ)’f\T’z\ - (24KHZ)’"’T']‘ °
A g IR SLA e RS
24KHz P#45 385 7

b 37 RN G B D

B3 BT AR G e o

PR B P FRME S T AP

T ER T o M-

L I,Z_E’H’ %’\ k3 %ég’**i*}? _1 ’ ﬂb a;;}»f,_ Lm;‘,%’?_;){% R

1% TDCC p|7F] 5 H &

‘-F\:\.\.

» B2 TDCC 303 B pr Pt 2§ L & 5 sehio

o b mF’*,&E’d“’Kn\r‘] e F] b AL g 2t

d Delay-and-Sum Beamformer J-

& % hr & = (8KHz)~

P R BERE S d 8KHz #£ % 1 16KHz e
T o @B 3 16KHz frdk % 1 24KHz 49 pF
ﬁrmﬁ‘%&#ni%iéi £
%% d > TDCC 7 Z &

L
;—ErFFI

% & ;% /Digit Error Rate (%), #. 5% 0 km/h 50 km/h 90 km/h
SLAH 43.79 48.64 52.12
TDCC H 37.50 43.58 47.03

#w ~ P4 5 8KHz B SLA {r TDCC i %

% 5 72 /Digit Error Rate (%) /B i% 0 km/h 50 km/h 90 km/h
SLAH 34.94 39.97 42.00
TDCC H 36.90 42.69 47.09

%I ~ P-4 5 16KHz pF SLA {r TDCC i %

;% & % /Digit Error Rate (%), #. /% 0 km/h 50 km/h 90 km/h
SLAH 34.17 39.52 42.79
TDCC H 38.27 44.08 49.07

% 2 ~ BofR4F % 24KHz ¥ SLA §r TDCC 3530 &
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35 > FRHIAUBENT RS *
BT ORF B FENB B AN EH S LR LAY L g Ak
§ MLLR 3 £ 15 5 S i % 4od = 977 o g4 ¢ » SLA fo TDCC 4 ]4 + MLLR 3 5 2 %

—&\_"%\, N P:'l-i——/:[: o

% %.h /Digit Error Rate (%) /8% | Okm/h | S0km/h | 90 km/h
Mic 1 + MLLR 29.0 31.7 33.4
Mic 2 + MLLR 25.5 29.9 33.1
Mic 3 + MLLR 31.6 33.4 36.2
Mic 4 + MLLR 28.3 31.4 34.5
(Mic + MLLR) L #2 28.6 31.6 34.4
Mic T 5 46.6 52.1 56.1

Zo= s A hanisd MLLRS B 1 e s it %

% & 7% /Digit Error Rate (%), B ;% 0 km/h 50 km/h 90 km/h

(Mic + MLLR)Z 3= 28.6 31.6 34.4
SLA+MLLR 29.9 31.5 35.1
TDCC H + MLLR 25.2 28.8 31.4
TDCC A+ MLLR 21.1 24.9 28.2

# ~ ~ SLA4rTDCC5 d MLLR B {8 thygin e % - )

Fd AP HRBEFAPT UFR 0 AR FR ¥ MLLR 9554 WA 0 RS 0 3 3
BN BB RANT AT MR 5 (0 km/h 4 46.64%' 3 28.61% 0 50 km/h d 52.07%
% 3 31.60% > 90 km/h & 56.12%"% 3 34.42%) > B R F] 5 @& % B d S b STELE BB T STer
e TR Y B LR LR RE T T iR R A T RIL R AR B E o

AT Fe N S S APE TR » 3 B e SLA {r TDCC ™% Mysiass 385 F 77 5
B Eoawck o =47 BRIt TDCC dkiy 2R 3 SLA o B ehyenss 355 (21.10%) 5
Bon Okm/h T @ % 223 =kt B e TDCC ix 8 72 o

3.6 FELPFF gl i
FRLPER ot B A BIREEA(R 13509 0 T- ae 7 6B P 2 k)
PR 2t 8 et B~ Delay-and-Sum Beamformer s1aJ2 ~ 3% 4 i F B f B foid § FRLandt

jﬁ@ﬁ&iéﬁ@’?%%%%%{%ﬁ°£$}&m@?§%&$&ﬁgg%ﬁmﬁ@
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£ T3 HFREEOR e d 5 Pentium 11 350 i Bfr 128MB e Rl B A 7 5% > 7% &
FeR] 5 Windows 98 LB F % 5% » AP F M L ER ¥ i o 2 £ 20 fuah
TDCCiF &2 e (7 B+ % B B2 SLA T 8 2 -

Baseline SLA TDCC H TDCC A
Without MLLR 0.28 0.58 0.41 0.56
With MLLR 0.50 0.79 0.63 0.77

%4 ~SLA# TDCC# 7 B2 Wik (# AV EH 54,/ #)

.23

A= P AP - BRY FLh LI E S FRL AR - k341 Delay-and-Sum
Beamformer % "% MIE B wk§ #H30EF A OB Lo FEAPL B - BRI E LR LS
PP EEREBESFE 2 TDCC FH% It R PEFT AR f P % - LELEIF 4
BRenF oo PR Fec @ sk~ % SLAFEZE @ % < it £5 2 TDCC ix & /2 frit
* 2ME A TDCC HE F M2 HFER I Gd FHEFEAPT P TDCC 1 »cid
(B PERT™ T3 7F %M 5% yRds i85) o foid. uum’I'ﬁ T_F 5 2 SLA Aprt g o
TDCC % #hA_f 75 dds 355 "8 Mentg R F V(7@ R+ % B> SLA »

Ao v R L EI AN S FHAPT PR HH R &% MLLR %
AEFZTIHEATYERE I ok o Re pRE R EI{eE S HAB EaE T S 0 H
R MPRLE S (A PRILT BT F N 5% TRaiES) 6 A2 LR F ok o i
AR R T RO ARG R A e LR S i § R
Bifent B8 c ARAPRIBRAINFY FLh e &5 b dfoinid forpuy @

R T MR FERS LR LSRR Z R BT RS v Rk O R R o

5. %% = Fr

[1] A. P. Dempster and N. M. Laird, D. B. Rubin. “Maximum Likelihood from Incomplete Data
via the EM Algorithm”, J. Roy. Stat. Soc., 39(1) : 1-38, 1977.

[2] J.-L. Gauvain and C.-H. Lee, “Maximum a Posterior Estimation for Multivariate Gaussian

Mixture Observations of Markov Chains”, IEEE Trans. Speech, Audio Processing, Volume 2,

212



[3]

[4]

[3]

[6]

[7]

[8]

[9]

pages 291-298, April 1994.

D. Giuliani, M. Omologo and P. Svaizer, “Experiments of Speech Recognition In a Noisy and
Reverberant Environment Using a Microphone Array and HMM Adaptation”, In Proc. of
ICSLP °96, pages 1329-1332, October 1996.

M. Inoue, S. NAKAMURA, T. YAMADA and K. SHIKANO, “Microphone Array Design
Measures for Hands-Free Speech Recognition”, In Proc. of Eurospeech *97, Volume 1, pages
331-334, September 1997.

C. J. Leggetter and P. C. Woodland, “Maximun Likelihood Linear Regression for Speaker
Adaptation of Continuous Density Hidden Markov Models”, Computer Speech and Language,
Volume 9, pages 171-185, September 1995.

D. Mahmoudi, “Combined Wiener and Coherence Filtering in Wavelet Domain For
Microphone Array Speech Enhancement”, In Proc. of ICASSP °98, pages 385-388, May 1998.
M. Omologo and P. Svaizer, “Acoustic Event Localization Using a Crosspower-Spectrum
Phase Based Technique”, In Proc. of ICASSP 94, Volume 2, pages 273-276, 1994.

M. Omologo and P. Svaizer, “Acoustic Source Location in Noisy and Reverberant
Environment Using CSP Analysis”, In Proc. of ICASSP *96, pages 921-924, 1996.

T. YAMADA, S. Nakamura and K. Shikano, “Robust Speech Recognition with Speaker

Localization by a Microphone Array”, In Proc. of ICSLP *96, pages 1317-1320, October 1996.

[10] T. YAMADA, S. Nakamura and K. Shikano, “Hands-Free Speech Recognition Based on a 3-D

Viterbi Search Using a Microphone Array”, In Proc. of ICASSP ’98, pages 245-248, May
1998a.

[11] T. YAMADA, S. Nakamura and K. Shikano, “An Effect of Adaptive Beamforming on 3-D

Viterbi Search”, In Proc. of ICSLP °98, pages 381-384, December 1998b.

[12] T. YAMADA, S. Nakamura and K. Shikano, “Simultaneous Recognition of Multiple Sound

Sources Based on 3-D N-Best Search Using Microphone Array”. In Proc. of Eurospeech 99,
Volume 1, Page 69-72, September 1999.

213



PC-Based ELfff~ ﬂflﬁznfl%]% jﬁﬁﬁ ) R

P 1KY BT AL

I Ry T SRR R AT PR AR

Page 223 ~ 242
Proceedings of Research on Computational Linguistics
Conference XIII (ROCLING XIII)
Taipei, Taiwan

2000-08-24/2000-08-25



CELNEES B T2 AY'T ¥

E‘TI:_ Q\lxé’k%#%mlﬁiﬁﬂ"“é%\*‘i %lﬁiﬁﬂ’“ ,_:,_i_
P 1 4

Email : p7888107@ccmail.ncku.edu.tw, chwu@csie.ncku.edu.tw

Fax : +886-6-274-7076
B 0=

FRad s i s miahay T3 280 e - S s ¥ Rd S RU gL P
fRF e MY 2 TR A RFRBEET R ALG T o g B & 42 v PC-based 5
AL FHEE R A G ki ¢ 3 1).E F 4% 0 245 Row-Column Scanning * ¥ £ 334w~ /1
LHY2FYF k2R % R (Hierarchical Arrangement ) #9930 vg > 14 1E 5 4 15y ~ 454 5
2).48 % IR I BT S ATRIE L SRR ﬁmwﬁﬁ%%»*i 1
BAOE 13).5 6 QAR E MAKB LR F RS NP RTTRIRE Y S 2 EF ke
Bh S R MR R A o d FHREFEDD ¥ 25 1000 P HEFR(THEER S 49 F /)0
AR N TS 26.25% 4 de 2 PR~ AR LF R FH RS 2 S B A
e EPARRIF LR ERTL F AN L 67.71% ~79.50% ~ 96.87% o fif * EiFR IR0 0 AL
DORE R REGRE AI  H o S5 A U] 5 47.37% ~ 65.0% - 68.38% ; ik B &2
ABRBLATFETFRFL T ARTREDFE I NFT LN I F I RERKE e
BT | FOEMAR BB h L LEeG MR RER > oA HE

FiFhimdy B8 833 # il lbendf > Mla g e - B Y Ed > R RA 2
PRI A 0 o TR R &‘%wﬁwiﬂ’ﬁﬁ%ﬁwu%J’*?
A AR U YREIANEZEAAIEZT R ARERE v AF S B Y e o

ﬁiiéW?£1WOEﬁ@%ﬁ%?ﬁ%%€§?£ii?ﬁﬁﬁﬁyﬁ%ﬁﬁﬁﬁﬁ
LA AR A R RdE ﬁ'ﬁ%
%ﬁmiﬁﬁﬁ%ika°w%3@’§*?%‘%ﬁi%ﬁ@ e Y

FEIAECARIE S FRA KT VRKE BGEIRAE PO 2 S i 1990 # & BIFE R
A m et R B R R 2 SR Y P RE TR & * [Reichle, 1991; Webster, etal., 1985;

\-14

(Augmentative and Alternative Communication, AAC) » 2 & 3 &

David and Mirendan, 1992] -
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FBCE IFEFTAAMBEI: /pg SR AR L LI Ry WEARTEARELY
iﬁp%’AJUéﬂ%{ﬁ%ﬁﬁﬁﬁay%ﬁﬁéﬁiiB#ﬁﬁﬂﬂﬁ%méeiﬁzk,
i ERE R RETEE EFFIPBAZERSEIRATR Y [THL~FYAr > L85 £
TZE PR Z HAEF > A8 ] A FHERFREE LY T AR S S5
e Sd WEATEEFRFT > TUARPBRFREETRAE AN F 0 P AL EFRAT R
FI| - BpRenT o @ EEET skeEd o

SIS LY S RN pRLE[L VRO E] AT 22 /zefﬁm—“
FoARBFNCFERL P Y REZE Gk p REIFRNE PR 2 BB
RHRAZFNEIFEASF 2 - WPRF - B 2T B RE SRR LR
RAE - ¢4 T D3R 2F* 2R 278 ARG - TORE LAEFERS
Tl B RTARRA R o - ¥ RehRiEs SVO (L4 —# Z4) SOV (i#—
LR —F3) 2 OSV (EHM— 18 —%3%); 2.kl ﬁi% TR EFEER Y A
ERBEREIY > FREN AT EZOLE  FP AL AEORIE ) Hi@ L P 2
S AR5 ¢ RILEF S IFRFRAN TR AL EDE RS FRE SR R
foooom B-H IR g e

P s E R RdpM Al e g » A R L) T SMle LRy g B
% 4 (T 2. #4E4 (Virtual Keyboard ) [Reichle, 1991; Simpson and Koester, 1999; Webster,
et. al., 1985; David and Mirendan, 1992] » % i§ #» 37 3f /B f¢ 3#'(Word Prediction)[ Koester and
Levine, 1994; Hunnicut, 1990] ~ & < 34 #j = ( Abbreviation Expansion ) [ Vanderheiden, 1984] ~
3 X %% (Semantic Coding, e.g. Consumer Product- Minspeak System ) [ Chang, 1992; Baker,
1982] > 2 1 & p eh2 #BM EWREY ERPF PR R0 ERF2ZRANFRFLLA
Ao RFF R AR R HRERE o @ A i 2) 4 A E QR ARRE
¢ (RESNA )#7#& 41 2. Sentence Compansion( compress/expansion ). £ [ Demasco, et. al., 1989;
Demasco and McCoy, 1992] > i * ¥ ﬁ;] » % 34 F M (uninflected content words) > 7 135 & <
SRS “—1‘]&_ B M s 7 JFE B 83323 R a0 /&3 & (well-formed sentence) o e £ d 3t &
> ED N F S o~ FFE O EE(dcF B2 3 American Sign Language/ASL)EE 45 sgend < 2 L A4
F2RAR RO P I B AZE RS EIRARY S F o g REPERNT VEEY

B AR B R R
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FLPaLE® fARFT AL Y 2 F AR A KEREEEY FEL
Weog R T8 kit PCbased i~ 2 Fst AL i PR i - o827
BE AL SEN 2 VR TGS R EEGE R B Rt s

FReEEH L > Tk L Hp YA g R AE o BETPRE D ).LHER
EFLPF L/ EREAFEAFEF G F R FREIEZ A v FESFTHEE LR
PR SR T R M E ML RN 2. T ERBEE L REE P H2L B E S d B Rk
W2 FHBPASAPELR e > NP LB EY2LF ). Z2HRSL P v FR/
SHLET R REF 0 G RN it S PC-based A GEMEE S A HE A BAAC) > Rk
LTI TR CABEY 2 DA AR PV REREY 2N I
KEEPRL Y o 2P 2ERBIETHI DRLEF PR P RF R ELH 2
VIR ks AR AL LR e AR R FAARTF T KM ARG A FRT O F
- FAAT 0 MaEE - b Y g oar2 DR 0 X I IS 2 TR PR - 3 S
WT e Bk R FREPREFTTEY aipd o VO ARFRREH L o R
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ERE SRR & RN A R B AR S
3. inRRPTeEFE
AELE RO TR R R AT L oI FEAR L ET R bR -
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AR TR EFR AV R R S P REEE L DI R0 ). EFFRITRIBA
R AR A IR REEEEFERRE C3)Y

T4 XM AR R IR R E 2 215w k45 Sentence Compansion 2 Bottom-Up Parsing with

4
<y
o

HUF AR IER WG E ~ o7

Top-Down Filtering e 4 » ™ ¥ Fap # 47304758 2 v (How-Net) 7 A # > S Ak 2
LA F R Z AN BEFZIT FR AU p B (137 8F
BT ) £ RF LRGBS E 2 P I F R PRTRAEY P

Brs SRNBES T e pEFRRATIZ EE Y 2 F 0 NEFEL AL DD o

}LiﬁﬁﬁﬁLiéi

LFGE LR F o IR > ATE AR T R A 1 R R
FRAELSFR AL URFRAETREDIF IR ELS > SEFEAUS LR

ﬁii%%%%§ﬁ$?“§@“%%§ B FaEE L S gl T L MR AR
PR E PR AN FHER  PREEN R L FRANE S SR R BT
PR EErg 2 S FMEETR
3-1-1. £FRERT

AT EGE R CTRE DL L A WY - BRI Sety 0 R 44
BES R RO FAE DI F R T MR SRR LRFHEY AT
Fopsd A d P AT ORI > F PR AR ERE S F R
MR K TR S MR

LEFRAM - A LEE )RS TR FEE e R B BILas 0 R
TIEFEP S0 ERBREFRES S AP B i
FRAN B RO R TR B PR e AW S R Y R S

Bl4cH S eri B3 s £ A5F 0 A RE R ¢

BAERBAL > 2 BT AP SF T RS AR ARSI FRRE SRR F ok
U AR BEP R o AR AT HEEN ) RRFREEFRAEIIHEL FERERE
TR ERNEGFHEE L o e Y R REPDER -

PRI R 0 ) RERBHEER T RO S Y R RS A F 0 T

SR FFBAEER 0 B T R Eg o
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a4 A j\ﬁné [C IR I T I E Sy g
4 —‘;JKE

Rt

e %1 j@

A3 e Eig Y § o
2. e A ze st o AR B FERIEC 2 1% Variable N-Gram 32 (2 -2 3F BT — B & 3
PR MR AR E W o AFT Y YTH ¥ ch Variable
) F - B FRE gL

*?ﬁ’kﬁﬁﬁ%ﬁ?iﬁﬁ
i (POS) % A+ 8 = (¢ FRpA T

N-Gram F ez 14
TN kit e

I«EIJ«%\—IE; I\,}*%ﬂ\"}’nlﬁ;;l:% ;Eaﬁjﬁgj‘?
P(POS .| POS 1..POS »-1) = P(POS 1. POS») 0
P(POS 1.-POS » 1)
FJL AR R = H7 T

? > C (POS;---POS, ) #* % POS;---POS, @4 8 7| 1 Feh=k i -

H
C game )
'

Variable N-Gram

LA e 3

B =
ﬁf’l}ljjig’;{_‘,’:‘ﬁffbfj;;}j%fg%—%i Tl —TAZ SR B E AL G
AL gl REH 0 2 2 7 — 1 Variable N-grams # ik > 4o B = #1or

P(Nh)=1

£ B

P([Nh VK)=0.5

4
P(|Nh VK VC)=0.5

.
» L
i
¥z
P(.[Nh VK Na)=0.5
a2
fh‘
B SEY S
P(JNh VCL Ne VC)=0.5 P(Nh VK VC Na)=1
2= g
S I

P(/Nh VCL Nc VA)=0.5
Bl = Variable N-grams
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3-1-3. A3 RN AH

FAE Y AR SER LG S ke i JT R i S R
KR A hEF PR R FETE @ T R o AL 2 Y v v o B G E

Augmented Transition Network 3% 3+ 2 H(Rlw ) » M3P ¥ enF 50 o SRR 5 0 D g
% i &5 4p4% 0 5 3 2).First Vowel # Consonant > 5 # ; 3).Second Vowel 4% Consonant &

First Vowel » 533 5 d).m B (1 #) Vit 53 5.8 2 2~5%# » 2 53 o

Return

consonant word

——————
-~

consonant

second vowel

Return
character

Null
consonant
first vowel

second vowel

Fle 13 %8 e ATN % 455
3-2. * P4 R

PR OB EFE TR 82 v 2 RN RO R 2 ARRT f D 3 RAER
R EEF e > BRI L 7 k95 Sentence Compansion 2 Bottom-Up Parsing/Top-Down filtering
LA S MUY A p BT 2 ri (HowNet) o 2 Ra# > @A REE ARG Z F R
PP ANER > BEFZ T F LA 174 % Variable N-grams # 39 & p 8353 Je B B
g —'F‘T;d + e %3-‘9%] NIRRT R S P R o o
3-2-1. FHELITE TR B
PR B ETIARN 0 2 S S H W K T2 24 B o ST 0 TR R PR
10T e AT T ENMERLH (VBRI ) 2 430 (NBEauL ) HAFER
9

T AL AT e P g B TP 06% 1 F AR 0 R T AL G R B e £

foANEFERE- REDLTE > AFTHEY EFRALOERPRA 0 TR AT BT EPE P
PAfecnia gy o i LRFAERMPEFF BB > FEE B A RA N Bl B
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AR TS S AR D ARBHE IR R R PR REREE SE AR
itz i e Bol kI 1T H ¥, b & 5 [DEF=human| 4 family| % male| 7 ]
" Thuman|t 5 5 % $eni B HARRZ XL B JI* 2 ani & B 51 % FH2
F2 YA KRG EA 0 P Wi E P H s F 8 (keywordslot) ek i > 22 * U F I M
ANFERE TR FLE SR Y E g gk 4 o
3-2-2. P AR E 2
AR R ST B R 2 1000 S P K A EHEERE AKX (T49F/0) )
P BT AR B R o 2 R R % 3 (POS) 2 3E0E TR0 i v (How-Net)
PERR LB R REFEI BB VR ARG EEN L EBE . e
Al WARP] R E 2R EF O FEEFL T RO RE N EP B oIz
e A B2 gy 0 X Nh+Nd — Nd (43 Nh) &5 6] o B e A% ¥ 2 g i mdB #3555 8
7N 2 T GEAREE A LR L 0 (T ﬁ,}éiﬂpg‘}'?‘}'imﬁﬁx’?qﬁ” N |
AT/ AR o AR R -
B oA SRR
I Ac458 8 (root) % e AlAsdni=® > 973 AR d SRR > 5 F o3 &8
I. p3R& 2 (internalnode) > ¢ 3 1)BM » FHBGR AT FFGF A F - 85 2.) 3
ﬁ’kﬁﬁﬁﬁiﬁkﬁéaﬁk—m?,3)% o SRS
A) i fle s SN TRFE AL RPR5) PR ES Il FIA T PR HH
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(i SN(Cli,bj)j * f

i=1

SentencePa tternScore =
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HPY 9,2 %1 B8, b, Y e TRZMERR 0 oA RREERE o
AR I S (o ARR S R a8k 54 t#ic) 5 SN(a;, b) & g ghAp vk o H

v

ﬁE»A\]/:EI:‘—; .

1 if pos (ai) = pos (b;) or attribute (a:) = attribute (b))

0.9 if pos(ai)is functional word

SN (ai,bj) =410.25 if class _ pos (ai) # clsss _ pos (b)) 3)
0.5 if state _ pos (a:) # state _ pos (b))

0.75 otherwise
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node(ai), token(bj)

POS(ai) =POS(bj)

or attribute(ai)=attribute(bj) SN(@ibj)=1.0

SN(ai,bj)=0.9

POS(ai) & POS(bj) is Verb

Yes +0.25

class_POS(ai) =

class. POS(bj) SN(ai,bj)=0.25

Yes +0.25

state_POS(ai) =
state_ POS(bj)

SN(ai,bj)=0.5

Yes +0.25

‘ SN(ai,bj)=0.75
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R R EILE ?%]””‘t e i R e B4 T e
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6.0 > i So%ii 3=f 1 & # 451 1). 4973k (785 ~ i & (Rate Enhancement)2- 3% 5 1 1 & 4734 & &
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B = = EEEEEEE

¥ reur| % 073 | S Sigs
Nest |Gesesatiod TTH | Undo | Clear |poediction

mr | mm | =me | @ |

B+ - AEA PCbased s+ FEEF A e kit
(ZFPEPARAGL 2 L DR S FSFEE)

Keystroke Numbers Keystroke
Saving Rate
B 423+ 39 2777 Baseline
M &3 2048 26.25%

+

% —  J 3 4 v& 2. Keystroke Saving Rate
2).3" 4 i% P~ (Keyword Selection Steps) : i ¥ Row-column Scanning {4 » 3 * (2%4) &
Fend o T2 8d FaT d a4t BEF I ERPRE T o RARTEE

ﬁgi%?ﬁ%%%ﬁﬁ%(? Fl> (7 ) AR E NIRRT ADEE > 3 NG

-Er«'l'ﬁ"

t(si)
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Average Scanning Step Improvement Rate
Without Prediction 39.27 Baseline
Word Prediction 12.68 67.71%
Syntax Prediction 8.05 79.50%
Abbreviation 1.23 96.87%
% = &R IR 2 Scanning Improvement Rate
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