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Introduction

Welcome to the system demonstrations track at NAACL-HLT 2019. We received 63 submissions in total,
24 of which were accepted.

We thank all the authors who submitted their work, and our program committee members for their hard
work in helping us select an excellent set of demos.
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Abstract

We present Abbreviation Explorer, a system
that supports interactive exploration of abbre-
viations that are challenging for Unsupervised
Abbreviation Disambiguation (UAD). Abbre-
viation Explorer helps to identify long-forms
that are easily confused, and to pinpoint likely
causes such as limitations of normalization,
language switching, or inconsistent typing.
It can also support determining which long-
forms would benefit from additional input text
for unsupervised abbreviation disambiguation.
The system provides options for creating cor-
rective rules that merge redundant long-forms
with identical meaning. The identified rules
can be easily applied to the already existing
vector spaces used by UAD to improve dis-
ambiguation performance, while also avoiding
the cost of retraining.

1 Introduction

Abbreviations are short forms of concepts that au-
thors employ to avoid repeated typing of long text
sequences (e.g. National Aeronautics and Space
Administration is abbreviated to NASA). Because
long-forms are represented by shorter sequences
of characters (often just two or three), even in the
same domain, multiple concepts may map to the
same short-form. Such ambiguous abbreviations,
i.e., short-forms with several potential meanings,
are quite common. A study by Liu et al. (2001)
showed that 23.1% of abbreviations in the Uni-
fied Medical Language System (UMLS) ontology,
a popular resource in the field of medicine, are am-
biguous, meaning that they map to more than one
long-form.

Abbreviation disambiguation is the task of iden-
tifying the intended long-form for an ambigu-
ous short-form, given its use in a sentence. Ex-
pansion and disambiguation of abbreviations can
make technical text easier to read (Ciosici and As-

sent, 2018). The task of disambiguating abbrevia-
tions in context has been included in both the 2013
and 2014 ShAReCLEF eHealth Challenge (Mow-
ery et al., 2016).

Unsupervised Abbreviation Disambiguation
(UAD) (Ciosici et al., 2019) is a recent unsu-
pervised approach that identifies ambiguous
abbreviations, and makes use of word embeddings
to identify the intended long-forms given con-
textual uses of ambiguous abbreviations. While
successfully disambiguating the vast majority of
the ambiguous abbreviations, some difficult cases
remain. Following an idea of pre-evaluation in
suggested by Ciosici et al. (2019), we present a
system called Abbreviation Explorer that supports
investigation and correction of word embedding
spaces learned by UAD. Highlighting difficult
cases, it allows inspection of likely causes and
potential resolution through rewrite rules. The
rules can either be used to retrain UAD, or directly
applied to its vector space, thus eliminating the
need to retrain the model. Abbreviation Explorer
does not target simple variations in long-forms
such as plurals, hyphenation, or minor text vari-
ations as identified by Zhou et al. (2006); Moon
et al. (2015). Such noise is eliminated by UAD’s
pre-processing pipeline. Rather, it focuses on
semantically challenging abbreviations, or those
where the unstructured text input corpus provided
to UAD does not provide sufficient context for
successful disambiguation. Abbreviation Explorer
is a general tool for long-form normalization that
does not require expert knowledge or domain-
specific, human-curated knowledge bases that
approaches like Melton et al. (2010) rely on.

Abbreviation Explorer thus supports the user in
understanding which abbreviations are difficult to
disambiguate, why UAD might not have been able
to learn how they differ, in issuing corrections that
immediately improve the disambiguation perfor-
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Figure 1: The main screen of Abbreviation Explorer
listing long-forms that are challenging for disambigua-
tion.

mance, or in determining where more input text
would allow learning of better representations and
result in improved disambiguation. All this, with-
out having to conduct expensive, large-scale eval-
uation on abbreviation disambiguation tasks that
require manually labeled data. In fact, Abbrevia-
tion Explorer takes as input only the vector model
trained by UAD and the training data that was used
to generate the vector model. 1

2 Pre-evaluation analysis

Long-forms that map into the same short-form and
are close to each other in the UAD vector space are
correlated with low disambiguation performance
(Ciosici et al., 2019). Long-forms end up close
to each other in the vector space due to incorrect
long-form normalization in UAD, inconsistent ref-
erence by humans (annual average daily traffic vs.
average annual daily traffic), language switching
(Centre National de la Recherche Scientifique vs.
Centre for Scientific Research), multi-layer abbre-
viations (Voice over IP vs. Voice over Internet
Protocol), organization name changes (Organisa-
tion of Islamic Cooperation vs. Organisation of
the Islamic Conference), or lack of sufficient ex-
amples in the input text for a proper representa-
tion.

Abbreviation Explorer identifies these cases us-
ing the cosine distance between pairs of long-
forms belonging to the same short-form, and
presents them to the user for interactive explo-
ration. Figure 1 shows the main screen of Abbrevi-
ation Explorer displaying a list of long-forms and

1A presentation video of the system is available at
https://youtu.be/XsBb7QMkDdg

Figure 2: Detail screen with subset of words that ap-
pear often in the context of the long-forms average an-
nual daily traffic and annual average daily traffic. The
large frequency of contextual terms indicates that the
two long-forms likely denote the same concept.

Figure 3: Detail screen with subset of words close to
the two challenging long-forms. Red rows indicate
words that are close to both long-forms. The large over-
lap indicates that the two long-forms likely denote the
same concept.

2



the cosine distance between them. In some cases,
it is obvious even without domain knowledge that
the pairs are lexical variations that should be col-
lapsed into a single long-form.

For less obvious cases, Abbreviation Explorer
provides the user with a page containing informa-
tion that supports investigation. It provides two
indicators for contextual analysis: a list of most
common words observed in training examples for
both long-forms, and a list of the top 30 words in
the word embedding space that are close to each
long-form. The list of common words observed
in training data for both long-forms helps iden-
tify cases where the two long-forms denote the
same concept, or where the training data is in-
conclusive for effective disambiguation. The list
of top words in the vector space can be used to
pinpoint long-forms that denote the same concept
even when the training data does not contain sig-
nificant word overlap. Figures 2 and 3 show the
two views for the abbreviation AADT which is ex-
pressed in the data as annual average daily traffic
and average annual daily traffic. The view helps
users conclude that the two long-forms are term
variations of the same concept as they are used in
similar contexts. On the other hand, long-forms
that denote separate concepts often have little, if
any, overlap between the sets of close words. In
Figure 4, we can see that for the abbreviation ABC,
its two correctly identified long-forms American
Broadcasting Company and Australian Broadcast-
ing Corporation have no shared context as they de-
note separate concepts.

Abbreviation Explorer supports two kinds of ac-
tions for pairs of close long-forms that should be
corrected. The user can either choose to issue
a manual rewrite rule, forcing the system to col-
lapse one long-form into the other, or ask for a
long-form to be deleted from the system. The lat-
ter action is useful for addressing issues in the in-
put text processing that are not captured in UAD’s
pre-processing. For example, in the case of the
short-form FN, Front is picked up as a long-form
instead of Front Nationale (which is the correct
long-form) due to the greedy nature of UAD’s nor-
malization which identifies Front as a long-form
because it contains both letters F and N.

Rewrite and deletion rules from Abbreviation
Explorer can be exported as a JSON document
which can then be used in two ways. It can either
be applied to the training data employed by UAD,

Figure 4: Detail screen with subset of words in the vec-
tor space close to the two challenging long-forms. Red
rows indicate words that are close to both long-forms.
The lack of vocabulary overlap indicates that the two
long-forms denote separate concepts.

and then be used to train another word vector
space, or they can be applied directly to the word
embedding space to adjust vectors of long-forms.
Using the correction rules directly on UAD’s vec-
tor space avoids the effort required to re-derive
word vector spaces. In the next section we dis-
cuss the performance benefits of the various ways
of applying corrections to UAD.

3 Evaluation of Abbreviation Explorer

In order to study the effect of manual corrections
created using Abbreviation Explorer, we the same
Wikipedia data set that was used in the evaluation
of UAD (Ciosici et al., 2019). For all experiments,
we employed 10− fold cross-validation, with the
same folds used in the UAD evaluation. In exper-
iments requiring UAD training, we used the same
word2vec hyper-parameters as in UAD evaluation.

With Abbreviation Explorer, we identified 40
pairs of long-forms that denote the same concept.
As mentioned earlier, correction rules can either
be applied to the data followed by a retraining of
UAD, or they can be applied directly to already
trained UAD models. We study two ways to cor-
rect preexisting vector spaces: (1) for every pair
of long-forms denoting the same concept remove

3



Weighted Macro
Disambiguator Acc. Prec. Rec. F1 Prec. Rec. F1

1 UAD with TXT 94.28 96.17 94.28 94.76 90.84 93.29 90.98
2 Removed long-forms 96.38 97.34 96.38 96.61 92.72 95.15 93.15
3 Averaged long-form vectors 96.37 97.32 96.37 96.60 92.64 95.12 93.11
4 Retrained UAD with TXT 96.28 97.33 96.28 96.54 92.64 95.13 93.07

Table 1: Comparisons with UAD on data set Wikipedia (no-stopwords).

one long-form from the vector space and (2) for
every pair of long-forms denoting the same con-
cept, we replace the two long-form vectors with
their average. In Table 1, we provide a compari-
son of disambiguation performance following the
three corrective methods. The first row contains
disambiguation performance of UAD without any
corrections; rows 2 and 3 contain the two vector
adjustment methods applied to the vector space
from the first row using corrections identified with
Abbreviation Explorer; and the last row contains
the performance of UAD retrained on data where
we applied corrections identified with Abbrevia-
tion Explorer.

All three corrective methods outperform UAD
on the original data, using no corrections, by up
to 1.85 weighted F1 points. Both precision and
recall are improved after applying the corrective
rules. This illustrates the usefulness of Abbrevia-
tion Explorer in supporting users to issue manual
corrections for difficult long-forms. Another im-
portant result in Table 1, is that the three correc-
tion methods studied result in performances within
0.07 weighted F1 points of each other. Remov-
ing a long-form from the vector space, or aver-
aging two long-forms is considerably less costly
than a complete re-derivation of the word embed-
ding space utilized by UAD. This leads us to con-
clude that adjusting UAD’s vector spaces is pre-
ferred as it results in similar performance to re-
training UAD, but does not incur the time cost of
re-deriving word vector spaces.

4 Conclusion

We present Abbreviation Explorer, a system that
supports interactive exploration of abbreviations
that are easily confused by Unsupervised Abbre-
viation Disambiguation (UAD). Abbreviation Ex-
plorer works by identifying and understanding
long-forms whose learned word embedding rep-
resentations are close to each other and providing
contextual information to help users understand

which long-forms denote the same concept. Ab-
breviation Explorer can assist users who are not
domain-experts in generating corrective rules that
address abbreviation disambiguation difficulties
due to incorrect long-form normalization, incon-
sistent typing, language switching, multi-layer ab-
breviations, organization name changes, and more.
Corrective rules generated using Abbreviation Ex-
plorer can be used to improve the disambiguation
performance of UAD, even without performing ex-
pensive full-scale evaluation using labeled data.
The corrective rules can be applied to the already
existing vector spaces used by UAD to improve
disambiguation performance, while, at the same
time, avoiding the cost of retraining UAD.
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Abstract

This demo paper describes ADIDA, a web-
based system for automatic dialect identifica-
tion for Arabic text. The system distinguishes
among the dialects of 25 Arab cities (from Ra-
bat to Muscat) in addition to Modern Standard
Arabic. The results are presented with either
a point map or a heat map visualizing the au-
tomatic identification probabilities over a geo-
graphical map of the Arab World.

1 Introduction

The last few years have witnessed an increased
interest within the natural language processing
(NLP) community in the computational model-
ing of dialectal and non-standard varieties of lan-
guages (Malmasi et al., 2016; Zampieri et al.,
2017, 2018). The Arabic language, which is a
collection of variants or dialects, has received a
decent amount of attention in this regard with a
number of efforts focusing on dialect identifica-
tion, translation and other forms of modeling. In
this demo paper, we present ADIDA,1 a public on-
line interface for visualizing fine-grained dialect
identification of Arabic text (Salameh et al., 2018).
The dialect identification system produces a vector
of probabilities indicating the likelihood an input
sentence is from 25 cities (Table 1) and Modern
Standard Arabic (MSA). ADIDA displays the re-
sults with either a point map or a heat map overlaid
on top of a geographical map of the Arab World.

2 Arabic and its Dialects

Although MSA is the official language across the
Arab World, it is not the native language of any
speakers of Arabic. Dialectal Arabic (DA), on the
other hand, is the daily informal spoken variety.

1https://adida.abudhabi.nyu.edu/
The Arabic word �èYK
Y« /ςadida/ means ‘numerous’.

DA is nowadays emerging as the primary language
of communication – not just spoken, but also writ-
ten, particularly in social media. Arabic dialects
are often classified in terms of geographical re-
gions, such as Levantine Arabic, Gulf Arabic and
Egyptian Arabic (Habash, 2010). However, within
each of these regional groups, there is significant
variation down to the village, town, and city lev-
els. The demo we present is based on the work
of Salameh et al. (2018), who utilize the MADAR
Project parallel corpus of 25 Arab cities plus MSA
(Table 1) (Bouamor et al., 2018).2

Arabic dialects differ in various ways from
MSA and from each other. These include phono-
logical, morphological, lexical, and syntactic dif-
ferences (Haeri, 1991; Holes, 2004; Watson, 2007;
Bassiouney, 2009). Despite these differences,
distinguishing between Arabic dialects in writ-
ten form is an arduous task because: (i) dialects
use the same writing script and share part of the
vocabulary; and (ii) Arabic speakers usually re-
sort to repeated code-switching between their di-
alect and MSA (Abu-Melhim, 1991; Bassiouney,
2009), creating sentences with different levels of
dialectness (Habash et al., 2008).

3 Related Work

3.1 Arabic Dialect Processing
While automatic processing of DA is relatively re-
cent compared to MSA, it has attracted a consid-
erable amount of research in NLP (Shoufan and
Al-Ameri, 2015). Most of it focuses on (i) collect-
ing datasets from various sources and at different
levels (Zaidan and Callison-Burch, 2011; Khalifa
et al., 2016; Abdul-Mageed et al., 2018; Bouamor
et al., 2018), (ii) creating processing tools (Habash
et al., 2013; Al-Shargi and Rambow, 2015; Obeid
et al., 2018) (iii) developing DA to English ma-

2https://camel.abudhabi.nyu.edu/madar/
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Region Maghreb Nile Basin Levant Gulf Yemen
Sub-region Morocco Algeria Tunisia Libya Egypt/Sudan South Levant North Levant Iraq Gulf Yemen

Cities Rabat
Fes

Algiers Tunis
Sfax

Tripoli
Benghazi

Cairo
Alexandria
Aswan
Khartoum

Jerusalem
Amman
Salt

Beirut
Damascus
Aleppo

Mosul
Baghdad
Basra

Doha
Muscat
Riyadh
Jeddah

Sana’a

Table 1: Different city dialects covered in ADIDA and the regions they belong to.

chine translation systems (Zbib et al., 2012; Saj-
jad et al., 2013), (iv) or performing dialect identifi-
cation (Zaidan and Callison-Burch, 2014; Huang,
2015; Salameh et al., 2018).

3.2 Dialect Identification

Dialect Identification (DID) is a particularly chal-
lenging task compared to Language Identifica-
tion (Etman and Beex, 2015). Since Arabic di-
alects use the same script and share part of the vo-
cabulary, it is quite arduous to distinguish between
them. Hence, developing an automatic identifica-
tion system working at different levels of repre-
sentation and exploring different datasets has at-
tracted increasing attention in recent years. For
instance, DID has been the goal of a dedicated
shared task (Malmasi et al., 2016; Zampieri et al.,
2017, 2018), encouraging researchers to submit
systems to recognize the dialect of speech tran-
scripts for dialects of four main regions: Egyptian,
Gulf, Levantine and North African, and MSA.
Several systems implementing a range of tradi-
tional supervised learning (Tillmann et al., 2014)
and deep learning methods (Belinkov and Glass,
2016; Michon et al., 2018) were proposed.

In the literature, a number of studies have
been exploring DID using several datasets, rang-
ing from user-generated content (i.e., blogs, so-
cial media posts) (Sadat et al., 2014), speech tran-
scripts (Biadsy et al., 2009; Bougrine et al., 2017),
and other corpora (Elfardy and Diab, 2012, 2013;
Zaidan and Callison-Burch, 2014; Salameh et al.,
2018; Dinu et al., 2018; Goldman et al., 2018).
Shoufan and Al-Ameri (2015) and Al-Ayyoub
et al. (2017) present a survey on NLP and deep
learning methods for processing Arabic dialectal
data with an overview on Arabic DID of text and
speech. While most of the proposed approaches
targeted regional or country level DID, Salameh
et al. (2018) introduced a fine-grained DID sys-
tem covering the dialects of 25 cities from several
countries across the Arab world (from Rabat to
Muscat), including some cities in the same coun-
try.

3.3 Visualization
Map visualizations are used in multiple fields of
study including linguistics, socio-linguistics, and
political science to display geographical relations
of non-geographic data. Geographical visualiza-
tions may include point maps to display individ-
ual data points, choropleths and Voronoi tessala-
tion maps that cluster data points by region, and
heat maps and surface maps that interpolate data
over some geographical area.

In the general context of visualization of lan-
guage data, one example is the Visualizing Me-
dieval Places project (Wrisley, 2017, 2019), which
extracted place names from medieval French texts
and overlaid them over their physical locations as
a point map with a color ramp to display their
frequency. The Linguistic Landscapes of Beirut
Project (Wrisley, 2016) visualizes the presence
of multilingual written samples within the greater
Beirut area using different geographical visual-
izations to explore different aspects of its data.
Specifically in the context of dialectometric vi-
sualizations, most relevant to this paper, Scherrer
and Stoeckle (2016) provide surface and Voronoi
tessalation maps3 to visualize difference in Swiss
German dialects using data extracted from the
Sprachatlas der deutschen Schweiz. Similarly,
data collected from The Harvard Dialect Survey
(Vaux and Golder, 2003) used point maps to dis-
play phrase variation across American English di-
alects. Katz and Andrews (2013) provide further
visualization of The Harvard Dialect Survey using
heat maps to interpolate data from the survey.

4 Design and Implementation

4.1 Design Considerations
The underlying system we use for dialect identifi-
cation can work with any number of words (single
words, phrases or sentences) and produces proba-
bilities of occurrence in different locales in a one
dimensional vector (with 26 values in our case).
As such, we want an interface that can visualize

3http://dialektkarten.ch/dmviewer
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(a)

(b)

(c)

Figure 1: ADIDA Interface showing the output for a verse from an Egyptian Arabic song in the two display modes:
point map (right) and heat map (left). The subfigures (a), (b) and (c) correspond to different lengths of the verse:
(a) full, (b) first four words, and (c) the first word only.

the probability distribution into a two-dimensional
geographical map space allowing us to easily ob-
serve and debug connections and patterns relat-
ing to dialectal similarities and differences that are
harder to catch in the one dimensional output of
the system classifier. We also want to visualize

aggregations of probabilities of nearby cities that
give a sense of regional presence.

Our setup and needs are different from other di-
alect map visualization efforts discussed in Sec-
tion 3.3 which mostly focus on specific concepts
and their realizations in different forms.
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4.2 The ADIDA Interface

The ADIDA interface is publicly available
at https://adida.abudhabi.nyu.edu/.
Figure 1.(a, left side) presents the basic structure
of the interface. At the top there is a box to in-
put the Arabic text to dialect identify. The web
page automatically fills the box with a randomly
selected song verse from a set of well known songs
from different dialects. This is intended to make it
easy for the user to understand the task of the inter-
face. After the user clicks on the Identify button, a
geographical map of the Arab world is shown with
one of two toggleable overlays: (1) a point map
displaying one point per city scaled to the prob-
ability of attribution to the city (default mode),
or (2) a heat map that plots the probabilities as
Gaussians centered on each city with proportional
intensities that aggregate any nearby points at a
given zoom level. The point map only shows
cities that have an attribution probability larger
than 0.1% while the heat map displays Gaussians
for all cities. Both visualization modes exclude
MSA as there is no geographical location that can
represent it. The heat map should not be inter-
preted to make claims about the attribution prob-
abilities of regions between the considered cities.
The falloff of each Gaussian and their aggregates
are used solely as a high-level visualization aid
through allowing aggregation of probabilities of
nearby cities. Additionally, the interface presents
the top five cities with their probabilities, together
with that of MSA and of the remaining probability
mass assigned to Other. We discuss the rest of the
screen shots in Figure 1 in Section 4.4.

4.3 Implementation

Back-end The ADIDA back-end was imple-
mented in Python using Flask4 to create a Web
API wrapper for the dialect ID code. The core di-
alect ID application is based on the best perform-
ing model distinguishing between 26 classes (25
dialects and MSA), described in Salameh et al.
(2018). The application makes use of scikit-
learn (Pedregosa et al., 2011) to learn a Multi-
nomial Naive Bayes (MNB) classifier using the
MADAR corpus (Bouamor et al., 2018), a large-
scale collection of parallel sentences built to cover
the dialects of 25 cities from the Arab World (Ta-
ble 1), in addition to MSA. The model is fed with a
suite of features covering word unigrams and char-

4http://flask.pocoo.org/

acter unigrams, bigrams and trigrams weighted
by their Term Frequency-Inverse Document Fre-
quency (TF-IDF) scores, combined with language
model scores.The output of the MNB model is
a set of 26 probability scores referring to the 25
cities and MSA. Results on a test set show that the
model can identify the exact city of a speaker at
an accuracy of 67.9% for sentences with an aver-
age length of 7 words. Salameh et al. (2018) re-
ported on an oracle study showing that accuracy
can reach more than 90% with 16-word inputs.

Front-end The front-end was implemented us-
ing Vue.js5 for model view control. We
use Leaflet6 with Mapbox7 to provide the
geographical map display. We also use
heatmap.js8 to generate the heat maps.

4.4 Example

Figure 1 demonstrates the output of ADIDA for
a verse from an Egyptian Arabic song (Hafez,
1963). The left side of Figure 1 shows the default
point-map mode, while the right side shows the
heat-map mode. In Figure 1.(a), the full verse of
11 words is returns a correct preference for Cairo
at a high degree of confidence (99.5% probability).
In Figure 1.(b) and (c), the length is reduced first to
the first four words, and then to the very first word
only. In all three cases, Cairo is the top choice,
but with decreasing confidence correlating with
the length of the input: 99.5% > 92.5% > 20.4%.
Additionally we see a great diffusion of the prob-
ability score, with the case of one word input re-
sulting with more probability mass in the other 20
cities that are not shown than in the first choice.

5 Conclusion and Future Work

We presented ADIDA, a public online interface for
visualizing a system for fine-grained dialect iden-
tification. This system produces a vector of proba-
bilities indicating the likelihood an input sentence
is from 25 cities and MSA. ADIDA displays the
results as a point map or a heat map overlaid on
top of a geographical map of the Arab World.

In the future, we plan to continue improving our
dialect identification back-end. We also plan to ex-
tend the interface in a number of ways: (a) provide

5https://vuejs.org/
6https://leafletjs.com/
7https://www.mapbox.com/
8https://www.patrick-wied.at/static/

heatmapjs/
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a display mode that better serves color-blind indi-
viduals, (b) provide a feedback mode that can be
used to collect additional data provided by users
with their quality judgments, and (c) gamify the
interface to allow the use of it as a tool to identify
more cities in the Arab World.

The data we use in building the back-end is
made available as part of a shared task on Arabic
fine-grained dialect identification (Bouamor et al.,
2019).
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Matthieu Perrot, and Édouard Duchesnay. 2011.
Scikit-learn: Machine learning in python. Journal
of Machine Learning Research, 12:2825–2830.

Fatiha Sadat, Farnazeh Kazemi, and Atefeh Farzindar.
2014. Automatic Identification of Arabic Dialects
in Social Media. In Proceedings of the Workshop
on Natural Language Processing for Social Media
(SocialNLP), pages 22–27, Dublin, Ireland.

Hassan Sajjad, Kareem Darwish, and Yonatan Be-
linkov. 2013. Translating dialectal Arabic to En-
glish. In Proceedings of the Conference of the Asso-
ciation for Computational Linguistics (ACL), pages
1–6, Sofia, Bulgaria.

Mohammad Salameh, Houda Bouamor, and Nizar
Habash. 2018. Fine-grained arabic dialect identi-
fication. In Proceedings of the International Con-
ference on Computational Linguistics (COLING),
pages 1332–1344, Santa Fe, New Mexico, USA.

Yves Scherrer and Philipp Stoeckle. 2016. A quan-
titative approach to Swiss German dialectometric
analyses and comparisons of linguistic levels. Di-
alectologia et Geolinguistica, 24(1):92–125.

Abdulhadi Shoufan and Sumaya Al-Ameri. 2015. Nat-
ural language processing for dialectical Arabic: A
survey. In Proceedings of the Workshop for Arabic
Natural Language Processing (WANLP), page 36,
Beijing, China.

Christoph Tillmann, Saab Mansour, and Yaser Al-
Onaizan. 2014. Improved Sentence-Level Arabic
Dialect Classification. In Proceedings of the Work-
shop on Applying NLP Tools to Similar Languages,
Varieties and Dialects, pages 110–119, Dublin, Ire-
land.

Bert Vaux and Scott Golder. 2003. The Harvard Di-
alect Survey. Cambridge, MA: Harvard University
Linguistics Department.

Janet CE Watson. 2007. The Phonology and Morphol-
ogy of Arabic. Oxford University Press.

David Joseph Wrisley. 2016. Linguistic Landscapes of
Beirut Project. http://llbeirut.org.

David Joseph Wrisley. 2017. Locating medieval
French, or why we collect and visualize the
geographic information of texts. Speculum,
92(S1):S145–S169.

David Joseph Wrisley. 2019. ”Aggregate map.”
Visualizing Medieval Places. http://vmp.
djwrisley.com/map/.

Omar Zaidan and Chris Callison-Burch. 2014. Ara-
bic dialect identification. Computational Linguis-
tics, 40(1):171–202.

Omar F Zaidan and Chris Callison-Burch. 2011. The
Arabic Online Commentary Dataset: an Annotated
Dataset of Informal Arabic With High Dialectal
Content. In Proceedings of the Conference of the
Association for Computational Linguistics (ACL),
pages 37–41.

Marcos Zampieri, Shervin Malmasi, Nikola Ljubešić,
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Abstract

Many of the most pressing current research
problems (e.g., public health, food security, or
climate change) require multi-disciplinary col-
laborations. In order to facilitate this process,
we propose a system that incorporates multi-
domain extractions of causal interactions into
a single searchable knowledge graph. Our sys-
tem enables users to search iteratively over di-
rect and indirect connections in this knowl-
edge graph, and collaboratively build causal
models in real time. To enable the aggrega-
tion of causal information from multiple lan-
guages, we extend an open-domain machine
reader to Portuguese. The new Portuguese
reader extracts over 600 thousand causal state-
ments from 120 thousand Portuguese publica-
tions with a precision of 62%, which demon-
strates the value of mining multilingual scien-
tific information.

1 Introduction

The number of scientific publications has in-
creased dramatically in the past few years. For
example, PubMed1, a repository of biomedical pa-
pers, now indexes more than one million publica-
tions per year, for a total of over 29 million publi-
cations processed to date2.

Given this vast amount of information, it is
clear that search must be a key part of the sci-
entific research process. However, we argue that
search tools today do not support this process
properly. We see at least three limitations. First,
most search tools tend to be relatively shallow
(i.e., relying on keywords or topics), while in-
formation needs in science often require seman-
tics. For example, scientific hypotheses in many
sciences can be represented as causal statements,

1https://www.ncbi.nlm.nih.gov/PubMed
2As of February 4, 2019. See the Advanced search tab on

the PubMed website.

e.g., “what causes malnutrition?”, or “what are
the effects of pollution?”. Such queries are not
easily supported by current tools. Second, many
sciences are becoming increasingly multilingual,
as key scientific analyses are published in non-
English venues. For example, Brazil has reduced
the under-5 mortality rate resulting from poverty-
related causes through its Bolsa Familia program
(BFP), a widespread conditional money transfer to
poor households (Rasella et al., 2013). However,
most of the data collected in the BFP and the re-
sulting analyses are only made available through
scientific reports in Portuguese. For example,
SciELO3, an electronic repository of papers pub-
lished in South America, now indexes 234,596
publications in Brazilian Portuguese4. Lastly, re-
search is iterative and collaborative, whereas most
search is stateless and private. For example, under-
standing children’s health requires collaborations
across multiple disciplines, e.g., biology, econ-
omy, education.

We propose a system for the search of scientific
literature that addresses these three limitations. In
particular, the contributions of our work are:
(1) An approach for the search of causal state-
ments that can be both direct and indirect. Our
approach relies on a novel approach for open-
domain information extraction (OpenIE) that is
unsupervised and domain agnostic. The proposed
OpenIE method relies on syntax, and performs ex-
tractions using a top-down grammar, which first
extracts relevant events, followed by event argu-
ments, whose boundaries are determined by the
syntactic constraints of the event predicate. The
extractions are assembled into a graph knowledge
base (KB), which supports both direct and indirect
searches across causal pathways.

3http://www.SciELO.br
4As of February 4, 2019. See SciELO analytics: https:

//analytics.SciELO.org
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… aleitamento materno 
exclusivo … possibilitaria uma 
redução marcante nos índices 

de mortalidade infantil …
PT
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Graph
Assembler

Knowledge
Graph DB

Web UI

Collaborative
Interest Maps

DB

… minimizing the use of 
a pacifier may promote 
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exclusive breastfeeding …

breastfeedingpacifier

mortalidade
infantil

aleitamento
materno exclusivo

pacifier mortalidade
infantil

breastfeeding

pacifier mortalidade
infantil

overweight

breastfeeding

Figure 1: System architecture and example. Causal rela-
tions from sentences about breastfeeding in English (Maas-
trup et al., 2014) and Portuguese (Cavalcanti et al., 2015) are
extracted and used by domain experts to collaboratively build
a shared causal model of the task of interest, called an inter-
est map, through a web UI. (a) A user searches for causes of
breastfeeding and effects of aleitamento materno exclusivo
(exclusive breastfeeding), and adds two interesting links to a
shared interest map. (b) A second user merges aleitamento
materno exclusivo and breastfeeding. (c) A third user adds
an additional link (to overweight) from a new search to the
shared interest map. The constructed interest maps are stored
in a separate database, where they can be edited in real-time
by collaborators.

(2) A multilingual search platform. We provide
OpenIE grammars for English and Portuguese,
and demonstrate their utility in searching PubMed
and SciELO.

(3) A framework for collaborative model build-
ing. The proposed system allows end users to
save the results of their semantic searches into
an editable graph knowledge base, which can be
shared and edited in real time by multiple collab-
orators. The underlying functionality for this col-
laborative component relies on Operational Trans-
formations (OT), which is a conflict-free and non-
blocking change propagation algorithm that al-
lows individual users to edit a shared knowledge
base in real time (Sun and Ellis, 1998).

2 Architecture

Our approach for information aggregation com-
bines the output of machine readers into a knowl-
edge graph which can be efficiently queried,
stored, filtered, and edited by multiple users in
real-time.

Specifically, given a collection of documents,
we first extract relevant relations using a set of
rule-based machine readers. This approach can
use the output of any reader (e.g., the biomedi-
cal relation extraction framework of Valenzuela-
Escárcega et al. (2018) or the open-domain frame-
work of Hahn-Powell et al. (2017)), but here we
focus on the Eidos reader (Section 3) which we
extend to Portuguese (Section 3.2) in order to in-
crease the coverage of the knowledge graph by in-
cluding scientific publications in Portuguese.

The extracted concepts are unified using the
deduplication approach of Hahn-Powell et al.
(2017), which uses an O(n) hash-based approach
to fingerprint relation and concept attributes paired
with a set of normalized terms filtered against a
series of linguistic constraints. A graph database
is then populated with the unified concepts and
the relations linking them. During this process,
we preserve all evidence for the extractions, along
with information about whether relations were
hedged or negated. We employ two Lucene5 in-
dexes, one for indexing the content of the papers
(for use in filtering the knowledge graph based on
a specified context), and another for the concepts
in the knowledge base (to allow for faster query-
ing).

An important component of this system is a
web-based user interface (UI) which allows users
to query the graph easily and incrementally se-
lect results in order to construct a qualitative influ-
ence model, which we refer to as an interest map
(Section 4). This UI features a real-time collab-
orative graph editor that is conflict-free and non-
blocking, allowing multiple users to work together
on a shared interest map.

3 Reader

In the context of OpenIE (Banko et al., 2007),
determining the fixed set of relevant entities and
events, and aggregating this information across
domains and languages is likely impossible. For
this reason, we use the Eidos reader (Sharp et al.,

5https://lucene.apache.org
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2019), which is a taxonomy-free OpenIE sys-
tem that uses a top-down information extraction
pipeline. This pipeline begins by finding relations
of interest such as causal statements (through the
use of specific trigger words), and continues by
extracting the concepts that participate in these re-
lations from the syntactic context.

3.1 Reading with Eidos
To understand the individual steps of Eidos’s top-
down approach, consider the example sentence,
According to two studies, breast milk with omega-
3 LCPUFA reduced allergic manifestations.

First, the Eidos system finds causal and corre-
lation relations, using a set of trigger words with
a grammar of rules written in the Odin informa-
tion extraction framework (Valenzuela-Escárcega
et al., 2016). Odin consists of a declarative lan-
guage, capable of describing patterns over surface
and syntax, coupled with a runtime engine that
applies these rules in a cascade, making the pre-
vious matches available for subsequent rules. In
the sentence above, a Causal relation would be
triggered by the predicate reduced, with an initial
cause of milk and an initial effect of allergic man-
ifestations. Using the approach of Hahn-Powell
et al. (2017), Eidos then expands these initial ar-
guments by traversing outgoing dependency links
(with some exceptions such as conjunctions). For
example, here milk is expanded to breast milk with
omega-3 LCPUFA. The final system output of the
Eidos system for the sentence above is shown in
Figure 2.

3.2 Extension to Portuguese
We adapted the English-based Eidos system to ex-
tract causal relations from Portuguese text by first
translating the trigger words and words related to
filtering, negation, and hedging. We compared the
syntactic preprocessing of a sample of causal sen-
tences in English with their Portuguese transla-
tions, writing additional rules to account for dif-
ferences. Rules were also written to capture lexi-
calized causal patterns in Portuguese. During rule
development, we ran the reader over a 1K article
sample of SciELO multiple times, evaluating the
accuracy of each rule and adjusting them to re-
move incorrect extractions.

Since the grammars that Eidos uses operate over
universal dependency (UD) syntax (Nivre et al.,
2016), and are largely unlexicalized (with the ex-
ception of certain prominent causal forms, e.g.,

due to), we anticipated that minimal adjustments
to the grammars would be needed. However, the
Portuguese UD dataset used v2 of UD, while the
grammar for English was written for UD v16.
Thus, some relations were tagged differently be-
tween the two languages, for example, nmod rela-
tions for English were split into nmod and obl in
Portuguese. Because the Portuguese training data
for UD was considerably smaller than for English,
we also had to deal with the lower accuracy of
the dependency parser7, which represented a chal-
lenge when porting the grammars.

In total, we ported eight high-yield rules to
Portuguese. An analysis of the extractions from
the 1K article sample showed that approximately
65% of the extractions were made by a single ac-
tive voice rule whose arguments are matched by
traversing nsubj and obj dependencies. The
next most frequently used rule, which matches
causal events where the trigger is followed by the
token por, e.g., diminuı́do por [reduced by], ac-
counted for 15% of the extractions. No other rule
accounted for more than 5% of the extractions.

Note that the Portuguese extractions are cur-
rently kept separate from the English ones. That
is, the user must explicitly search for causal path-
ways by language. However, these results may
be manually aggregated in the collaborative model
workspace, described below. We describe possible
strategies for the automated integration of cross-
language results in Section 6.

4 Collaborative model builder

The causal graphs built from the extractions are
useful for finding direct and indirect relations be-
tween concepts. However, in order to truly sup-
port the scientific research process, we argue that
the resulting system must implement the following
additional functionality:

(1) It must support iterative and stateful search. It
is unlikely that any single search query solves a
real-world research problem. It is thus necessary
to allow multiple searches whose outputs are saved
in the same state or model. For example, Jensen
et al. (2017) showed that understanding children’s
health requires information from biology, psychol-
ogy, economy, and environmental science.

6https://universaldependencies.org/
7The parser used for this component was an ensemble of

Malt parsers (http://www.maltparser.org), as in-
troduced in Surdeanu and Manning (2010).
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De acordo com dois estudos , o leite materno enriquecido com ômega-3 LCPUFA reduziu
Decrease

as manifestações alérgicas .
Concept Concept

cause effect

Figure 2: TAG (Forbes et al., 2018) visualization of the multilingual reader’s output for one sentence in English and Portuguese.

Interest Map Definition
To define an area of interest that you would like to explore, select the relationship type you are interested in, then choose a
source, target, or both. 
The results can then be added to the currently active interest map.

Alternatively, specify only a context (with no source or target) to browse articles which match that context.

Show relational paths in the database that match the following definition:

Any source influences Any target

in the context of Any context

within a maximum of 1 hop(s)

breastfeeding decreases Necrotizing enterocolitis (Consolidated)
(Hedged entries are marked by dashed boxes . Entries that don't match the currently specified context directly are grayed-out.)

2019-02-11 05:09:39pm 

Edge imported or created by Marco Valenzuela:  
breast milk decreases Necrotizing enterocolitis

Modulation of human immune responses by bovine interleukin-10.
PMID: 21464967 (1 entry)

Necrotizing enterocolitis  induced in rats can be reversed  by human breast milk  as well as IL-10 <CITATION> ,
<CITATION> , and increased cytoplasmic IL-10 levels in epithelial cells in rats correlated with protection to NEC <CITATION>
.

Risk Factors of Breast Problems in Mothers and Its Effects on Newborns
PMID: 25068067 (1 entry)

Studies show that breast milk  decreases  the prevalence and severity of lower respiratory tract infections , acute otitis
media , bacteriemia , bacterial meningitis , botulism , urinary tract infections and necrotizing enterocolitis  in newborns .

Interest Map (Consolidated)
Default map for marcos.vzla@gmail.com (marcos.vzla@gmail.com)

Interest Map Definition

Advanced Options Details

Query - Graph Query - Table Interest Map - Graph Interest Map Editor Interest Map Management Interest Ma

Figure 3: Screenshot showing some key functionality of our system’s user interface. In the upper left panel, users can search
for direct or indirect causal statements found in the literature. The right panel has the multilingual interest map, collaboratively
built by different users from multiple search results. The bottom left panel has the evidence for a selected causal interaction.

(2) It must allow the addition of background
knowledge that is known to the domain experts,
but is not published in literature.

(3) Most importantly, the above operations must
be performed in a collaborative environment that
allows multiple experts to contribute to the same
model, or interest map, in real time. The National
Science Foundation has recognized that inter-
disciplinary collaborations have become a funda-
mental aspect of science and has called for “grow-
ing convergence research” in its “10 big ideas”.8

To implement the above functionality, we added
a module for collaborative model building, which
incorporates: (a) the ability to incrementally save
the results of causal searches in a user’s interest
map, thus accumulating (a subset of) search results
that capture the problem of interest; (b) operations
to edit this interest map such as adding causal rela-
tions (to account for the user’s background knowl-
edge) and deleting them (to account for machine
errors); and (c) real-time collaborative functional-
ity, which allows users to share their interest maps,
and edit them in parallel, in real time.

The real-time collaborative functionality
is implemented using Operational Transfor-
mations (OT), which is a conflict-free and
non-blocking change propagation algorithm that

8https://www.nsf.gov/news/special_
reports/big_ideas/

allows individual users be able to edit without
waiting on others even under high-latency (Sun
and Ellis, 1998). Typically OT is applied to doc-
uments (e.g., as with Google Docs), but here we
apply it to our interest maps that are represented
as directed causal graphs.

Briefly, each client has a local copy of the
shared interest map, which they are free to edit.
The edits are represented as operations (e.g., dele-
tion of a node, or addition of a relation link). Oper-
ations generated by different clients are each trans-
formed according to the operations of the other
clients in order to synchronize the interest maps.
The result is an intuitively-built unified interest
map that incorporates the input from all expert
users, without requiring them to be concerned with
manual synchronization or conflict resolution.

5 Discussion

As shown in Figure 3, the collaborative model
builder summarized in the previous section en-
ables users to aggregate influence statements from
multiple searches, multiple domains, and multiple
languages. This allows end users to make full use
of any information complementarity (i.e., between
different domains or different languages) that is in-
herent in inter-disciplinary research.

Table 1 shows overall statistics for the two doc-
ument collections currently processed. The ta-
ble indicates that both collections contain approx-
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English Portuguese

Documents 94,684 121,801
Concepts in causal interactions 1,550,912 772,470
Causal interactions 2,121,574 631,965
Precision 54% 62%

Table 1: Statistics of English and Portuguese document col-
lections, including number of causal interactions, and number
of concepts participating in such interactions. Precision was
computed over a sample of 50 statements in each language.
We considered an interaction to be correct if the sentence sup-
ports the interaction, the polarity (promotes/inhibits) and di-
rection of the interaction are both correct, and the spans of
the two arguments overlap with the correct spans.

imately 100K documents (more for Portuguese,
less for English), and the readers extracted 2.1M
causal statements from the English documents
with a precision of 54%, and 631K causal state-
ments in Portuguese with a precision of 62%,
which demonstrates the value of mining multi-
lingual scientific information. In this evaluation,
extracted causal relation arguments were consid-
ered correct if the argument extracted overlapped
with the correct argument. For example, in the
sentence “IL-10 decreases epsilon transcript ex-
pression,” the strictly correct extraction would be:
(IL-10; decreases; epsilon transcript expression).
Based on our evaluation criteria, the following ex-
traction would be also considered correct (IL-10;
decreases; epsilon transcript), as the span of the
second argument overlaps with the strictly correct
argument.

The difference in precision between Portuguese
and English might be due to the fact that the Por-
tuguese reader uses a smaller set rules that ex-
tracts approximately 4 times fewer causal state-
ments than the English reader. Additionally, the
evaluation was performed on a sample of 50 ex-
tractions, and so the difference may not be statis-
ticaly significant.

6 Future work

Our future work efforts will focus on extending
the multi-linguality of the proposed system. Given
the architecture currently in place, we predict that
extending it to other languages will not be too
costly. We plan to use the corpora from the Uni-
versal Dependencies effort9 to train part-of-speech
taggers and syntactic parsers for additional lan-
guages. Our semantic causal grammars are mostly
unlexicalized; most of the effort required to adapt
them to other languages will be on translating the

9https://universaldependencies.org

causal triggers.
In order to merge knowledge graphs constructed

using corpora from different languages, we will
need to align of multilingual terminology. Some
domains may already provide manually translated
vocabularies, for example, within the medical do-
main, UMLS (Bodenreider, 2004) provides trans-
lations of the controlled vocabulary MeSH (Lip-
scomb, 2000) for several languages. For domains
in which manual translations are not available,
we can take advantage of recent developments in
unsupervised bilingual dictionary induction (Con-
neau et al., 2017; Kementchedjhieva et al., 2018)
to learn alignments.

Lastly, we will work on methods to mini-
mize the spreading of accidental misinformation,
which may be introduced by incorrect extraction
or statements that are not factual. To mitigate
the former issue, we found that extraction redun-
dancy provides a strong signal, i.e., statements ex-
tracted multiple times from different publications
are more likely to be correct. For the latter, we
will employ recently-proposed methods for factu-
ality detection (Rudinger et al., 2018).

7 Conclusion

We introduced a novel system10 that facilitates the
search for multilingual and multi-domain causal
interactions that are either direct or indirect. Fur-
ther, the proposed system includes a framework
for collaborative model building, which allows
multiple domain experts to collaborate in real time
on the construction of a causal model for a given
problem, which aggregates the results of multiple
searches as well as background knowledge manu-
ally added by the experts.

Acknowledgments

This work was funded by the Bill and Melinda
Gates Foundation HBGDki Initiative. Marco
Valenzuela-Escárcega and Mihai Surdeanu de-
clare a financial interest in LUM.AI. This inter-
est has been properly disclosed to the University
of Arizona Institutional Review Committee and is
managed in accordance with its conflict of interest
policies.

10https://multiling.demos.clulab.org

16



References

Michele Banko, Michael J Cafarella, Stephen Soder-
land, Matthew Broadhead, and Oren Etzioni. 2007.
Open information extraction from the web. In IJ-
CAI, volume 7, pages 2670–2676.

Olivier Bodenreider. 2004. The Unified Medical
Language System (UMLS): integrating biomed-
ical terminology. Nucleic Acids Research,
32(suppl 1):D267–D270.

Sandra Hipólito Cavalcanti, Maria de Fátima Costa
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prática do aleitamento materno exclusivo por pelo
menos seis meses no estado de pernambuco. Revista
Brasileira de Epidemiologia, 18:208–219.

Alexis Conneau, Guillaume Lample, Marc’Aurelio
Ranzato, Ludovic Denoyer, and Hervé Jégou. 2017.
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Abstract

Nowadays, we are surrounded by more and
more online news articles. Tens or hundreds
of news articles need to be read if we wish
to explore a hot news event or topic. So it
is of vital importance to automatically syn-
thesize a batch of news articles related to the
event or topic into a new synthesis article (or
overview article) for reader’s convenience. It
is so challenging to make news synthesis fully
automatic that there is no successful solution
by now. In this paper, we put forward a novel
Interactive News Synthesis system (i.e. INS),
which can help generate news overview arti-
cles automatically or by interacting with users.
More importantly, INS can serve as a tool
for editors to help them finish their jobs. In
our experiments, INS performs well on both
topic representation and synthesis article gen-
eration. A user study also demonstrates the
usefulness and users’ satisfaction with the INS
tool. A demo video is available at https:
//youtu.be/7ItteKW3GEk.

1 INTRODUCTION

In the last decade, news websites and apps become
more and more popular, which can provide us an
extremely large volume of news articles. Even for
a single news event, there are usually tens or hun-
dreds of related news articles published online. In
order to have a complete image of a news event,
we have to look through all of the related news
articles, which is very time-consuming and inef-
ficient. With a large amount of time spent, what
we get is just fragmented information scattered in
different news articles.

Ideally, if there exists an overview article about
an event, we will fully and efficiently under-
stand the event by reading it. However, such
overview articles are not easy to write, even for
professional editors, and the writing of them is

very time-consuming. Though existing multi-
document summarization systems can produce
short summaries by selecting several representa-
tive sentences, they cannot produce long overview
articles with good structure and high quality. So
it is of vital importance to design a system to help
editors or users to efficiently synthesize a batch of
related news articles into a long news overview ar-
ticle, either in a fully automatic way or in a semi-
automatic way.

To achieve the above goal, we put forward
a novel Interactive News Synthesis system (i.e.
INS), which can help generate Chinese news
overview articles automatically or by interacting
with users. Given a news event or topic, INS
first crawls news articles from major Chinese news
websites, detects different subtopics and repre-
sents them with easy-to-understand labels. After-
ward, a span of text for each subtopic will be gen-
erated and the news synthesis article will be orga-
nized accordingly. It is noteworthy that INS can
interact with users in different stages.

We automatically evaluate the key component
of the INS system, i.e., subtopic detection and rep-
resentation, and evaluation results demonstrate its
efficacy. Human evaluation is employed and a user
study is performed to demonstrate the usefulness
and users’ satisfaction of the INS tool.

2 Related Work

One of the related fields is document summariza-
tion. The methods can be divided into extrac-
tive methods (Gillick and Favre, 2009; Lin and
Bilmes, 2010; Berg-Kirkpatrick et al., 2011; Sipos
et al., 2012; Woodsend and Lapata, 2012; Wan and
Zhang, 2014; Nallapati et al., 2017; Ren et al.,
2017) and abstractive methods (Rush et al., 2015;
Nallapati et al., 2016; Tan et al., 2017).

There are several pilot studies on producing
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long articles from a batch of news articles or web
pages(Yao et al., 2011; Zhang and Wan, 2017; Liu
et al., 2018). However, the generated overview ar-
ticles do not have good structures and there are no
interaction functions.

There are some attempts of adding interaction
functions into the traditional document summa-
rization tasks (Jones et al., 2002; Leuski et al.,
2003). However, the above work focuses on pro-
ducing short summaries and the generation of long
news overview articles is more challenging. More-
over, in the above work, the keyphrases to rep-
resent salient information are extracted based on
some heuristic rules or simple clues, and they are
usually not good subtopic representations.

3 System Overview and User Interaction

Our INS system aims to produce a long overview
article for a specific news event by synthesizing a
number of existing Chinese news articles. It con-
sists of the following components:

News Fetcher: According to the input news
event, INS first crawls relevant news articles by
using a popular Chinese news search engine (e.g.
Baidu News), and extracts the title and body text
for each news article. The number of news articles
can be set by users and it is set to 100 by default.

Subtopic Finder: This component aims to dis-
cover the subtopics in the news articles and repre-
sent them with some informative labels. We ex-
tract n-grams that meet some demands as candi-
date labels and leverage a regression model to pre-
dict a score for each candidate label. Top 20 labels
will be chosen and merged, after which each label
represents a specific subtopic.

Article Synthesizer: This component aims to
produce a span of text with moderate length for
each subtopic, and then assemble the texts of se-
lected subtopics to form the final news overview
article. We first split the original news articles
into coherent text blocks. The text blocks are then
matched with the subtopic label and ranked by
using the topic-sensitive TextRank algorithm and
the MMR redundancy removal method. We select
one or several top-ranked text blocks to describe
each subtopic. Finally, all the selected text blocks
are assembled to form the final overview article,
with the subtopic labels used as the subtitles of the
blocks.

The graphic user interface of INS is shown in
Figure 1 with the input topic of ‘俄罗斯世界

杯/2018 FIFA World Cup Russia’.
INS can interact with users in different stages:

Users can choose and re-order some of the labels
according to their preferences; Users can choose
and edit the text blocks for each chosen subtopic;
Users can edit on the final news synthesis result
to get a more excellent article. Note that the in-
teractions are optional. For ‘lazy’ users, INS can
generate the final synthesis article with just one
click.

4 Subtopic Finder

There are some existing unsupervised methods for
detecting subtopics from documents, for exam-
ple, text clustering and topic models. They have
some drawbacks in common: (1) The number of
subtopics (clusters) needs to be manually set be-
forehand and inappropriate subtopic number will
affect the final results significantly. (2) It is hard
to represent each subtopic, which is very impor-
tant for users’ understanding and selection of the
subtopics.

Different from the above methods which first
detect the subtopics or clusters and then extract la-
bels for each subtopic, we decide to directly find
subtopic labels by using supervised learning, and
the labels are informative and easy to understand.
We first extract candidate labels from the news ar-
ticles and then use a regression model to assign
a rating score to each candidate. After that, we
merge the top labels to obtain the final subtopic
labels.

Candidate Label Extraction: We extract n-
grams from the original news articles as our can-
didate labels, where n ranges from 1 to 3. We
employ pyltp for Chinese word segmentation and
POS tagging. An n-gram will be a candidate if it
meets the following requirements: (1) Its term fre-
quency is higher than a min-count threshold. We
set min-count to 25 for unigrams and 10 for bi-
grams and trigrams. (2) It is not a substring of
the input topic name, which is too general to be a
subtopic label. (3) It does not include time words
and adverbs. (4) A candidate label of unigram is
limited to only nouns and verbs. We use these
rules to filter out the n-grams that are not suitable
for representing subtopics.

Label Score Prediction: We adopt regression
models to predict a score for each candidate la-
bel. We choose 12 features to describe each label
and each feature is expected to indicate whether a
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Figure 1: The GUI of our INS system. (Select two subtopics: ‘俄罗斯世界杯抽签仪式’ (The Russian World Cup draw
ceremony) and ‘友谊赛历史’ (History of friendly match), and change the order of the two subtopics. Select the text blocks for
each subtopic and make some edits on the text blocks. Then click on the synthesize button to obtain the final synthesis article
for editing.)

candidate is good or not from some aspect. These
features include Term Frequency-Inverse Docu-
ment Frequency, Document Frequency, Number
of words in the label, Number of Chinese charac-
ters in the label, Intra-Cluster Similarity, Cluster
Entropy, Independence Entropy, Frequency of the
label in news titles, Syntactic continuity, Number
of nouns in the label, and topic model information.

In the training data, each candidate label is man-
ually assigned with a score of 0˜3, and a higher
score indicates a better label. We then train regres-
sion models for label score prediction. We explore
and compare different regression models, and fi-
nally choose support vector regression (SVR).

Label Merging: After label score prediction,
the candidate labels are sorted by their predicted
scores and the top 20 labels are reserved. We
will merge similar labels according to the follow-
ing rules: (1) If two n-grams share a common part
which is more than one word, we will merge them
into one label. (2) If one label is a substring of
another, we only reserve the label with a higher
score. (3) If two labels’ cosine similarity is greater
than a threshold (0.65 in this study), we only re-
serve the label with a higher score. After merged,
labels are shown to users and each label stands for
a subtopic.

5 Article Synthesizer

In this step, we need to produce a span of text
with moderate length to describe each subtopic

and then combine all the texts into the final syn-
thesis article. We first segment the news articles
into coherent text blocks and then rank the rele-
vant text blocks for each subtopic. One or more
salient text blocks can be chosen to describe the
corresponding subtopic.

Text Segmentation: Most of the methods for
document summarization use sentences as the ba-
sic unit, which is not appropriate for long article
generation. Synthesis articles using the sentence
as the basic unit tend to be fragmented and hard
to read. As a result, we use the text block as our
basic unit. A text block is a set of several continu-
ous sentences and it can cover a relative complete
idea. We use our proposed SenTiling algorithm
(Zhang and Wan, 2017) to segment texts, which is
a variant of Hearst’s TextTiling algorithm (Hearst,
1997). After text segmentation, news articles are
divided into text blocks, which include 2.3 sen-
tences on average.

Text Block Ranking and Selection: For each
subtopic, INS system first selects candidate text
blocks using exact match. A text block that con-
tains a subtopic label is assigned to the subtopic.
Then INS uses a topic sensitive TextRank al-
gorithm to rank candidate text blocks for each
subtopic where TextRank((Mihalcea and Tarau,
2004)) is a typical graph-based ranking algorithm
applied in document summarization. We build
a graph with the candidate text blocks as ver-
texes and the similarity between text blocks as the
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weight of the edge. We can determine the impor-
tance WS(Vi) of every vertex through a random
walk with a restart. In our case, the restart proba-
bility of every vertex is set to the normalized sim-
ilarity between each text block and the subtopic
label so that the top text blocks are both important
and relevant to the subtopic.

After ranking, the top text blocks may be similar
and this leads to redundancy. We try to solve this
problem by using the MMR criterion (Carbonell
and Goldstein, 1998).

Now we have chosen the text blocks to describe
each subtopic. Then we rearrange the text blocks
according to the following strategies: (1) If two
text blocks are extracted from one article, we sort
them by the original order. (2) If two text blocks
are extracted from different articles, we put the
text blocks written earlier in the front. Because
news event usually changes over time, this strat-
egy can partly reconstruct the event process.

Synthesis Article Construction: Now we have
labels for different subtopics and the correspond-
ing text for each subtopic. INS then constructs the
final news synthesis article. If users choose and
rank the labels, INS will use their preferred or-
der. If users choose and edit the text blocks, INS
will use them instead of the default ones. Oth-
erwise, INS chooses several labels with the high-
est scores and use the highly ranked text blocks
of the subtopic labels for news synthesis. In this
way, INS produces the final news synthesis arti-
cle. Users can fix it to get their own article.

6 EVALUATION

Data Set: We chose 20 news topics and crawled
about 100 Chinese news articles for each news
topic, 1969 articles in total. The news topics cover
a wide range of fields, including politics(e.g.,
萨德系统/THAAD Missile System), technol-
ogy(e.g., 百度无人驾驶汽车/Baidu Self-driving
Car), society(e.g., 江歌刘鑫案/The Case of
Jiangge and Liuxin), entertainment(e.g., 绝地求
生/PLAYERUNKNOWN’S BATTLEGROUND),
and sports(e.g.,俄罗斯世界杯/2018 FIFA World
Cup Russia).

In order to train and test the regression mod-
els for detecting subtopic labels, we extracted all
the n-grams that meet the previously-mentioned
requirements and got about 220 candidate labels
for each topic on average. Then we tagged them
manually, with each label assigned with a score

from 0 to 3. A higher score means a better label.
The majority of n-grams are assigned with 0 and
the labels with nonzero scores account for 26.3%
in total. The labels with nonzero scores are con-
sidered acceptable subtopic labels.

Evaluation on Subtopic Labels: We leverage
all 12 features to train the SVR model, and use
20-fold cross-validation, with 19 news topics for
training and the rest one for validation in turn.
The values of P@5, P@10 and P@20 for SVR are
0.722, 0.693 and 0.619, respectively. The results
indicate the majority of top 20 labels can repre-
sent subtopics. Other inappropriate labels can be
filtered out by interaction with users.

Evaluation on News Synthesis Articles: There
are no gold reference synthesis articles for each
news topic, and it is also hard to manually write a
few reference articles. Thus we choose to conduct
a manual evaluation of the final news synthesis ar-
ticles. We use the multi-document summarization
methods implemented in PKUSUMSUM (Zhang
et al., 2016) as baselines.

The summarization methods we choose include
Lead, Coverage, Centroid, and TextRank. Cen-
troid and TextRank can work on either the sen-
tence unit (i.e., Centroid-sen, TextRank-sen) or the
text block unit (i.e., Centroid-blk, TextRank-blk).
Thus we have six baselines. The baselines are
compared with INS that does not involve user in-
teraction. Each baseline and INS generate a syn-
thesis article with 1000 words for each news event
and 10 news topics will be manually evaluated.
We employ 16 Chinese college students as judges.
Each student evaluates one or two news topics.
We make sure each student judge all the 7 articles
for each news topic and each news topic is evalu-
ated by 3 students. The judges are asked to give
a rating score between 1 and 6 from the follow-
ing aspects: readability, structure, topic diversity,
redundancy removal, and overall responsiveness.
The average results are shown in Table 1. From
the table, we can see that INS achieves the best
performance in every aspect, which proves the ef-
fectiveness of our INS system. We also perform
pairwise t-tests when comparing our system with
baselines, and find that INS significantly outper-
forms sentence-based methods in every aspect and
block-based methods in almost all aspects (p-value
< 0.05).

Note that in the above comparison, INS does not
involve any user interaction. We believe after the
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interaction with users at different stages, the qual-
ity of the synthesis articles will be much improved.

Method Read. Struc. Topic. Redun. Overall
Lead-sen 4.214 3.500 4.107 3.964 3.964

Coverage-sen 3.250 2.714 4.179 3.179 3.107
Centroid-sen 4.179 3.714 3.964 4.250 4.036
TextRank-sen 3.929 3.464 3.929 3.929 3.786
Centroid-blk 5.036 4.857 4.179 4.571 4.929
TextRank-blk 4.893 4.536 4.393 4.643 4.679

INS 5.321 5.179 5.286 5.214 5.179

Table 1: Manual evaluation results

User Study on INS: We further performed a
user study on INS by employing 10 users to ex-
perience it and give their judgments. The rating
scores given by users on various aspects (e.g., use-
fulness, GUI, satisfaction, assistance) are gener-
ally high. This indicates that the INS system is
useful and users are satisfied with the system.

In addition to scoring, we asked them to give
their comments on INS. The majority consider it
as an excellent helper. They said subtopics are
helpful to know about the given topic clearly, and
INS can filter redundant information out. Besides,
they think INS provide them with enough and use-
ful interactions to produce synthesis articles. One
user pointed out that the GUI of INS can be further
improved.

In the future, we will concentrate on improv-
ing the performance and beautifying the user inter-
face. We also plan to deploy the system in several
Chinese news media.
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Abstract

We present a method for learning bilingual
word embeddings in order to support sec-
ond language (L2) learners in finding recur-
ring phrases and example sentences that match
mixed-code queries (e.g., “接受 sentence”)
composed of words in both target language
and native language (L1). In our approach,
mixed-code queries are transformed into tar-
get language queries aimed at maximizing the
probability of retrieving relevant target lan-
guage phrases and sentences. The method in-
volves converting a given parallel corpus into
mixed-code data, generating word embeddings
from mixed-code data, and expanding queries
in target languages based on bilingual word
embeddings. We present a prototype search
engine, x.Linggle, that applies the method to
a linguistic search engine for a parallel cor-
pus. Preliminary evaluation on a list of com-
mon word-translation shows that the method
performs reasonably well.

1 Introduction

Many queries are submitted to search engines on
the Web every day to retrieve linguistic informa-
tion for learning a second language (L2), and an
increasing number of search engines specifically
target queries for finding translations of phrases
and sentences. For example, Linguee (www.
linguee.com) accepts L1 queries and retrieves
bilingual sentences (L1+L2), while Google Trans-
late (translate.google.com) is used to
translate (mixed-code) texts, and return L2 results.

Due to limited L2 vocabulary knowledge, users
often submit mix-coded queries, but search en-
gines such as Linguee only retrieve sentences sim-
ilar to queries without converting them into target
language queries.

By transforming L1 keywords in the original
query into relevant L2 keywords, we can bias

the search engine toward retrieving relevant L2
phrases and sentences for language learning.

We present a system, x.Linggle, that automati-
cally processes mixed-code queries into monolin-
gual queries and retrieves relevant phrases and ex-
amples to users. See Figure 1 for an example of
x.Linggle search results of the query “接受 educa-
tion”. As shown in Figure 1, x.Linggle is accessi-
ble at https://x.linggle.com. x.Linggle
has determined several L2 keywords for the L1
keyword “接受” by calculating cosine similarities
between word vectors in the bilingual embedding
space and convert the query into L2 queries (e.g.,
“receive education”, “obtain education”, “accept
education”). Then, x.Linggle retrieves and ranks
the results of these L2 queries according to occur-
rence counts, and finally returns relevant phrases
with example sentences.

The rest of the article is organized as follows.
First, we present our method for deriving bilingual
word embeddings to support mixed-code queries.
Next, we introduce the search engine in which we
integrate our mixed-code query system. Then, we
conduct a preliminary evaluation on the most com-
mon 7000 vocabulary for ESL learners. Finally,
we conclude in Section 6.

2 Related Work

Word representation or word embedding has been
an area of active research. It has been shown that
predicting instead of counting context words leads
to better representation of lexical semantics and
relation between words (Mikolov et al., 2013; Pen-
nington et al., 2014). We consider the specific case
of learning word representation of two languages
simultaneously, instead of a single language.

Previously proposed methods use a rotation ma-
trix to learn the relation between word embed-
dings of the two languages. Conneau et al. (2017);

24



Figure 1: The prototype system, x.Linggle

Duong et al. (2017) relate cross-lingual informa-
tion based on a small set of word-translation pairs.
Our approach is different in that we use mixed-
code data converted from a parallel corpus, to de-
rive directly an embedding space with word to-
kens in two languages, instead of learning a matrix
transforming between two independent language
embedding spaces.

In a study more closely related to our work,
Gouws and Søgaard (2015); Vulić and Moens
(2015) process a document-aligned comparable
corpus as training data while Luong et al. (2015)
processes mixed-code sentences for Cross-lingual
Document Classification (CLDC) task. We use a
similar training methodology for the different pur-
pose of responding to mixed-code queries by con-
verting mixed-code query into L2 queries based on
the bilingual embedding.

In area of evaluating embedddings, researchers
have typically used Spearman’s rank correlation
coefficients and Word Similarity to measure the
quality of word embeddings (e.g., Mikolov et al.
(2013); Pennington et al. (2014)). In contrast, we
evaluate bilingual embedding by measuring the
coverage of appropriate and relevant translation of
the mixed-code queries.

In contrast to the previous research in word
representation and bilingual word embeddings,
we present a system that automatically converts
mixed-code linguistic queries (which may contain
L1 keywords or part of speech wildcards) so as
to retrieve relevant phrase and sentences to assist
language learning.

3 Bilingual Word Embeddings

Combining two separate word embeddings using
a limited set of word-translation pairs to form a
bilingual word embedding might not work very
well. Word embedding vectors typically represent
many word senses, while translations may cover

Figure 2: The extended example mechanism of
x.Linggle

only the dominant sense. To develop bilingual
word embeddings, a promising approach is to ar-
tificially generate a mixed-code dataset based on a
parallel corpus.

Problem Statement:We focus on the preprocess-
ing step of mixed-code answering process: train-
ing bilingual word embedding model. We are
given a mixed-code query Qmc, a parallel corpus,
and an L2 linguistic search engine. Our goal is to
respond to the query, and retrieve relevant recur-
ring L2 phrases and sentences. For this, we derive
a bilingual word embedding V , such that V (W )
for an L1 keyword W (e,g,, ”接受”) in Qmc is
close to V (T ) for most L2 word T (e.g., ”receive”)
relevant to W . Therefore the system can use V to
retrieve ”receive education” for the query of ”接
受 education”.

The method involves (i) training a bilingual
word embedding beforehand, (ii) searching for
similar L2 words for L1 keyword in the embed-
ding space, (iii) convert and expanding the mixed-
code query for retrieving relevant phrases and sen-
tences in the target language. To train word em-
beddings, we adopt the approach proposed by
Mikolov et al. (2013), to derive a continuous, se-
mantic representation of words based on context.
Consider the flexibility, our method provides a
framework of methodology and elements can be
change according to different target. For example,
bilingual word embedding model in different lan-
guages can be trained simply replace training data
with other language corpus. Moreover, any word
embedding training method (e.g., Mikolov et al.
(2013); Pennington et al. (2014)) can be applied to
train bilingual word embeddings.

However, if we only train with monolingual
sentences, we can not find cross-lingual relation
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for our purpose. Therefore, we transplant the
translation of a word into the sentence to generate
artificially mixed-code sentences, and then train
a word embedding model to encode cross-lingual
information.

3.1 Transplanting Translations

In order to train word embeddings that with cross-
lingual information, we generate mixed-code sen-
tences from parallel sentences by transplanting
word translation into the source sentences. For
this, we used Hong Kong Parallel Text (HKPT),
which consists of pairs of Chinese and English
sentence with word-level alignments. The HKPT
corpus consists of nearly 3M parallel sentences
with 59M English and 98M tokens.

However, the alignment of Chinese and English
does not correspond exactly word by word, and
some even involve non one-to-one (1-1) align-
ment, leading to difficulties in transplanting. To
cope with this problem, we perform the following
training data preprocessing procedure.

Preprocessing Parallel Sentence

First, we merge possible multi-words as insepara-
ble units whenever a word aligns to consecutive
multiple words. Due to the differences between
Chinese and English segmentation, for example,
the alignment of English token “power plant”, “發
電廠”(which could be segmented into “發電” and
“廠”). If that is the case, then the model can
learn fine-grained information (e.g., “power” →
“發電”, “plant” → “廠”) during training. For
this reason, we change the word segmentation and
realign, in order to derive more 1-1 correspon-
dances. A transformation table is built to convert
alignment of two English words and one Chinese
word (e.g., “power plant” → “發電廠”) into two
pairs of 1-1 word alignment (e.g., “power” → “發
電”, “plant” → “廠”) based on lexical translation
probability derived from the dataset itself. With
the transformation table, parallel corpus sentences
are re-aligned and our model can perform better
because of more information is available for indi-
vidual words, which was previously not possible
due to non 1-1 alignments.

Transplanting Translations

After preprocessing, we generate mixed-code sen-
tence by replacing words with their alignment
counterpart. It is important to note that we only

replace one token at a time for simplicity. As it
turns out, this approach worked just fine.

First, for each of the two languages, we gen-
erate mixed-code sentences by replacing one to-
ken in the source sentence with its corresponding
foreign token. This process repeats for each con-
tent word in the L2 sentence to generate mixed-
code sentences (e.g., ‘I有 a dream .’, ‘I have一個
dream .’ ...)

3.2 Word Embedding Training

We apply Skip-Gram models with negative sam-
pling technique which reduces the noise distribu-
tion by logistic regression while using parallel cor-
pus data as our training data. With parallel dataset,
we generate training sentences by replacing source
language tokens with target ones to obtain the
neighbors of a token not only in the source lan-
guage but also in the target language. Skip-gram
model tries to predict current word’s neighbors (its
context) by giving a set of sentences (also called
corpus), and the model loops on the words of each
sentence and learn relation between words in a
vector space. We train word embeddings model
with the mixed-code sentences by putting them
into pairs of a target word and its context words.
(e.g., target word: have, context word: [我,有,一
個, 夢]) Finaly, words in both languages can be
represented in the same embeddings space.

When user submits an mixed-code query, L1 to-
kens in query are converted into candidate tokens
in L2 by calculating distances of token vectors in
a bilingual word embeddings model.

We convert and expand L1 keywords into L2
queries and re-rank the results to these queries by
frequency.

4 x.Linggle: a mixed-code Linguistic
Search Engine

We build our system based on an underlying lin-
guistic search engine, Linggle, by (Boisson et al.,
2013), supporting a set of wildcard query symbols.
Figure 1 shows an example search performed by
the system. Figure 3 describes the query symbols
with examples. In addition to mixed-code query,
we also offer on-demand display of example sen-
tences to assist learners in writing or translation.
We introduce the query symbol in the next section.
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Operators Description Example

match any single word drive car
* match zero or more words ready * change
? search for TERM optionally discuss ?about the issue
˜ search for similar words play an/a ˜important role
/ either TERM1 or TERM2 in/at/on the afternoon

{} order of TERM1, TERM2, TERM3, ... {know where is she}
PoS. search for words with specific PoS.

(v, n, adj, adv, prep, det, conj, pron)
v. death penalty

Figure 3: Query operator instruction

4.1 Query Symbols

An underline ( ) match any single word (e.g.,
“drive car”), while wildcards (*) match zero or
more words (less than 4) (e.g., “ready * change”).
Additionally, the question mark (?) before a word
or part of speech symbol match nothing or the
word/pos that follows.(e.g., “discuss ?about the
issue”) Use tilde (˜) before a word to search for
synonyms(e.g., “play an/a ˜important role”). To
match any of a list of words, use the symbols (/)
(e.g., “in/at/on the afternoon”). Use curly brack-
ets ({}) to match a list of words in any order (e.g.,
“{know where is she}”). Finally, a set of part of
speech symbols can be used to match any single
word with the designated POS (e.g., “v. death
penalty”)

4.2 Example and Translation

The original Linggle provides example sentences
containing retrieved phrases to help learners learn
the usage. We take a step further and extend
the example mechanism. In our system, possi-
ble translations are shown first, and then parallel
examples are provided. In so doing, learners not
only learn the actual usage but also understand the
nuance between phrases through the examples in
their native language. The extended version of ex-
ample is shown in Figure 2.

5 Preliminary Evaluation

The goal of this work is to enable a cross-language
search engine to answer mixed-code queries, the
model should be evaluated according to how well
it covers relevant translations. We conduct a pre-
liminary evaluation on a list of the most com-
mon 7000 words for intermediate high school ESL
learners1, with translations from an official Web-
site of Ministry of Education in Taiwan. With

1https://zh.wikibooks.org/zh-tw/英語/高中7000辭彙

the dataset, we compare our model with Cam-
bridge Dictionary in terms of covering the words
and translation. The evaluation results show the
proposed model model perform on par with the
Cambridge English-Chinese Dictionary covering
around 51% of the word-translation list.

6 Conclusion

Many avenues exist for future research and im-
provement of our system. For example, existing
methods for ranking relevant phrases from queries
could be implemented. Ranking phrases accord-
ing to TF-IDF score instead of frequency could
be used to improve relevance between queries
and phrases. Additionally, an interesting direction
to explore is disambiguating word sense by con-
structing a graph linking context words to sense
translations based on bilingual word embeddings.
Yet another direction of research would be to de-
rive word embedding for units large than a sin-
gle word, including collocations and compounds
in more one language.

In summary, we have introduced a method for
learning bilingual word embeddings that supports
second language (L2) learners in finding recur-
ring phrases and example sentences. The method
involves converting a given parallel corpus into
mixed-code data, generating word embeddings
from mixed-code data, and expanding queries in
the target language based on bilingual word em-
beddings. We have implemented the method on
an underlying linguistic search engine, Linggle.
Through the evaluation, we have shown that the
method performs reasonably well and is useful for
L2 learners.
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Abstract

Evaluating translation models is a trade-off be-
tween effort and detail. On the one end of
the spectrum there are automatic count-based
methods such as BLEU, on the other end lin-
guistic evaluations by humans, which arguably
are more informative but also require a dis-
proportionately high effort. To narrow the
spectrum, we propose a general approach on
how to automatically expose systematic dif-
ferences between human and machine trans-
lations to human experts. Inspired by adver-
sarial settings, we train a neural text classi-
fier to distinguish human from machine trans-
lations. A classifier that performs and general-
izes well after training should recognize sys-
tematic differences between the two classes,
which we uncover with neural explainability
methods. Our proof-of-concept implementa-
tion, DiaMaT, is open source. Applied to
a dataset translated by a state-of-the-art neu-
ral Transformer model, DiaMaT achieves a
classification accuracy of 75% and exposes
meaningful differences between humans and
the Transformer, amidst the current discussion
about human parity.

1 Introduction

A multi-dimensional diagnostic evaluation of per-
formance or quality often turns out to be more
helpful for system improvement than just consid-
ering a one-dimensional utilitarian metric, such as
BLEU (Papineni et al., 2002). This is exemplified
by, for instance, the pioneering work of Bahdanau
et al. (2014). The authors introduced the attention
mechanism responding to the findings of Cho et al.
(2014) who reported that neural translation qual-
ity degraded with sentence length. The attention
mechanism was later picked up by Vaswani et al.
(2017) for their attention-only Transformer model,
which still is state of the art in machine translation
(MT) (Bojar et al., 2018). Furthermore, while MT

output approaches human translation quality and
the claims for ”human parity” (Wu et al., 2016;
Hassan et al., 2018) increase, multi-dimensional
diagnostic evaluations can be useful to spot the
thin line between the machine and the human.

Diagnostic (linguistic) evaluations require
human-expert feedback, which, however, is very
time-consuming to collect. For this reason, there
is a need for tools that mitigate the effort, such as
the ones developed by Madnani (2011); Popović
(2011); Berka et al. (2012); Klejch et al. (2015).

In this paper we propose a novel approach for
developing evaluation tools. Contrary to the above
tools that employ string comparison methods such
as BLEU, implementations of the new approach
derive annotations based on a neural model of ex-
plainability. This allows both capturing of seman-
tics as well as focusing on the particular tenden-
cies of MT errors. Using neural methods for the
evaluation and juxtaposition of translations has al-
ready been done by Rikters et al. (2017). Their
method, however, can only be applied to attention-
based models and their translations. In contrast,
our approach generalizes to arbitrary machine and
even human translations. After first discussing the
abstract approach in the next section, we present a
concrete open-source implementation, “DiaMaT”
(from Diagnose Machine Translations).

2 Approach

The proposed approach consists of the three steps
(1) train, (2) sort, and (3) explain.

2.1 Step 1: Train
In a first step, inspired by generative adversar-
ial networks (Goodfellow et al., 2014; Wu et al.,
2017; Yang et al., 2017) we propose to train a
model to distinguish machine from human transla-
tions. The premise is that if the classifier general-
izes well after training, it has learned to recognize
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systematic or frequent differences between the two
classes (herinafter also referred to as “class evi-
dence”). Class evidence may be, for instance, style
differences, overused n-grams but also errors. The
text classifier can be implemented through various
architectures, ranging from deep CNNs (Conneau
et al., 2017) to recurrent classifiers built on top of
pre-trained language models (Howard and Ruder,
2018).

2.2 Step 2: Sort
In a second step, we suggest letting the trained
classifier predict the labels of a test set which con-
tains human and machine translations and then
sort them by classification confidence. This is
based on the assumption that if the classifier is
very certain that a given translation was produced
by a machine (translation moved to the top of the
list in this step), then the translation should con-
tain strong evidence for a class, i.e. errors typical
for only the machine. Furthermore, even if we are
dealing with a very human-like MT output, which
means that our classifier may only slightly perform
above chance, sorting by classification confidence
should still move the few systematic differences
that the classifier identified to the top.

positive output

hidden layer
contributions

word vector
contributions

Figure 1: Contributions propagated from output to in-
put space. Colors represent positive (red) and negative
(blue) contributions. The Figure is adapted from Kin-
dermans et al. (2018).

2.3 Step 3: Explain
Arras et al. (2016, 2017a,b) demonstrated the data
exploratory power of explainability methods in
Natural Language Processing (NLP). This is why
in a third step, we propose to apply an explain-
ability method to uncover and visualize the class
evidence on which the classifier based its deci-
sions. Our definition of an explanation follows
Montavon et al. (2018), who define it as “the col-
lection of features of the interpretable domain, that

have contributed for a given example to produce
a decision (e.g. classification or regression).”1 In
our case the interpretable domain is the plain text
space. There exist several candidate explainability
methods, one of which we present in the following
as an example.

Figure 2: A heatmap of contribution scores in word
vector space over a sequence of tokens. Red means
positive contribution (score > 0), blue means negative
contribution (score < 0).

2.3.1 Explainability and Interpretability
Methods for Data Exploration

In their tutorial paper, Montavon et al. (2018)
discuss several groups of explainability methods.
One group, for instance, identifies how sensitively
a model reacts to a change in the input, others
extract patterns typical for a certain class. Here,
we discuss methods that propagate back contribu-
tions.

The contribution flow is illustrated in Fig. 1. At
the top, the depicted binary classifier produced a
positive output (input classified as class one). The
classification decision is based on the fact that in
the previous layer, the evidence for class one ex-
ceeded the evidence for class zero: The left and
the right neuron contributed positively to the de-
cision (reddish), whereas the middle neuron con-
tributed negatively (blueish). Several explainabil-
ity methods, such as Layerwise Relevance Prop-
agation (Bach et al., 2015) or PatternAttribution
(Kindermans et al., 2018), backtrack contributions
layer-wise. The methods have to preserve coher-
ence over highly non-linear activation functions.
Eventually, contributions are projected into the in-
put space where they reveal what the model con-
siders emblematic for a class. This is what we ex-
ploit in step 3.

1Montavon et al. (2018) distinguish between explainabil-
ity and interpretability. Interpretability methods also hold po-
tential for the approach. For brevity, we limit ourselves to
explainability methods here.
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Figure 3: Screenshot of demonstrative results in DiaMaT. Filters that allow the user to analyse the corpus are not
shown. The bold label is the true label. The activations of the machine neuron are shown in brackets; on the left
the unnormalized logit activation, on the right the softmax activation. Positive logits and softmax probabilities
greater 0.5 indicate machine evidence, as do tokens highlighted in red. Consequently, blue indicates evidence for
the human. The more intense the colour, the stronger the evidence.

Explainability methods in NLP (Arras et al.,
2016, 2017a,b; Harbecke et al., 2018) are typi-
cally used to first project scores into word-vector
space resulting in heat maps as shown in Fig. 2.
To interpret them in plain text space, the scores
are summed over the word vector dimensions to
compute RGB values for each token, resulting in
plain text heatmaps as shown in Fig. 3.

3 Implementation

For step 1 (training phase), DiaMaT2 deploys a
CNN text classifier, the architecture of which is
depicted in Fig. 4. The classifier consumes three
embeddings: the embedding of a source and two
translations of the source, one by a machine and
one by a human. It then separately convolves
over the embeddings and subsequently applies
max pooling to the filter activations. The concate-
nated max features are then passed to the last layer,
a fully connected layer with two output neurons.
The left neuron fires if the machine translation was
passed to the left input layer, the right neuron fires
if the machine translation was passed to the right
input layer. Note that this layer allows the model
to combine features from all three inputs for its
classification decision.

For step 2 (sorting phase), DiaMaT offers to sort
by unnormalized logit activations or by softmax
activations. Furthermore, one can choose to use

2Source code, data and experiments are available at
https://github.com/dfki-nlp/diamat.

the machine neuron activation or the human neu-
ron activation as the sorting key.

For step 3 (explaining phase), DiaMaT employs
the iNNvestigate toolbox (Alber et al., 2018) in
the back-end that offers more than ten explainabil-
ity methods: Replacing one method with another
only requires to change one configuration value in
DiaMaT, before repeating step 3 again. In step
3, DiaMaT produces explanations in the form of
(token, score) tuple lists that are consumed by
a front-end server which visualizes the scores as
class evidence (see Fig. 3).3

Translation Source Translation

Conv Conv Conv

Max Pooling & Concatenation

FC2×F

Figure 4: Architecture of the text classifier.

4 Datasets and Experiments

We tested DiaMaT on a corpus translated by an
NMT Transformer engine (Vaswani et al., 2017)

3The front-end was inspired by the demo LRP server
of the Fraunhofer HHI insitute https://lrpserver.
hhi.fraunhofer.de/text-classification, last
accessed 2019-01-31.
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conforming to the WMT14 data setup (Bojar et al.,
2014). The NMT model was optimized on the test-
set of WMT13 and an ensemble of 5 best models
was used. It was trained using OpenNMT (Klein
et al., 2017), including Byte Pair Encoding (Sen-
nrich et al., 2015) but no back-translation, achiev-
ing 32.68 BLEU on the test-set of WMT14.

Next, we trained the CNN text classifier
sketched in Fig. 4 for which we randomly drew
1M training samples (human references and ma-
chine translations alongside their sources) from
the WMT18 training data (Bojar et al., 2018), ex-
cluding the WMT14 training data. The valida-
tion set consisted of 100k randomly drawn sam-
ples from the same set and we drew another 100k
samples randomly for training the explainability
method of choice, PatternAttribution, which learns
explanations from data. All texts were embed-
ded using pre-trained fastText word vectors (Grave
et al., 2018).

We evaluated the classifier on around 20k sam-
ples drawn from the official test sets, excluding
WMT13. On this test set, the classifier achieved
an accuracy of 75%, which is remarkable, consid-
ering the ongoing discussion about human parity
(Wu et al., 2016; Hassan et al., 2018). We also
used this test set for steps 2 and 3. Thus, neither
the translation model, nor the text classifier, nor
the explainability method encountered this split
during training. For step 2, the machine transla-
tion was always passed to the right input layer and
contributions to the right output neuron were re-
trieved with PatternAttribution.4 We then sorted
the inputs by the softmax activation of the machine
neuron, which moved inputs for which the clas-
sifier is certain that it has identified the machine
correctly to the top.

5 Demonstration and Observations

We observed that the top inputs frequently con-
tained sentences in which DiaMaT considered the
token after a sentence-ending full stop strong ev-
idence for the human (Fig. 3, top segment). We
take this as evidence that DiaMaT correctly rec-
ognized that the human generated multiple sen-
tences instead of a single one more often than the
machine did. At this point, we cannot, however,
offer an explanation for why the token preceding
the punctuation mark is frequently considered ev-

4In order to visualize evidence for the human (blue), pos-
itive contributions in the left input needed to be inverted.

idence for the machine.
Furthermore, DiaMaT also regarded reduced

negations (“n’t”) as evidence for the human (see
Fig. 3, middle segment) which again is reflected in
the statistics. The machine tends to use the unre-
duced negation more frequently.

The last segment in Fig. 3 shows how DiaMaT
points to the fact that the machine more often pro-
duced sentence end markers than the human in
cases where the source contained no end marker.
The claims above are all statistically significant in
the test set, according to a χ2 test with α = 0.001.

6 Future Work

The inputs in Fig. 3 contain easily readable evi-
dence. There is, however, also much evidence that
is hard to read. In general, we can assume that with
increasing architectural complexity, more com-
plex class evidence can be uncovered, which may
come at the cost of harder readability.

In the future, it is worth exploring how different
architectures and model choices affect the quality,
complexity and readability of the uncovered ev-
idence. For instance, one direction would be to
to train the classifier on top of a pretrained lan-
guage model (Howard and Ruder, 2018; Devlin
et al., 2019) which could improve the classifica-
tion performance. Furthermore, other explainabil-
ity methods should also be tested.

7 Conclusion

We presented a new approach to analyse and juxta-
pose translations. Furthermore, we also presented
an implementation of the approach, DiaMaT. Dia-
MaT exploits the generalization power of neural
networks to learn systematic differences between
human and machine translations and then takes
advantage of neural explainability methods to un-
cover these. It learns from corpora containing mil-
lions of translations but offers explanations on sen-
tence level. In a stress test, DiaMaT was capa-
ble of exposing systematic differences between a
state-of-the-art translation model output and hu-
man translations.
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Abstract

In this paper, we describe compare-mt, a
tool for holistic analysis and comparison of
the results of systems for language generation
tasks such as machine translation. The main
goal of the tool is to give the user a high-level
and coherent view of the salient differences
between systems that can then be used to guide
further analysis or system improvement. It im-
plements a number of tools to do so, such as
analysis of accuracy of generation of partic-
ular types of words, bucketed histograms of
sentence accuracies or counts based on salient
characteristics, and extraction of characteristic
n-grams for each system. It also has a number
of advanced features such as use of linguistic
labels, source side data, or comparison of log
likelihoods for probabilistic models, and also
aims to be easily extensible by users to new
types of analysis. compare-mt is a pure-
Python open source package,1 that has already
proven useful to generate analyses that have
been used in our published papers.

1 Introduction

Tasks involving the generation of natural language
are ubiquitous in NLP, including machine trans-
lation (MT; Koehn (2010)), language generation
from structured data (Reiter and Dale, 2000), sum-
marization (Mani, 1999), dialog response gener-
ation (Oh and Rudnicky, 2000), image caption-
ing (Mitchell et al., 2012). Unlike tasks that in-
volve prediction of a single label such as text
classification, natural language texts are nuanced,
and there are not clear yes/no distinctions about
whether outputs are correct or not. Evaluation
measures such as BLEU (Papineni et al., 2002),
ROUGE (Lin, 2004), METEOR (Denkowski and
Lavie, 2011), and many others attempt to give an

1Code http://github.com/neulab/compare-mt and video
demo https://youtu.be/K-MNPOGKnDQ are available.

compare-mt

Reference

Sys1 Output

Sys2 Output

Input Report

Figure 1: Workflow of using compare-mt for analy-
sis of two systems

overall idea of system performance, and technical
research often attempts to improve accuracy ac-
cording to these metrics.

However, as useful as these metrics are, they are
often opaque: if we see, for example, that an MT
model has achieved a gain in one BLEU point,
this does not tell us what characteristics of the
output have changed. Without fine-grained anal-
ysis, readers of research papers, or even the writ-
ers themselves can be left scratching their heads
asking “what exactly is the source of the gains in
accuracy that we’re seeing?”

Unfortunately, this analysis can be time-
consuming and difficult. Manual inspection of in-
dividual examples can be informative, but finding
salient patterns for unusual phenomena requires
perusing a large number of examples. There is also
a risk that confirmation bias will simply affirm pre-
existing assumptions. If a developer has some hy-
pothesis about specifically what phenomena their
method should be helping with, they can develop
scripts to automatically test these assumptions.
However, this requires deep intuitions with respect
to what changes to expect in advance, which can-
not be taken for granted in beginning researchers
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or others not intimately familiar with the task at
hand. In addition, creation of special-purpose one-
off analysis scripts is time-consuming.

In this paper, we present compare-mt, a tool
for holistic comparison and analysis of the re-
sults of language generation systems. The main
use case of compare-mt, illustrated in 1, is that
once a developer obtains multiple system outputs
(e.g. from a baseline system and improved sys-
tem), they feed these outputs along with a refer-
ence output into compare-mt, which extracts
aggregate statistics comparing various aspects of
these outputs. The developer can then quickly
browse through this holistic report and note salient
differences between the systems, which will then
guide fine-grained analysis of specific examples
that elucidate exactly what is changing between
the two systems.

Examples of the aggregate statistics generated
by compare-mt are shown in §2, along with de-
scription of how these lead to discovery of salient
differences between systems. These statistics in-
clude word-level accuracies for words of different
types, sentence-level accuracies or counts for sen-
tences of different types, and salient n-grams or
sentences where one system does better than the
other. §4 demonstrates compare-mt’s practical
applicability by showing some case studies where
has already been used for analysis in our previ-
ously published work. Appendix A further details
more advanced functionality of compare-mt
that can make use of specific labels, perform anal-
ysis over source side text through alignments, and
allow simple extension to new types of analy-
sis. The methodology in compare-mt is in-
spired by several previous works on automatic er-
ror analysis (Popović and Ney, 2011), and we per-
form an extensive survey of the literature, note
how many of the methods proposed in previous
work can be easily realized by using functionality
in compare-mt, and detail the differences with
other existing toolkits in Appendix B.

2 Basic Analysis using compare-mt

Using compare-mt with the default settings is
as simple as typing

compare-mt ref sys1 sys2

where ref is a manually curated reference file,
and sys1 and sys2 are the outputs of two sys-
tems that we would like to compare. These analy-

PBMT NMT Win?
BLEU 22.43 24.03 s2>s1

[21.76,23.19] [23.33,24.65] p<0.001
RIBES 80.00 80.00 -

[79.39,80.64] [79.44,80.92] p=0.44
Length 94.79 93.82 s1>s2

[94.10,95.49] [92.90,94.85] p<0.001

Table 1: Aggregate score analysis with scores, confi-
dence intervals, and pairwise significance tests.

sis results can be written to the terminal in text for-
mat, but can also be written to a formatted HTML
file with charts and LaTeX tables that can be di-
rectly used in papers or reports.2

In this section, we demonstrate the types of
analysis that are provided by this standard usage
of compare-mt. Specifically, we use the ex-
ample of comparing phrase-based (Koehn et al.,
2003) and neural (Bahdanau et al., 2015) Slovak-
English machine translation systems from Neubig
and Hu (2018).

Aggregate Score Analysis The first variety of
analysis is not unique to compare-mt, answer-
ing the standard question posed by most research
papers: “given two systems, which one has better
accuracy overall?” It can calculate scores accord-
ing to standard BLEU (Papineni et al., 2002), as
well as other measures such as output-to-reference
length ratio (which can discover systematic bi-
ases towards generating too-long or too-short sen-
tences) or alternative evaluation metrics such as
chrF (Popović, 2015) and RIBES (Isozaki et al.,
2010). compare-mt also has an extensible
Scorer class, which will be used to expand the
metrics supported by compare-mt in the future,
and can be used by users to implement their own
metrics as well. Confidence intervals and signif-
icance of differences in these scores can be mea-
sured using bootstrap resampling (Koehn, 2004).

Fig. 1 shows the concrete results of this anal-
ysis on our PBMT and NMT systems. From the
results we can see that the NMT achieves higher
BLEU but shorter sentence length, while there is
no significant difference in RIBES.

Bucketed Analysis A second, and more
nuanced, variety of analysis supported by

2In fact, all of the figures and tables in this paper (with
the exception of Fig. 1) were generated by compare-mt,
and only slightly modified for formatting. An example of the
command used to do so is shown in the Appendix.
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(a) Word F-measure bucketed
by frequency.

(b) BLEU bucketed by sen-
tence length.

(c) Counts of sentences by
length difference.

(d) Counts of sentences by
sentence-level BLEU.

Figure 2: Examples of bucketed analysis

compare-mt is bucketed analysis, which
assigns words or sentences to buckets, and
calculates salient statistics over these buckets.

Specifically, bucketed word accuracy analysis
attempts to answer the question “which types of
words can each system generate better than the
other?” by calculating word accuracy by bucket.
One example of this, shown in Fig. 2a, is mea-
surement of word accuracy bucketed by frequency
in the training corpus. By default this “accuracy”
is defined as f-measure of system outputs with re-
spect to the reference, which gives a good over-
all picture of how well the system is doing, but it
is also possible to separately measure precision or
recall, which can demonstrate how much a system
over- or under-produces words of a specific type
as well. From the results in the example, we can
see that both PBMT and NMT systems do more
poorly on rare words, but the PBMT system tends
to be more robust to low-frequency words while
the NMT system does a bit better on very high-
frequency words.

A similar analysis can be done on the sentence
level, attempting to answer questions of “on what
types of sentences can one system perform bet-
ter than the other?” In this analysis we define
the “bucket type”, which determines how we split
sentences into bucket, and the “statistic” that we
calculate for each of these buckets. For example,
compare-mt calculates three types of analysis
by default:

• bucket=length, statistic=score: This calcu-
lates the BLEU score by reference sentence
length, indicating whether a system does bet-
ter or worse at shorter or longer sentences.
From the Fig. 2b, we can see that the PBMT

system does better at very long sentences,
while the NMT system does better at very
short sentences.

• bucket=lengthdiff, statistic=count: This
outputs a histogram of the number of sen-
tences that have a particular length differ-
ence from the reference output. A distribu-
tion peaked around 0 indicates that a system
generally matches the output length, while
a flatter distribution indicates a system has
trouble generating sentences of the correct
length Fig. 2c indicates that while PBMT
rarely generates extremely short sentences,
NMT has a tendency to do so in some cases.

• bucket=score, statistic=count: This outputs
a histogram of the number of sentences re-
ceiving a particular score (e.g. sentence-level
BLEU score). This shows how many sen-
tences of a particular accuracy each system
outputs. Fig. 2d, we can see that the PBMT
system has slightly more sentences with low
scores.

These are just three examples of the many differ-
ent types of sentence-level analysis that are pos-
sible with difference settings of the bucket and
statistic types.

N-gram Difference Analysis The holistic anal-
ysis above is quite useful when word or sentence
buckets can uncover salient accuracy differences
between the systems. However, it is also common
that we may not be able to predict a-priori what
kinds of differences we might expect between two
systems. As a method for more fine-grained anal-
ysis, compare-mt implements a method that
looks at differences in the n-grams produced by
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n-gram m1 m2 s

phantom 34 1 0.945
Amy 9 0 0.909
, who 8 0 0.900
my mother 7 0 0.889
else happened 5 0 0.857
going to show you 0 6 0.125
going to show 0 6 0.125
hemisphere 0 5 0.143
Is 0 5 0.143
’m going to show 0 5 0.143

Table 2: Examples discovered by n-gram analysis

each system, and tries to find n-grams that each
system is better at producing than the other (Akabe
et al., 2014). Specifically, it counts the number of
times each system matches each ngram x, defined
as m1(x) and m2(x) respectively, and calculates a
smoothed probability of an n-gram match coming
from one system or another:

p(x) =
m1(x) + ↵

m1(x) + m2(x) + 2↵
. (1)

Intuitively, n-grams where the first system excels
will have a high value (close to 1), and when the
second excels the value will be low (close to 0).
If smoothing coefficient ↵ is set high, the system
will prefer frequent n-grams with robust statistcs,
and when ↵ is low, the system will prefer highly
characteristic n-grams with a high ratio of matches
in one system compared to the other.

An example of n-grams discovered with this
analysis is shown in Tab. 2. From this, we can
then explore the references and outputs of each
system, and figure out what phenomena resulted
in these differences in n-gram accuracy. For ex-
ample, further analysis showed that the relatively
high accuracy of “hemisphere” for the NMT sys-
tem was due to the propensity of the PBMT sys-
tem to output the mis-spelling “hemispher,” which
it picked up from a mistaken alignment. This may
indicate the necessity to improve alignments for
word stems, a problem that could not have easily
been discovered from the bucketed analysis in the
previous section.

Sentence Example Analysis Finally,
compare-mt makes it possible to analyze
and compare individual sentence examples based
on statistics, or differences of statistics. Specifi-
cally, we can calculate a measure of accuracy of
each sentence (e.g. sentence-level BLEU score),
sort the sentences in the test set according to
the difference in this measure, then display the

Ref/Sys BLEU Text
Ref - Beth Israel ’s in Boston .
PBMT 1.00 Beth Israel ’s in Boston .
NMT 0.41 Beat Isaill is in Boston .
Ref - And what I ’m talking about is this .
PBMT 0.35 And that ’s what I ’m saying is this .
NMT 1.00 And what I ’m talking about is this .

Table 3: Sentence-by-sentence examples

examples where the difference in evaluation is
largest in either direction.

Tab. 3 shows two examples (cherry-picked from
the top 10 sentence examples due to space limi-
tations). We can see that in the first example, the
PBMT-based system performs better on accurately
translating a low-frequency named entity, while in
the second example the NMT system accurately
generates a multi-word expression with many fre-
quent words. These concrete examples can both
help reinforce our understanding of the patterns
found in the holistic analysis above, or uncover
new examples that may lead to new methods for
holistic analysis.

3 Advanced Features

Here we discuss advanced features that allow for
more sophisticated types of analysis using other
sources of information than the references and sys-
tem outputs themselves.

Label-wise Abstraction One feature that
greatly improves the flexibility of analysis is
compare-mt’s ability to do analysis over arbi-
trary word labels. For example, we can perform
word accuracy analysis where we bucket the
words by POS tags, as shown in 4. In the case of
the PBMT vs. NMT analysis above, this uncovers
the interesting fact that PBMT was better at gen-
erating base-form verbs, whereas NMT was better
at generating conjugated verbs. This can also
be applied to the n-gram analysis, finding which
POS n-grams are generated well by one system or
another, a type of analysis that was performed by
Chiang et al. (2005) to understand differences in
reordering between different systems.

Labels are provided by external files, where
there is one label per word in the reference and
system outputs, which means that generating these
labels can be an arbitrary pre-processing step per-
formed by the user without any direct modifica-
tions to the compare-mt code itself. These la-
bels do not have to be POS tags, of course, and can
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Figure 3: Word F-measure bucketed by POS tag.

also be used for other kinds of analysis. For exam-
ple, one may perform analysis to find accuracy of
generation of words with particular morphological
tags (Popović et al., 2006), or words that appear in
a sentiment lexicon (Mohammad et al., 2016).

Source-side Analysis While most analysis up
until this point focused on whether a particular
word on the target side is accurate or not, it is
also of interest what source-side words are or are
not accurately translated. compare-mt also sup-
ports word accuracy analysis for source-language
words given the source language input file, and
alignments between the input, and both the refer-
ence and the system outputs. Using alignments,
compare-mt finds what words on the source
side were generated correctly or incorrectly on the
target side, and can do aggregate word accuracy
analysis, either using word frequency or labels
such as POS tags.

Word Likelihood Analysis Finally, as many re-
cent methods can directly calculate a log likeli-
hood for each word, we also provide another tool
compare-ll that makes it possible to perform
holistic analysis of these log likelihoods. First, the
user creates a file where there is one log likelihood
for each word in the reference file, and then, like
the word accuracy analysis above, compare-ll
can calculate aggregate statistics for this log like-
lihood based on word buckets.

Extending compare-mt One other useful fea-
ture is compare-mt’s ability to be easily ex-
tended to new types of analysis. For example,

• If a user is interested in using a different eval-
uation metric, they could implement a new
instance of the Scorer class and use it for

both aggregate score analysis (with signifi-
cance tests), sentence bucket analysis, or sen-
tence example analysis.

• If a user wanted to bucket words accord-
ing to a different type of statistic or feature,
they could implement their own instance of
a Bucketer class, and use this in the word
accuracy analysis.

4 Example Use-cases

To emphasize compare-mt’s practical utility,
we also provide examples of how it has already
been used in analyses in published research pa-
pers: Figs. 4 and 5 of Wang et al. (2018) use
sentence-level bucketed analysis. Tab. 7 of Qi
et al. (2018) and Tab. 8 of Michel and Neubig
(2018) show the results of n-gram analysis. Fig.
2 of Qi et al. (2018), Fig. 4 of Sachan and Neu-
big (2018), Tab. 5 of Kumar and Tsvetkov (2019)
show the results of word accuracy analysis.

5 Conclusion

In this paper, we presented an open-source tool for
holistic analysis of the results of machine trans-
lation or other language generation systems. It
makes it possible to discover salient patterns that
may help guide further analysis.
compare-mt is evolving, and we plan to add

more functionality as it becomes necessary to fur-
ther understand cutting-edge techniques for MT.
One concrete future plan includes better integra-
tion with example-by-example analysis (after do-
ing holistic analysis, clicking through to individual
examples that highlight each trait), but many more
improvements will be made as the need arises.
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Abstract

Building causal models of complicated phe-
nomena such as food insecurity is currently
a slow and labor-intensive manual process.
In this paper, we introduce an approach that
builds executable probabilistic models from
raw, free text. The proposed approach is im-
plemented through three systems: Eidos1, IN-
DRA2 and Delphi3. Eidos is an open-domain
machine reading system designed to extract
causal relations from natural language. It is
rule-based, allowing for rapid domain trans-
fer, customizability, and interpretability. IN-
DRA aggregates multiple sources of causal in-
formation and performs assembly to create a
coherent knowledge base and assess its relia-
bility. This assembled knowledge serves as
the starting point for modeling. Delphi is a
modeling framework that assembles quantified
causal fragments and their contexts into exe-
cutable probabilistic models that respect the se-
mantics of the original text and can be used to
support decision making.

1 Introduction

Food insecurity is an extremely complex phe-
nomenon that affects wide swathes of the global
population, and is governed by factors ranging from
biophysical variables that affect crop yields, to so-
cial, economic, and political factors such as migra-
tion, trade patterns, and conflict.

For any attempt to combat food insecurity to
be effective, it must be informed by a model that
comprehensively considers the myriad of factors
influencing it. Furthermore, for analysts and deci-
sion makers to truly trust such a model, it must be
causal and interpretable, as in, it must provide a
mechanistic explanation of the phenomenon, rather
than just being a black-box statistical construction.

1https://github.com/clulab/eidos
2https://github.com/sorgerlab/indra
3https://github.com/ml4ai/delphi

Currently, however, these models are hand-built
for each new situation and require many months to
construct, resulting in long delays for much-needed
interventions.

Here we propose an end-to-end system that
combines open-domain information extraction (IE)
with a quantitative model-building framework,
transforming free text into executable probabilistic
models that capture complex real-world systems.
All code and data described here is open-source and
publicly available, and we provide a short video
demonstration4.

Contributions:
(1) We introduce Eidos, a rule-based open-domain
IE system that extracts causal statements from raw
text. To maximize domain independence, Eidos is
largely unlexicalized (with the exception of causal
cues such as promotes), and implements a top-
down approach where causal interactions are ex-
tracted first, followed by the participating concepts,
which are grounded with specific geospatial and
temporal contexts for model contextualization. Ei-
dos also extracts quantifiable adjectives (e.g. sig-
nificant) that can be used to form a bridge between
qualitative statements and quantitative modeling.

(2) We describe an extension of the Integrated Net-
work and Dynamical Reasoning Assembler (IN-
DRA, Gyori et al., 2017), an automated knowledge
and model assembly system which implements in-
terfaces to Eidos and multiple other machine read-
ing systems. Originally developed to assemble
models of biochemical mechanisms, we general-
ized INDRA to represent general causal influences
as INDRA Statements, and load a taxonomy of
concepts to align related Statements from multiple
readers and documents.

(3) We introduce Delphi, a Bayesian modeling
4https://youtu.be/FcLEJej1uAg
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Figure 1: Overall architecture showing the flow of informa-
tion between the systems.

framework that converts the above statements into
executable probabilistic models that respect the se-
mantics of the source text. These models can help
decision-makers rapidly build intuition about com-
plicated systems and their dynamics. The proposed
framework is interpretable due to its foundation in
rule-based IE and Bayesian generative modeling.

Architecture: In Fig. 1, we show a high-level de-
piction of the information flow pipeline. First, nat-
ural language texts serve as inputs to Eidos, which
performs causal relation extraction, grounding, and
spatiotemporal contextualization. The extracted
relations are subsequently aggregated by INDRA
into data structures called INDRA Statements for
downstream modeling. These serve as an input
to Delphi, which assembles a causal probabilistic
model from them.

2 Causal Information Extraction

Eidos was designed as an open-domain IE sys-
tem (Banko et al., 2007) with a top-down approach
that allows us to not be limited to a fixed set of con-
cepts, as determining this set across multiple dis-
tinct domains (e.g., agronomy and socioeconomics)
is close to impossible. First, we find trigger words
signaling a relation of interest and then extract and
expand the participating concepts (2.1), link these
concepts to a taxonomy (2.2), and annotate them
with temporal and spatial context (2.3).5,6

In addition to an API that can be used for ma-
chine reading at scale, Eidos has a webapp that
provides users a way to see what rules were re-
sponsible for the extracted content, as well as brat
visualizations (Stenetorp et al., 2012) of the output,

5This has some similarities to FrameNet (Baker et al.,
1998), whose Causation frame has targets (triggers) and frame
elements (participating concepts) that are associated with a
taxonomy (the FrameNet hierarchy). In our case, the concepts
come from a domain-specific taxonomy.

6We assume here that causal relations are specified within
sentences rather than across sentences at the document level,
and that the concepts involved in the causal relations can be
linked to an appropriate taxonomy.

facilitating rapid development of the interpretable
rule-grammars.

2.1 Reading Approach

To understand our top-down approach, let us con-
sider the individual steps involved in processing
the following sentence: The significantly increased
conflict seen in South Sudan forced many families
to flee in 2017.

(1) We begin by preprocessing the text with depen-
dency syntax using Stanford CoreNLP (Manning
et al., 2014) and the processors library7.

(2) Then, Eidos finds any occurrences of quanti-
fiers (gradable adjectives and adverbs). These are
common in the high-level texts relevant to food
insecurity, such as reports from UN agencies and
nonprofits, but they are difficult to use in quantita-
tive models without additional information. In the
example above, the word significantly is found as
a quantifier of increased. Delphi uses these quan-
tifiers to construct probability density functions
using the crowdsourced data of Sharp et al. (2018),
as detailed in 4.

(3) Next, Eidos uses a set of trigger words to find
causal and correlational relations with an Odin
grammar (Valenzuela-Escárcega et al., 2016). Odin
is an information extraction framework which in-
cludes a declarative language supporting both sur-
face and syntactic patterns and a runtime system.
Eidos’s grammar was based in part on the biomedi-
cal grammar developed by Valenzuela-Escárcega
et al. (2018) but adapted to the open domain and
our representation of concepts. This rule gram-
mar is fully interpretable and easily editable, allow-
ing users to make modifications without needing
to retrain a complex model. In the example sen-
tence from earlier, the extraction of a causal rela-
tion would be triggered by the word forced, with
conflict and families identified as the initial cause
and effect, respectively.

(4) The initial cause and effect are then expanded
using dependency syntax following the approach
of Hahn-Powell et al. (2017). Namely, from each
of the initial arguments, we traverse outgoing de-
pendency links to expand the arguments into their
dependency subgraph. Here, the resulting argu-
ments are significantly increased conflict seen in
South Sudan and many families to flee in 2017.

7https://github.com/clulab/processors
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Figure 2: Screenshot of the Eidos output for the running
example sentence, visualized in Eidos’s webapp.

(5) Relevant state information is then added to the
expanded concepts. Representing the polarity of
an influence on the causal relation edge (i.e., in
terms of promotes or inhibits) can be lossy, so Ei-
dos instead uses concept states (i.e., concepts can
be increased, decreased, and/or quantified). In the
example above, Eidos marks the concept pertaining
to conflict as being increased and quantified. If de-
sired, the promotion/inhibition representation with
edge polarity can be straightforwardly recovered.
The final output of the Eidos system for the run-
ning example sentence, as displayed in the Eidos
webapp, is shown in Fig. 2.

2.2 Concept linking

The Eidos reading system, with its top-down ap-
proach, was designed to keep extracted concepts as
close to the text as possible, intentionally allowing
downstream users to make decisions about event
semantics depending on their use cases. As a result,
linking concepts to a taxonomy becomes critical
for preventing sparsity.

Eidos’s concept linking is based on word-
embedding similarities. A given concept (with stop
words removed), is represented by the average of
the word embeddings for each of its words. A
vector for each node in the taxonomy is similarly
calculated (using the provided “examples” for the
node), and the taxonomy node whose vector is
closest to the concept vector is considered to be
the grounding. In practice, Eidos returns the top k
groundings, allowing for downstream disambigua-
tion. The concept linking strategy is modular and
allows for grounding to any taxonomy provided
in the human-readable YAML format. With this
method, Eidos is able to link to an arbitrary num-
ber of taxonomies, at both high and low levels of
abstraction.

2.3 Temporal and geospatial normalization

Time normalization The context surrounding
the extractions is often critical for downstream rea-
soning. Eidos integrates the temporal parser of
Laparra et al. (2018) that uses a character recur-
rent neural network to identify time expressions
in the text which are then linked together with a
set of rules into semantic graphs which follow the
SCATE schema (Bethard and Parker, 2016) and
can be interpreted using temporal logic to obtain
the intervals referred to by the time expressions.

After the time expressions are identified and nor-
malized, an Odin grammar attaches them to the
causal relations extracted by Eidos. If the docu-
ment creation time is provided, it is also parsed by
our model and used as the default temporal attach-
ment for those causal relations without a temporal
expression in their close context.

Geospatial normalization Eidos’s geospatial
normalization module (Yadav et al., 2019) has two
components: a detection component consisting of
the word-level LSTM named entity recognition
(NER) model of Yadav and Bethard (2018), and a
normalization component which implements popu-
lation heuristics (i.e., selecting the most populous
location (Magge et al., 2018)) and filters using a
distance-based heuristic (Magge et al., 2018).

3 Assembly of causal relations

The output of Eidos is processed by INDRA into
a collection of INDRA Statements, each of which
represents a causal influence relation. INDRA is
also able to process the output of multiple other
reading systems that extract causal relations from
text (these systems are not described in detail here).
INDRA implements input processor modules to
extract standardized Statements from each reading
system. A Statement represents a causal influence
between two Concepts (a subject and an object),
each of which is linked to one or more taxonomies
(see Section 2.2). The Statement also captures the
polarity and magnitude of change in both subject
and object, if available. Finally, one or more Ev-
idences are attached to each Statement capturing
provenance (reader, document, sentence) and con-
text (time, location) information. This common
representation establishes a link between diverse
knowledge sources and several model formalism
endpoints.

Given the attributes of each Statement and a tax-
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onomy to which Concepts are linked, INDRA cre-
ates a Statement graph whose edges capture (i) re-
dundancy between two Statements (ii) hierarchical
refinement between two Statements, and (iii) con-
tradiction between two Statements. Statements that
are redundant, or in other words, capture the same
causal relation, are merged and their evidences are
aggregated. A probability model is then used which
captures the empirical precision of each reader to
calculate the overall support (a “belief” score) for a
Statement given the joint probability of correctness
implied by the evidence. As a seed to this prob-
ability model, INDRA loads empirical precision
values collected via human curation for each Eidos
rule. INDRA exposes a collection of methods to
filter Statements that can be composed to form a
problem-specific assembly pipeline, including (i)
filtering by Statement belief and Concept linking
accuracy (ii) filtering to more general or specific
Statements (with respect to a taxonomy), and (iii)
filtering contradictions by belief. INDRA also ex-
poses a REST API and JSON-based serialization
of Statements.

INDRA contains multiple modules that can as-
semble Statements into causal graphs (for visual-
ization or inference) and executable ODE mod-
els. In the architecture presented here, Delphi
(our Bayesian modeling framework) takes INDRA
Statements directly as input, and serves as a proba-
bilistic model assembly system.

4 Causal Probabilistic Models from Text

Statements produced by INDRA are assembled by
Delphi into a structure called a causal analysis
graph, or CAG. In Fig. 3, we show the CAG result-
ing from our running example sentence (cell [1]).
The node labels (conflict and human migration)
in the CAG correspond to entries in the high-level
taxonomy that the concepts have been grounded to.

Representation We represent abstract concepts
such as conflict and human migration as real-valued
latent variables in a dynamic Bayes network (DBN)
(Dagum et al., 1992), and the indicators correspond-
ing to these concepts as observed variables. By an
indicator, we mean a tangible quantity that serves
as a proxy for the abstract concept8. For example,
the variable Net migration (as defined in World
Bank (2018)) is one of several indicators for the

8Note that these are not the same as the indicator random
variables encountered in probability theory.

Figure 3: Construction of a causal analysis graph from the
running example sentence.

concept of human migration. To capture the un-
certainty inherent in interpreting natural language,
we take the transition model of the DBN itself to
be a random variable with an associated proba-
bility distribution. We interpret sentences about
causal relations as saying something about the func-
tional relationship between the concepts involved.
For example, we interpret the running example
sentence as giving us a clue about the shape of
∂(human migration)/∂(conflict).

Assembly To assemble our model, we do the fol-
lowing9:

(1) We construct the aforementioned distribution
over the transition model of the DBN using the ex-
tracted polarities of the causal relations as well as
the gradable adjectives associated with the concepts
involved in the relations. The transition model is a
matrix whose elements are random variables rep-
resenting the coefficients of a system of linear dif-
ferential equations (Guan et al., 2015), with distri-
butions obtained by constructing a Gaussian kernel
density estimator over Cartesian products of the
crowdsourced responses collected by Sharp et al.
(2018) for the adjectives in each relation.

(2) To provide more tangible results, we map the
abstract concepts to indicator variables for which
we have time series data. This data is gathered from
a number of databases, including but not limited to

9The complete mathematical details of the model assem-
bly process are out of the scope of this paper, but can be found
at: http://vision.cs.arizona.edu/adarsh/
Arizona_Text_to_Model_Procedure.pdf
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Figure 4: Results of conditional forecasting experiment with
CAG built from example sentence.

the FAOSTAT (Food and Agriculture Organization
of the United Nations, 2018) and the World Devel-
opment Indicators (World Bank, 2018) databases.
The mapping is done using the OntologyMapper
tool in Eidos that uses word embedding similarities
to map entries in the high-level taxonomy to the
lower-level variables in the time series data.

(3) Then, we associate values with indicators using
a parameterization algorithm that takes as input
some spatiotemporal context, and retrieves values
for the indicators from the time series data, falling
back to aggregation over a (configurable) set of
aggregation axes in order to prevent null results.
In Fig. 3, we show the indicators automatically
mapped to the conflict and human migration nodes
(conflict incidences and net migration, respectively)
and their values for the spatiotemporal context of
South Sudan in April 2017.

Conditional forecasting Once the model is as-
sembled, we can run experiments to obtain quan-
titative predictions for indicators, which can build
intuitions about the complex system in question
and support decision making. The outputs take
the form of time series data, with associated uncer-
tainty estimates. An example is shown in Fig. 4,
in which we investigate the impact of increasing
conflict on human migration using our model, with
∂(conflict)/∂t = 0.1e−t. The predictions of the
model reflect (i) the semantics of the source text
(increased conflict leads to increased migration)

and (ii) the uncertainty in interpreting the source
sentence. The confidence bands in the lower plot re-
flect the distribution of the crowdsourced gradable
adjective data.

5 Assessment

We are currently in the process of developing a
framework to quantitatively evaluate the models as-
sembled using this pipeline, primarily via backcast-
ing. However, the systems have been qualitatively
evaluated by MITRE, an independent performer
group in the World Modelers program charged with
designing and conducting evaluations of the tech-
nologies developed. For the evaluation, a causal
analysis graph larger than the toy running exam-
ple in this paper (≈ 20 nodes) was created and
executed. Noted strengths of the system include
the ability to drill down into the provenance of
the causal relations, the integration of multiple ma-
chine readers, and the plausible directionality of
the produced forecast (given the sentences used to
construct the models). Some limitations were also
noted, i.e., that the initialization and parameteriza-
tion of the models were somewhat opaque (which
hindered explainability) and some aspects of un-
certainty are captured by the readers but not fully
propagated to the model. We are actively working
on addressing both of these limitations.

6 Conclusion

Complex causal models are required in order to
address key issues such as food insecurity that span
multiple domains. As an alternative to expensive,
hand-built models which can take months to years
to construct, we propose an end-to-end framework
for creating executable probabilistic causal models
from free text. Our entire pipeline is interpretable
and intervenable, such that domain experts can use
our tools to greatly reduce the time required to
develop new causal models for urgent situations.
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Abstract
FAIRSEQ is an open-source sequence model-
ing toolkit that allows researchers and devel-
opers to train custom models for translation,
summarization, language modeling, and other
text generation tasks. The toolkit is based
on PyTorch and supports distributed training
across multiple GPUs and machines. We also
support fast mixed-precision training and in-
ference on modern GPUs. A demo video can
be found here: https://www.youtube.
com/watch?v=OtgDdWtHvto.

1 Introduction

Neural sequence-to-sequence models have been
successful on a variety of text generation tasks, in-
cluding machine translation, abstractive document
summarization, and language modeling. Accord-
ingly, both researchers and industry professionals
can benefit from a fast and easily extensible se-
quence modeling toolkit.

There are several toolkits with similar basic
functionality, but they differ in focus area and in-
tended audiences. For example, OpenNMT (Klein
et al., 2017) is a community-built toolkit written
in multiple languages with an emphasis on exten-
sibility. MarianNMT (Junczys-Dowmunt et al.,
2018) focuses on performance and the backend is
written in C++ for fast automatic differentiation.
OpenSeq2Seq (Kuchaiev et al., 2018) provides
reference implementations for fast distributed and
mixed precision training. Tensor2tensor (Vaswani
et al., 2018) and Sockeye (Hieber et al., 2018) fo-
cus on production-readiness.

In this paper, we present FAIRSEQ, a sequence
modeling toolkit written in PyTorch that is fast,
extensible, and useful for both research and pro-
duction. FAIRSEQ features: (i) a common inter-
face across models and tasks that can be extended

∗equal contribution
†Work done while at Facebook AI Research.

with user-supplied plug-ins (§2); (ii) efficient dis-
tributed and mixed precision training, enabling
training over datasets with hundreds of millions
of sentences on current hardware (§3); (iii) state-
of-the-art implementations and pretrained models
for machine translation, summarization, and lan-
guage modeling (§4); and (iv) optimized inference
with multiple supported search algorithms, includ-
ing beam search, diverse beam search (Vijayaku-
mar et al., 2016), and top-k sampling. FAIRSEQ

is distributed with a BSD license and is avail-
able on GitHub at https://github.com/
pytorch/fairseq.

2 Design

Extensibility. FAIRSEQ can be extended through
five types of user-supplied plug-ins, which enable
experimenting with new ideas while reusing exist-
ing components as much as possible.

Models define the neural network architecture
and encapsulate all learnable parameters. Models
extend the BaseFairseqModel class, which
in turn extends torch.nn.Module. Thus any
FAIRSEQ model can be used as a stand-alone mod-
ule in other PyTorch code. Models can addition-
ally predefine named architectures with common
network configurations (e.g., embedding dimen-
sion, number of layers, etc.). We also abstracted
the methods through which the model interacts
with the generation algorithm, e.g., beam search,
through step-wise prediction. This isolates model
implementation from the generation algorithm.

Criterions compute the loss given the model
and a batch of data, roughly: loss =
criterion(model, batch). This formula-
tion makes criterions very expressive, since they
have complete access to the model. For exam-
ple, a criterion may perform on-the-fly genera-
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tion to support sequence-level training (Edunov
et al., 2018b) or online backtranslation (Edunov
et al., 2018a; Lample et al., 2018). Alternatively,
in a mixture-of-experts model, a criterion may
implement EM-style training and backpropagate
only through the expert that produces the lowest
loss (Shen et al., 2019).

Tasks store dictionaries, provide helpers for
loading and batching data and define the training
loop. They are intended to be immutable and pri-
marily interface between the various components.
We provide tasks for translation, language model-
ing, and classification.

Optimizers update the model parameters based
on the gradients. We provide wrappers around
most PyTorch optimizers and an implementation
of Adafactor (Shazeer and Stern, 2018), which is
a memory-efficient variant of Adam.

Learning Rate Schedulers update the learn-
ing rate over the course of training. We pro-
vide several popular schedulers, e.g., the in-
verse square-root scheduler from Vaswani et al.
(2017) and cyclical schedulers based on warm
restarts (Loshchilov and Hutter, 2016).

Reproducibility and forward compatibility.
FAIRSEQ includes features designed to improve re-
producibility and forward compatibility. For ex-
ample, checkpoints contain the full state of the
model, optimizer and dataloader, so that results
are reproducible if training is interrupted and re-
sumed. FAIRSEQ also provides forward compat-
ibility, i.e., models trained using old versions of
the toolkit will continue to run on the latest ver-
sion through automatic checkpoint upgrading.

3 Implementation

FAIRSEQ is implemented in PyTorch and it pro-
vides efficient batching, mixed precision training,
multi-GPU as well as multi-machine training.

Batching. There are multiple strategies to batch
input and output sequence pairs (Morishita et al.,
2017). FAIRSEQ minimizes padding within a mini-
batch by grouping source and target sequences of
similar length. The content of each mini-batch
stays the same throughout training, however mini-
batches themselves are shuffled randomly every
epoch. When training on more than one GPU or
machine, then the mini-batches for each worker

Gradient sync.
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Overlap sync with backward
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gpu4 
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+ sync after 2 backwards 

time
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Figure 1: Illustration of (a) gradient synchronization
and idle time during training, (b) overlapping back-
propagation (backward) with gradient synchronization
to improve training speed, (c) how accumulating gradi-
ent updates can reduce variance in processing time and
reduce communication time.

are likely to differ in the average sentence length
which results in more representative updates.

Multi-GPU training. FAIRSEQ uses the NCCL2
library and torch.distributed for inter-
GPU communication. Models are trained in a syn-
chronous optimization setup where each GPU has
a copy of the model to process a sub-batch of
data after which gradients are synchronized be-
tween GPUs; all sub-batches constitute a mini-
batch. Even though sub-batches contain a simi-
lar number of tokens, we still observe a high vari-
ance in processing times. In multi-GPU or multi-
machine setups, this results in idle time for most
GPUs while slower workers are finishing their
work (Figure 1 (a)). FAIRSEQ mitigates the ef-
fect of stragglers by overlapping gradient synchro-
nization between workers with the backward pass
and by accumulating gradients over multiple mini-
batches for each GPU (Ott et al., 2018b).

Overlapping gradient synchronization starts to
synchronize gradients of parts of the network
when they are computed. In particular, when the
gradient computation for a layer finishes, FAIRSEQ

adds the result to a buffer. When the size of
the buffer reaches a predefined threshold, the gra-
dients are synchronized in a background thread
while back-propagation continues as usual (Fig-
ure 1 (b)). Next, we accumulate gradients for mul-
tiple sub-batches on each GPU which reduces the
variance in processing time between workers since
there is no need to wait for stragglers after each
sub-batch (Figure 1 (c)). This also increases the
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Sentences/sec

FAIRSEQ FP32 88.1
FAIRSEQ FP16 136.0

Table 1: Translation speed measured on a V100 GPU
on the test set of the standard WMT’14 English-
German benchmark using a big Transformer model.

effective batch size but we found that models can
still be trained effectively (Ott et al., 2018b).

Mixed precision. Recent GPUs enable efficient
half precision floating point (FP16) computation.
FAIRSEQ provides support for both full preci-
sion (FP32) and FP16 at training and inference.
We perform all forward-backward computations
as well as the all-reduce for gradient synchroniza-
tion between workers in FP16. However, the pa-
rameter updates remain in FP32 to preserve ac-
curacy. FAIRSEQ implements dynamic loss scal-
ing (Micikevicius et al., 2018) in order to avoid
underflows for activations and gradients because
of the limited precision offered by FP16. This
scales the loss right after the forward pass to fit
into the FP16 range while the backward pass is left
unchanged. After the FP16 gradients are synchro-
nized between workers, we convert them to FP32,
restore the original scale, and update the weights.

Inference. FAIRSEQ provides fast inference for
non-recurrent models (Gehring et al., 2017;
Vaswani et al., 2017; Fan et al., 2018b; Wu et al.,
2019) through incremental decoding, where the
model states of previously generated tokens are
cached in each active beam and re-used. This
can speed up a naı̈ve implementation without
caching by up to an order of magnitude, since
only new states are computed for each token. For
some models, this requires a component-specific
caching implementation, e.g., multi-head attention
in the Transformer architecture.

During inference we build batches with a vari-
able number of examples up to a user-specified
number of tokens, similar to training. FAIRSEQ

also supports inference in FP16 which increases
decoding speed by 54% compared to FP32 with
no loss in accuracy (Table 1).

4 Applications

FAIRSEQ has been used in many applications,
such as machine translation (Gehring et al., 2017;

Edunov et al., 2018b,a; Chen et al., 2018; Ott et al.,
2018a; Song et al., 2018; Wu et al., 2019), lan-
guage modeling (Dauphin et al., 2017; Baevski
and Auli, 2019), abstractive document summariza-
tion (Fan et al., 2018a; Liu et al., 2018; Narayan
et al., 2018), story generation (Fan et al., 2018b,
2019), error correction (Chollampatt and Ng,
2018), multilingual sentence embeddings (Artetxe
and Schwenk, 2018), and dialogue (Miller et al.,
2017; Dinan et al., 2019).

4.1 Machine translation

We provide reference implementations of sev-
eral popular sequence-to-sequence models which
can be used for machine translation, including
LSTM (Luong et al., 2015), convolutional mod-
els (Gehring et al., 2017; Wu et al., 2019) and
Transformer (Vaswani et al., 2017).

We evaluate a “big” Transformer encoder-
decoder model on two language pairs, WMT En-
glish to German (En–De) and WMT English to
French (En–Fr). For En–De we replicate the setup
of Vaswani et al. (2017) which relies on WMT’16
for training with 4.5M sentence pairs, we validate
on newstest13 and test on newstest14. The 32K
vocabulary is based on a joint source and target
byte pair encoding (BPE; Sennrich et al. 2016).
For En–Fr, we train on WMT’14 and borrow the
setup of Gehring et al. (2017) with 36M training
sentence pairs. We use newstest12+13 for valida-
tion and newstest14 for test. The 40K vocabulary
is based on a joint source and target BPE.

We measure case-sensitive tokenized BLEU
with multi-bleu (Hoang et al., 2006) and de-
tokenized BLEU with SacreBLEU1 (Post, 2018).
All results use beam search with a beam width of 4
and length penalty of 0.6, following Vaswani et al.
2017. FAIRSEQ results are summarized in Table 2.
We reported improved BLEU scores over Vaswani
et al. (2017) by training with a bigger batch size
and an increased learning rate (Ott et al., 2018b).

4.2 Language modeling

FAIRSEQ supports language modeling with gated
convolutional models (Dauphin et al., 2017) and
Transformer models (Vaswani et al., 2017). Mod-
els can be trained using a variety of input and out-
put representations, such as standard token embed-
dings, convolutional character embeddings (Kim

1SacreBLEU hash: BLEU+case.mixed+lang.en-{de,fr}+
numrefs.1+smooth.exp+test.wmt14/full+tok.13a+version.1.2.9
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En–De En–Fr

a. Gehring et al. (2017) 25.2 40.5
b. Vaswani et al. (2017) 28.4 41.0
c. Ahmed et al. (2017) 28.9 41.4
d. Shaw et al. (2018) 29.2 41.5

FAIRSEQ Transformer base 28.1 41.1
FAIRSEQ Transformer big 29.3 43.2

detok. SacreBLEU 28.6 41.4
8 GPU training time ∼12 h ∼73 h
128 GPU training time ∼1.3 h ∼7.2 h

Table 2: BLEU on news2014 for WMT English-
German (En–De) and English-French (En–Fr). All re-
sults are based on WMT’14 training data, except for
En–De (b), (c), (d) and our models which were trained
on WMT’16. Train times based on V100 GPUs.

Perplexity

Grave et al. (2016) 40.8
Dauphin et al. (2017) 37.2
Merity et al. (2018) 33.0
Rae et al. (2018) 29.2

FAIRSEQ Adaptive inputs 18.7

Table 3: Test perplexity on WikiText-103 (cf. Table 4).

et al., 2016), adaptive softmax (Grave et al., 2017),
and adaptive inputs (Baevski and Auli, 2019).
We also provide tutorials and pre-trained models
that replicate the results of Dauphin et al. (2017)
and Baevski and Auli (2019) on WikiText-103 and
the One Billion Word datasets.

We evaluate two Transformer language models,
which use only a decoder network and adaptive
input embeddings, following Baevski and Auli
(2019). The first model has 16 blocks, inner di-
mension 4K and embedding dimension 1K; results
on WikiText-103 are in Table 3. The second model
has 24 blocks, inner dimension 8K and embedding
dimension 1.5K; results on the One Billion Word
benchmark are in Table 4.

4.3 Abstractive document summarization

Next, we experiment with abstractive document
summarization where we use a base Transformer
to encode the input document and then generate
a summary with a decoder network. We use the
CNN-Dailymail dataset (Hermann et al., 2015;
Nallapati et al., 2016) of news articles paired
with multi-sentence summaries. We evaluate on

Perplexity

Dauphin et al. (2017) 31.9
Józefowicz et al. (2016) 30.0
Shazeer et al. (2017) 28.0

FAIRSEQ Adaptive inputs 23.0

Table 4: Test perplexity on the One Billion Word
benchmark. Adaptive inputs share parameters with an
adaptive softmax.

ROUGE
1 2 L

See et al. (2017) 39.5 17.3 36.4
Gehrmann et al. (2018) 41.2 18.7 38.3

FAIRSEQ 40.1 17.6 36.8
+ pre-trained LM 41.6 18.9 38.5

Table 5: Abstractive summarization results on the full-
text version of CNN-DailyMail dataset.

the full-text version with no entity anonymization
(See et al., 2017); we truncate articles to 400 to-
kens (See et al., 2017). We use BPE with 30K
operations to form our vocabulary following Fan
et al. (2018a). To evaluate, we use the standard
ROUGE metric (Lin, 2004) and report ROUGE-1,
ROUGE-2, and ROUGE-L. To generate summaries,
we follow standard practice in tuning the min-
imum output length and disallow repeating the
same trigram (Paulus et al., 2017). Table 5 shows
results of FAIRSEQ. We also consider a configura-
tion where we input pre-trained language model
representations to the encoder network and this
language model was trained on newscrawl and
CNN-Dailymail, totalling 193M sentences.

5 Conclusion

We presented FAIRSEQ, a fast, extensible toolkit
for sequence modeling that is scalable and suit-
able for many applications. In the future, we will
continue the development of the toolkit to enable
further research advances.
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Abstract

We present FLAIR, an NLP framework de-
signed to facilitate training and distribution of
state-of-the-art sequence labeling, text classi-
fication and language models. The core idea
of the framework is to present a simple, uni-
fied interface for conceptually very different
types of word and document embeddings. This
effectively hides all embedding-specific engi-
neering complexity and allows researchers to
“mix and match” various embeddings with lit-
tle effort. The framework also implements
standard model training and hyperparameter
selection routines, as well as a data fetching
module that can download publicly available
NLP datasets and convert them into data struc-
tures for quick set up of experiments. Fi-
nally, FLAIR also ships with a “model zoo”
of pre-trained models to allow researchers to
use state-of-the-art NLP models in their appli-
cations. This paper gives an overview of the
framework and its functionality.

The framework is available on GitHub at
https://github.com/zalandoresearch/flair.

1 Introduction

Classic pre-trained word embeddings have been
shown to be of great use for downstream NLP
tasks, both due to their ability to assist learning
and generalization with information learned from
unlabeled data, as well as the relative ease of in-
cluding them into any learning approach (Mikolov
et al., 2013; Pennington et al., 2014). Many re-
cently proposed approaches go beyond the ini-
tial “one word, one embedding” paradigm to
better model additional features such as sub-
word structures (Ma and Hovy, 2016; Bojanowski
et al., 2017) and meaning ambiguity (Peters et al.,
2018a). Though shown to be extremely power-
ful, such embeddings have the drawback that they
cannot be used to simply initialize the embedding

layer of a neural network and thus require specific
reworkings of the overall model architecture.
Hierarchical architectures. A common exam-
ple is that many current approaches combine clas-
sic word embeddings with character-level features
trained on task data (Ma and Hovy, 2016; Lample
et al., 2016). To accomplish this, they use a hier-
archical learning architecture in which the output
states of a character-level CNN or RNN are con-
catenated with the output of the embedding layer.
While modern deep learning frameworks such as
PYTORCH (Paszke et al., 2017) make the con-
struction of such architectures relatively straight-
forward, architectural changes are nevertheless re-
quired for something that is fundamentally just an-
other method for embedding words.
Contextualized embeddings. Similarly, recent
works—including our own—have proposed meth-
ods that produce different embeddings for the
same word depending on its contextual usage (Pe-
ters et al., 2018a; Akbik et al., 2018; Devlin
et al., 2018). The string “Washington” for in-
stance would be embedded differently depending
on whether the context indicates this string to be a
last name or a location. While shown to be highly
powerful, especially in combination with classic
word embeddings, such methods require an archi-
tecture in which the output states of a trained lan-
guage model (LM) are concatenated with the out-
put of the embedding layer, thus adding architec-
tural complexity.

These examples illustrate that word embeddings
typically cannot simply be mixed and matched
with minimal effort, but rather require specific re-
workings of the model architecture.
Proposed solution: FLAIR framework. With
this paper, we present a new framework designed
to address this problem. The principal design goal
is to abstract away from specific engineering chal-
lenges that different types of word embeddings
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raise. We created a simple, unified interface for
all word embeddings as well as arbitrary combi-
nations of embeddings. This interface, we argue,
allows researchers to build a single model archi-
tecture that can then make use of any type of word
embedding with no additional engineering effort.

To further simplify the process of setting up
and executing experiments, FLAIR includes con-
venience methods for downloading standard NLP
research datasets and reading them into data struc-
tures for the framework. It also includes model
training and hyperparameter selection routines to
facilitate typical training and testing workflows. In
addition, FLAIR also ships with a growing list of
pre-trained models allowing users to apply already
trained models to their text. This paper gives an
overview of the framework.

2 Framework Overview

2.1 Setup

FLAIR only requires a current version of Python
(at least version 3.6) to be available on a system or
a virtual environment. Then, the simplest way to
install the library is via pip, by issuing the com-
mand: pip install flair. This downloads the
latest release of FLAIR and sets up all required li-
braries, such as PYTORCH.

Alternatively, users can clone or fork the cur-
rent master branch of FLAIR from the GitHub
repository. This allows users to work on the lat-
est version of the code and create pull requests.
The GitHub page1 has extensive documentation on
training and applying models and embedding.

2.2 Base Classes

With code readability and ease-of-use in mind,
we represent NLP concepts such as tokens, sen-
tences and corpora with simple base (non-tensor)
classes that we use throughout the library. For in-
stance, the following code instantiates an example
Sentence object:

# init sentence
sentence = Sentence('I love Berlin ')

Each Sentence is instantiated as a list of Token
objects, each of which represents a word and has
fields for tags (such as part-of-speech or named
entity tags) and embeddings (embeddings of this
word in different embedding spaces).

1https://github.com/zalandoresearch/flair

2.3 Embeddings
Embeddings are the core concept of FLAIR.
Each embedding class implements either the
TokenEmbedding or the DocumentEmbedding in-
terface for word and document embeddings re-
spectively. Both interfaces define the .embed()
method to embed a Sentence or a list of Sentence
objects into a specific embedding space.

2.3.1 Classic Word Embeddings
The simplest examples are classic word embed-
dings, such as GLOVE or FASTTEXT. Simply in-
stantiate one of the supported word embeddings
and call .embed() to embed a sentence:

# init GloVe embeddings
glove = WordEmbeddings('glove ')

# embed sentence
glove.embed(sentence)

Here, the framework checks if the requested
GLOVE embeddings are already available on lo-
cal disk. If not, the embeddings are first down-
loaded. Then, GLOVE embeddings are added to
each Token in the Sentence.

Note that all logic is handled by the embedding
class, i.e. it is not necessary to run common pre-
processing steps such as constructing a vocabulary
of words in the dataset or encoding words as one-
hot vectors. Rather, each embedding is immedi-
ately applicable to any text wrapped in a Sentence
object.

2.3.2 Other Word Embeddings
As noted in the introduction, FLAIR supports a
growing list of embeddings such as hierarchical
character features (Lample et al., 2016), ELMo
embeddings (Peters et al., 2018a), ELMo trans-
former embeddings (Peters et al., 2018b), BERT
embeddings (Devlin et al., 2018), byte pair embed-
dings (Heinzerling and Strube, 2018), Flair em-
beddings (Akbik et al., 2018) and Pooled Flair
embeddings. See Table 1 for an overview.

Importantly, all embeddings implement the
same interface and may be called and applied just
like in the WordEmbedding example above. For in-
stance, to use BERT embeddings to embed a sen-
tence, simply call:

# init BERT embeddings
bert = BertEmbeddings ()

# embed sentence
bert.embed(sentence)
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Class Type Pretrained?
WordEmbeddings classic word embeddings (Pennington et al., 2014) yes
CharacterEmbeddings character features (Lample et al., 2016) no
BytePairEmbeddings byte-pair embeddings (Heinzerling and Strube, 2018) yes
FlairEmbeddings character-level LM embeddings (Akbik et al., 2018) yes
PooledFlairEmbeddings pooled version of FLAIR embeddings (Akbik et al., 2019b) yes
ELMoEmbeddings word-level LM embeddings (Peters et al., 2018a) yes
ELMoTransformerEmbeddings word-level transformer LM embeddings (Peters et al., 2018b) yes
BertEmbeddings byte-pair masked LM embeddings (Devlin et al., 2018) yes

DocumentPoolEmbeddings document embeddings from pooled word embeddings (Joulin et al., 2017) yes
DocumentLSTMEmbeddings document embeddings from LSTM over word embeddings no

Table 1: Summary of word and document embeddings currently supported by FLAIR. Note that some embedding types are
not pre-trained; these embeddings are automatically trained or fine-tuned when training a model for a downstream task.

2.3.3 Stacked Embeddings
In many cases, we wish to mix and match sev-
eral different types of embeddings. For instance,
Lample et al. (2016) combine classic word embed-
dings with character features. To achieve this in
FLAIR, we need to combine the embedding classes
WordEmbeddings and CharacterEmbeddings. To
enable such combinations, e.g. the “stacking” of
embeddings, we include the StackedEmbeddings
class. It is instantiated by passing a list of em-
beddings to stack, but then behaves like any other
embedding class. This means that by calling the
.embed() method, a StackedEmbeddings class
instance embeds a sentence like any other embed-
ding class instance.

Our recommended setup is to stack
WordEmbeddings with FlairEmbeddings,
which gives state-of-the-art accuracies across
many sequence labeling tasks. See Akbik et al.
(2018) for a comparative evaluation.

2.3.4 Document Embeddings
FLAIR also supports methods for producing vec-
tor representations not of words, but of entire doc-
uments. There are two main embedding classes
for this, namely DocumentPoolEmbeddings and
DocumentLSTMEmbeddings. The former applies
a pooling operation, such as mean pooling, to all
word embeddings in a document to derive a docu-
ment representation. The latter applies an LSTM
over the word embeddings in a document to output
a document representation.

2.4 NLP Dataset Downloader

To facilitate setting up experiments, we include
convenience methods to download publicly avail-
able benchmark datasets for a variety of NLP tasks
and read them into data structures for training. For
instance, to download the universal dependency

Dataset Task Language(s)
CoNLL 2000 NP Chunking en
CoNLL 2003 NER dt, es
EIEC NER basque
IMDB Classification en
TREC-6 Classification en
TREC-50 Classification en
Universal Dependencies PoS, Parsing 30 languages
WikiNER NER 9 languages
WNUT-17 NER en

Table 2: Summary of NLP datasets in the downloader.
References: CoNLL 2000 (Sang and Buchholz, 2000),
CoNLL 2003 (Sang and De Meulder, 2003), EIEC (Alegria
et al.), IMDB (Maas et al., 2011), TREC-6 (Voorhees and
Harman, 2000), TREC-50 (Li and Roth, 2002), Universal De-
pendencies (Zeman et al., 2018), WikiNER (Nothman et al.,
2012) and WNUT-17 (Derczynski et al., 2017).

treebank for English, simply execute these lines:

# define dataset
task = NLPTask.UD_English

# load dataset
corpus = NLPTaskDataFetcher.load_corpus(

task)

Internally, the data fetcher checks if the requested
dataset is already present on local disk and if not,
downloads it. The dataset is then read into an ob-
ject of type TaggedCorpus which defines training,
testing and development splits.

Table 2 gives an overview of all datasets that are
currently downloadable. Other datasets, such as
the CoNLL-03 datasets for English and German,
require licences and thus cannot be automatically
downloaded.

2.5 Model Training
To train a downstream task model, FLAIR includes
the ModelTrainer class which implements a host
of mechanisms that are typically applied during
training. This includes features such as mini-
batching, model checkpointing, learning rate an-
nealing schedulers, evaluation methods and log-
ging. This unified training interface is designed to
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Task Dataset Language(s) Variant(s)
4-class NER CoNLL 2003 (Sang and De Meulder, 2003) en, de, nl, es default, fast, multilingual
4-class NER WikiNER (Nothman et al., 2012) fr default
12-class NER Ontonotes (Hovy et al., 2006) en default, fast
NP Chunking CoNLL 2000 (Sang and Buchholz, 2000) en default, fast
Offensive Language Detection GermEval 2018 (Wiegand et al., 2018) de default
PoS tagging Ontonotes (Hovy et al., 2006) en default, fast
Semantic Frame Detection PropBank (Bonial et al., 2014) en default, fast
Sentiment Analysis IMDB (Maas et al., 2011) en default
Universal PoS Universal Dependencies (Zeman et al., 2018) 12 languages multilingual

Table 3: Summary of pre-trained sequence labeling and text classification models currently available. The “default” variant
are single-language models optimized for GPU-systems. The “fast” variant are smaller models optimized for CPU-systems.
The “multilingual” variants are single models that can label text in different languages.

facilitate experimentation with standard learning
parameters.

The ModelTrainer can be applied to
any FLAIR model that implements the
flair.nn.Model interface, such as our se-
quence tagging and text classification classes.
Refer to the online tutorials for examples on
how to train different types of downstream task
models.

2.6 Hyperparameter Selection

To further facilitate training models, FLAIR in-
cludes native support for the HYPEROPT library
which implements a Tree of Parzen Estima-
tors (TPE) approach to hyperparameter optimiza-
tion (Bergstra et al., 2013). Hyperparameter se-
lection is performed against the development data
split by default. This allows users to first run hy-
perparameter selection using the training and de-
velopment data splits, and then evaluate the final
parameters with the held-out testing data.

3 Model Zoo

In addition to providing a framework for embed-
ding text and training models, FLAIR also includes
a model zoo of pre-trained sequence labeling, text
classification and language models. They allow
users to apply pre-trained models to their own text,
or to fine-tune them for their use cases. A list of
currently shipped models is provided in Table 3.

For example, to load and apply the default
named entity recognizer for English, simply ex-
ecute the following lines of code:

# make a sentence
sentence = Sentence('I love Berlin .')

# load the NER tagger
tagger = SequenceTagger.load('ner')

# run NER over sentence
tagger.predict(sentence)

This first checks if the corresponding model is al-
ready available on local disk and if not, downloads
it. Entity tags are then added to the Token objects
in the Sentence. In this specific example, this will
mark up “Berlin” as an entity of type location.

3.1 Model Variants

We distribute different variants of models with
FLAIR (see Table 3). The default variant are
single-language models intended to be run on
GPU, typically using embeddings from language
models with 2048 hidden states. The fast variant
models use computationally less demanding em-
beddings, typically from LMs with 1024 hidden
states, and are suited to be run on CPU setups.

We also include multilingual models for some
tasks. These are “one model, many languages”
models that can predict tags for text in multiple
languages. For instance, Flair includes multilin-
gual part-of-speech tagging models that predict
universal PoS tags for text in 12 languages. See
Akbik et al. (2019a) for an overview of multilin-
gual models and preliminary evaluation numbers.

4 Conclusion and Outlook

We presented FLAIR as a framework designed to
facilitate experimentation with different embed-
ding types, as well as training and distributing se-
quence labeling and text classification models.

Together with the open source community, we
are working to extend the framework along mul-
tiple directions. This includes supporting more
embedding approaches such as transformer em-
beddings (Radford et al., 2018; Dai et al., 2019),
InferSent representations (Conneau et al., 2017)
and LASER embeddings (Artetxe and Schwenk,
2018), and expanding our coverage of NLP
datasets and formats for automatic data fetching.

Current research also focuses on developing
new embedding types, investigating further down-

57



stream tasks and extending the framework to facil-
itate multi-task learning approaches.
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Abstract

Open-domain dialog systems (i.e., chatbots)
are difficult to evaluate. The current best prac-
tice for analyzing and comparing these dialog
systems is the use of human judgments. How-
ever, the lack of standardization in evaluation
procedures, and the fact that model parameters
and code are rarely published hinder system-
atic human evaluation experiments. We intro-
duce a unified framework for human evalua-
tion of chatbots that augments existing tools
and provides a web-based hub for researchers
to share and compare their dialog systems. Re-
searchers can submit their trained models to
the ChatEval web interface and obtain com-
parisons with baselines and prior work. The
evaluation code is open-source to ensure stan-
dardization and transparency. In addition, we
introduce open-source baseline models and
evaluation datasets. ChatEval can be found at
https://chateval.org.

Introduction

Reproducibility and model assessment for open-
domain dialog systems is challenging, as many
small variations in the training setup or evalua-
tion technique can result in significant differences
in perceived model performance (Fokkens et al.,
2013). While reproducibility is problematic for
NLP in general, this is especially true for dia-
log systems due to the lack of automatic met-
rics. In addition, as the field has grown, it has be-
come increasingly fragmented in human evalua-
tion methodologies.

Papers often focus on novel methods, but
insufficient attention is paid to ensuring that
datasets and evaluation remain consistent and re-
producible. For example, while human evalua-
tion of chatbot quality is extremely common, few
papers publish the set of prompts used for this
evaluation, and almost no papers release their
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Figure 1: Flow of information in ChatEval. A re-
searcher submits information about her model, includ-
ing its responses to prompts in a standard evaluation
set. Automatic evaluation as well as human evaluation
are conducted, then the results are posted publicly on
the ChatEval website.

learned model parameters. Because of this, papers
tend to evaluate their methodological improve-
ment against a sequence-to-sequence (Seq2Seq)
baseline (Sutskever et al., 2014) rather than against
each other.

Seq2Seq was first proposed for dialog genera-
tion by Vinyals and Le (2015) in a system they
called the Neural Conversational Model (NCM).
Due to the NCM being closed-source, nearly all
papers compare against their own reimplementa-
tions of the model, which can vary widely in per-
formance. Indeed, we found no model, neither
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among those we trained nor those available on-
line, that matched the performance of the original
NCM, as evaluated by humans.

Another issue is that human evaluation experi-
ments, which are currently the gold standard for
model evaluation, are equally fragmented, with al-
most no two papers by different authors adopting
the same evaluation dataset or experimental pro-
cedure.

To address these concerns, we have built Chat-
Eval, a scientific framework for evaluating chat-
bots. ChatEval consists of two main components:
(1) an open-source codebase for conducting auto-
matic and human evaluation of chatbots in a stan-
dardized way, and (2) a web portal for accessing
model code, trained parameters, and evaluation re-
sults, which grows with participation. In addition,
ChatEval includes newly created and curated eval-
uation datasets with both human annotated and au-
tomated baselines.

Related Work

Competitions such as the Alexa Prize,1 ConvAI2

and WOCHAT,3 rank submitted chatbots by hav-
ing humans converse with them and then rate the
quality of the conversation. However, asking for
absolute assessments of quality yields less dis-
criminative results than soliciting direct compar-
isons of quality. In the dataset introduced for the
ConvAI2 competition, nearly all the proposed al-
gorithms were evaluated to be within one stan-
dard deviation of each other (Zhang et al., 2018).
Therefore, for our human evaluation task, we ask
humans to directly compare the responses of two
models given the previous utterances in the con-
versation.

Both Facebook and Amazon have developed
evaluation systems that allow humans to converse
with (and then rate) a chatbot (Venkatesh et al.,
2018; Miller et al., 2017). Facebook’s ParlAI 4 is
the most comparable system for a unified frame-
work for sharing, training, and evaluating chat-
bots; however, ChatEval is different in that it en-
tirely focuses on the evaluation and warehousing
of models. Our infrastructure takes as input text
files containing model responses and does not re-
quire any code base integration.

1https://developer.amazon.com/
alexaprize

2http://convai.io/
3http://workshop.colips.org/wochat/
4https://parl.ai

RankME5 (Novikova et al., 2018) is an evalua-
tion system for natural language generation. While
RankME could be adapted for chatbot evalua-
tion, this would require significant modification of
the source code. Furthermore, RankME is only a
crowdsourcing framework, which is more narrow
than ChatEval. DialCrowd6 (Lee et al., 2018) is
a tool for the easy creation of human evaluation
tasks for conversational agents. Finally, Kaggle7 is
another important venue for competitions, which
allows for multiple test beds. However, none of
these tools and websites offer a unified solution to
public baselines, evaluation sets, and an integrated
A/B model testing framework.

In many ways, the goal of ChatEval is simi-
lar to Appraise: an Open-Source Toolkit for Man-
ual Evaluation of MT Output (Federmann, 2012).
Just as Appraise is integrated with WMT, ChatE-
val should also be used in shared tasks in dialog
competitions.

The ChatEval Web Interface

The ChatEval web interface consists of four pri-
mary pages. Aside from the overview page, there
is a model submission form, a page for viewing
the profile of any submitted model, and a page for
comparing the responses of multiple models.

Model Submission When researchers submit
their model for evaluation, they are asked to up-
load the model’s responses on at least one of our
evaluation datasets. They also submit a description
of the model which could include a link to paper
or project page. Researchers may also optionally
include a URL to a public code repository and a
URL to download trained model parameters.

After the submission is manually checked, we
use the ChatEval evaluation toolkit to launch eval-
uation on the submitted responses. Two-choice
human evaluation experiments compare the re-
searchers’ model against baselines of their choice.
Automatic evaluation metrics are also computed.
If researchers opt to make their model results pub-
licly accessible, the newly submitted model be-
comes available for future researchers to compare
against.

Model Profile Each submitted model, as well as
each of our baseline models, have a profile page on

5https://github.com/jeknov/RankME
6 https://dialrc.org/dialcrowd.html
7https://www.kaggle.com
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the ChatEval website. The profile consists of the
URLs and description provided by the researcher,
the responses of the model to each prompt in the
evaluation set, and a visualization of the results of
human and automatic evaluation.

Response Comparison To facilitate the qualita-
tive comparison of models, we offer a response
comparison interface where users can see all the
prompts in a particular evaluation set and the re-
sponses generated by each model.

Evaluation Datasets

We propose using the dataset collected by the
dialogue breakdown detection (DBDC) task (Hi-
gashinaka et al., 2017) as a standard benchmark.
The DBDC dataset was created by presenting par-
ticipants with a short paragraph of context and
then asking them to converse with three possible
chatbots: TickTock (Yu et al., 2015), Iris8, and
Conversational Intelligence Challenge9. Partici-
pants knew that they were speaking with a chatbot,
and the conversations reflect this. We randomly se-
lected 200 human utterances from this dataset, af-
ter manually filtering out utterances which were
too ambiguous or short to be easily answerable. As
the DBDC dataset does not contain any human-
human dialog, we collected reference human re-
sponses to each utterance.

For compatibility with prior work, we publish
random subsets of 200 query-response pairs from
the test sets of Twitter and OpenSubtitles. We also
make available the list of 200 prompts used as the
evaluation set by Vinyals and Le (2015) in their
analysis of the NCM’s performance.

We believe that the DBDC dataset best repre-
sents the kind of conversations we would expect
a user to have with a text-based conversational
agent. The datasets used for chatbot evaluation
ought to reflect the goal of the chatbot. For ex-
ample, it only makes sense to evaluate a model
trained on Twitter using a test set derived from
Twitter if the chatbot’s aim is to be skilled at re-
sponding to Tweets. With the DBDC dataset, we
emphasize the goal of engaging in text-based in-
teractions with users who know they are speaking
with a chatbot.

8https://openi.org/solutions/
iris-chatbot/

9http://convai.io/2017/

Overfitting One important feature of ChatEval
is the ease of adding new evaluation datasets. In
order to assure that researchers are not overfit-
ting to any evaluation set, the ChatEval team will
take top performing models and also apply them
to other datasets. New evaluation datasets can be
added upon request from the ChatEval team. We
plan to add both the prompts as well as the model
responses from Baheti et al. (2018) as well as
Li et al. (2019). Finally, we have added the abil-
ity to interact with baseline models using FlowAI
(Wubben, 2018).10

Evaluation Toolkit

The ChatEval evaluation toolkit is used to evalu-
ate submitted models. It consists of an automatic
evaluation and a human evaluation component.

Automatic Evaluation Automatic evaluation
metrics include:

• Lexical diversity (distinct-n), the number of
unique n-grams in the model’s responses di-
vided by the total number of generated to-
kens (Li et al., 2016).

• Average cosine-similarity between the mean
of the word embeddings of a generated re-
sponse and ground-truth response (Liu et al.,
2016).

• Sentence average BLEU-2 score (Liu et al.,
2016).

• Response perplexity, measured using the
likelihood that the model predicts the correct
response (Zhang et al., 2018).11

Our system is easily extensible to support other
evaluation metrics.

Human Evaluation A/B comparison tests con-
sist of showing the evaluator a prompt and two
possible responses from models which are being
compared. The prompt can consist of a single ut-
terance or a series of utterances. The user picks
the better response or specifies a tie. When both
model responses are exactly the same, a tie is auto-
matically recorded. The instructions seen by AMT
workers are shown in Figure 2.

The evaluation prompts are split into blocks
(currently defaulted to 10). Crowd workers are
paid $0.01 per single evaluation. We used three
evaluators per prompt, so, if there are 200

10https://flow.ai/
11This requires the models to be generative and publicly

available code.
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Figure 2: The instructions seen by AMT workers.

prompt/response pairs, we have 600 ratings, and
the net cost of the experiment is $7.20 after fees.
On the submission form, we ask researchers to pay
for the cost of the AMT experiment.

The overall inter-annotator agreement (IAA)
varies depending on the vagueness of the prompt
as well as the similarity of the models. Out of
18 different experiments run, we found that IAA,
as measured by Cohen’s weighted kappa (Cohen,
1968), varies between .2 to .54 if we include tie
choices. The low IAA is similar to the findings of
Yuwono et al. (2018) who also found low inter-
annotator agreement. Unfortunately, there are oc-
casionally bad workers, which we automatically
remove from our results. In order to identify such
workers, we examine the worker against the other
annotators.

For analysis of relative performance between
models in ChatEval, we use item response theory
(IRT) to select prompts as well as test statistical
significance. IRT is the basis for almost all psycho-
metric studies (Embretson and Reise, 2013). We
follow the work of Otani et al. (2016), who used
head-to-head pairwise testing to compare machine
translation systems. However, we further this work
by also examining the discriminative power of
prompts. For instance “my name is david . what
is my name ?” from the NCM evaluation dataset
has been shown to have low discriminative power,

whereas, “tell me something about your parents ?”
is useful to distinguish between the relative perfor-
mance of models.

Availability of Toolkit

We expect it will be common for researchers to
want to test out several of their models privately
before submitting to the public ChatEval website.
The ChatEval evaluation toolkit is available on
Github for anyone to run.12 We provide clear in-
structions for researchers to perform the human
and automatic evaluation on their own with the
toolkit as an alternative to using our web interface.

Availability of the Raw Data

All raw data including AMT evaluations are pub-
licly available at https://s3.amazonaws.
com/chatbot-eval-data/index.html.
For ease of analysis, the data is also available
in a MySQL database hosted on Google Cloud
Engine as well as in JSON file format. A template
analysis script Python Notebook is available in
our repository and also on Google Colab. The
ChatEval dataset is potentially useful for the
creation and evaluation of automatic metrics.

Selection of Baselines

We seek to establish reasonable public baselines
for Seq2Seq-based chatbots. All models trained
by us use the OpenNMT-py (Klein et al., 2017)
Seq2Seq implementation with its default param-
eters: two layers of LSTMs with 512 hidden neu-
rons for the bidirectional encoder and the unidirec-
tional decoder. We trained models on three stan-
dard datasets: OpenSubtitles, SubTle, and Twitter,
and plan to introduce baselines trained on other
datasets.

The number of baseline methods will con-
tinue to grow. We plan to add an information re-
trieval baseline, the hierarchical encoder-decoder
model (Serban et al., 2017), and several other
baselines from ParlAI.

Conclusion and Future Work

ChatEval is a framework for systematic evalua-
tion of chatbots. The ChatEval website provides
a repository of model code and parameters, eval-
uation sets, model comparisons, and a standard

12 https://github.com/chateval/chateval
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human evaluation setup. ChatEval seamlessly al-
lows researchers to make systematic and con-
sistent comparisons of conversational agents. We
hope that future researchers–and the entire field–
will benefit from ChatEval.

Future work includes optional larger evaluation
sets for automatic descriptive metrics, such as lex-
ical diversity (distinct-n), as these methods are of-
ten better suited for larger datasets.

We also plan to extend the ChatEval framework
to further tasks by creating multiple new web-
sites (IREval for information retreval, TaskEval
for task-based chatbot evaluation, and NLGEval
for natural language generation). Each of these
will be specialized with small changes to the com-
mon framework for the different tasks.

Acknowledgements

We would like to thank Marianna Apidianaki
for her helpful feedback on ChatEval and Claire
Daniele for proofreading. We thank Sander
Wubben and Flow.ai for the helpful API and host-
ing our interactive baseline session. Finally, we
thank the anonymous reviewers for their feedback.

This work was partially supported by João
Sedoc’s Microsoft Research Dissertation Grant.
Thank you to all of the workers on Amazon Me-
chanical Turk who contribute to our system.

References
Ashutosh Baheti, Alan Ritter, Jiwei Li, and Bill Dolan.

2018. Generating more interesting responses in
neural conversation models with distributional con-
straints. In Proceedings of the 2018 Conference on
Empirical Methods in Natural Language Process-
ing, pages 3970–3980. Association for Computa-
tional Linguistics.

Jacob Cohen. 1968. Weighted kappa: Nominal scale
agreement provision for scaled disagreement or par-
tial credit. Psychological bulletin, 70(4):213–220.

Susan E. Embretson and Steven P. Reise. 2013. Item
response theory. Psychology Press.

Christian Federmann. 2012. Appraise: An open-source
toolkit for manual evaluation of machine translation
output. The Prague Bulletin of Mathematical Lin-
guistics, 98:25–35.

Antske Fokkens, Marieke Erp, Marten Postma, Ted
Pedersen, Piek Vossen, and Nuno Freire. 2013. Off-
spring from reproduction problems: What replica-
tion failure teaches us. In Proceedings of the 51st

Annual Meeting of the Association for Computa-
tional Linguistics (Volume 1: Long Papers), vol-
ume 1, pages 1691–1701.

Ryuichiro Higashinaka, Kotaro Funakoshi, Michimasa
Inaba, Yuiko Tsunomori, Tetsuro Takahashi, and
Nobuhiro Kaji. 2017. Overview of dialogue break-
down detection challenge 3. Proceedings of Dialog
System Technology Challenge, 6.

Guillaume Klein, Yoon Kim, Yuntian Deng, Jean
Senellart, and Alexander Rush. 2017. Opennmt:
Open-source toolkit for neural machine translation.
In ACL, System Demonstrations, pages 67–72. As-
sociation for Computational Linguistics.

Kyusong Lee, Tiancheng Zhao, Alan W Black, and
Maxine Eskenazi. 2018. Dialcrowd: A toolkit for
easy dialog system assessment. In Proceedings of
the 19th Annual SIGdial Meeting on Discourse and
Dialogue, pages 245–248. Association for Compu-
tational Linguistics.

Jiwei Li, Michel Galley, Chris Brockett, Jianfeng Gao,
and Bill Dolan. 2016. A diversity-promoting ob-
jective function for neural conversation models. In
Proceedings of the 2016 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 110–119, San Diego, California. Association
for Computational Linguistics.

Ziming Li, Julia Kiseleva, and Maarten de Rijke. 2019.
Dialogue generation: From imitation learning to in-
verse reinforcement learning. In Thirty-Third AAAI
Conference on Artificial Intelligence.

Chia-Wei Liu, Ryan Lowe, Iulian Serban, Mike Nose-
worthy, Laurent Charlin, and Joelle Pineau. 2016.
How not to evaluate your dialogue system: An em-
pirical study of unsupervised evaluation metrics for
dialogue response generation. In Proceedings of
the 2016 Conference on Empirical Methods in Natu-
ral Language Processing, pages 2122–2132, Austin,
Texas. Association for Computational Linguistics.

Alexander Miller, Will Feng, Dhruv Batra, Antoine
Bordes, Adam Fisch, Jiasen Lu, Devi Parikh, and
Jason Weston. 2017. Parlai: A dialog research soft-
ware platform. In Proceedings of the 2017 Con-
ference on Empirical Methods in Natural Language
Processing: System Demonstrations, pages 79–84,
Copenhagen, Denmark. Association for Computa-
tional Linguistics.
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Abstract

Neural abstractive text summarization (NATS)
has received a lot of attention in the past few
years from both industry and academia. In this
paper, we introduce an open-source toolkit,
namely LeafNATS, for training and evalua-
tion of different sequence-to-sequence based
models for the NATS task, and for deploy-
ing the pre-trained models to real-world appli-
cations. The toolkit is modularized and ex-
tensible in addition to maintaining competi-
tive performance in the NATS task. A live
news blogging system has also been imple-
mented to demonstrate how these models can
aid blog/news editors by providing them sug-
gestions of headlines and summaries of their
articles.

1 Introduction

Being one of the prominent natural language
generation tasks, neural abstractive text summa-
rization (NATS) has gained a lot of popular-
ity (Rush et al., 2015; See et al., 2017; Paulus
et al., 2017). Different from extractive text sum-
marization (Gambhir and Gupta, 2017; Nallapati
et al., 2017; Verma and Lee, 2017), NATS re-
lies on modern deep learning models, particularly
sequence-to-sequence (Seq2Seq) models, to gen-
erate words from a vocabulary based on the rep-
resentations/features of source documents (Rush
et al., 2015; Nallapati et al., 2016), so that it has
the ability to generate high-quality summaries that
are verbally innovative and can also easily in-
corporate external knowledge (See et al., 2017).
Many NATS models have achieved better perfor-
mance in terms of the commonly used evalua-
tion measures (such as ROUGE (Lin, 2004) score)
compared to extractive text summarization ap-
proaches (Paulus et al., 2017; Celikyilmaz et al.,
2018; Gehrmann et al., 2018).

We recently provided a comprehensive survey
of the Seq2Seq models (Shi et al., 2018), includ-
ing their network structures, parameter inference
methods, and decoding/generation approaches, for
the task of abstractive text summarization. A va-
riety of NATS models share many common prop-
erties and some of the key techniques are widely
used to produce well-formed and human-readable
summaries that are inferred from source articles,
such as encoder-decoder framework (Sutskever
et al., 2014), word embeddings (Mikolov et al.,
2013), attention mechanism (Bahdanau et al.,
2014), pointing mechanism (Vinyals et al., 2015)
and beam-search algorithm (Rush et al., 2015).
Many of these features have also found applica-
tions in other language generation tasks, such as
machine translation (Bahdanau et al., 2014) and
dialog systems (Serban et al., 2016). In addition,
other techniques that can also be shared across
different tasks include training strategies (Good-
fellow et al., 2014; Keneshloo et al., 2018; Ran-
zato et al., 2015), data pre-processing, results post-
processing and model evaluation. Therefore, hav-
ing an open-source toolbox that modularizes dif-
ferent network components and unifies the learn-
ing framework for each training strategy can ben-
efit researchers in language generation from var-
ious aspects, including efficiently implementing
new models and generalizing existing models to
different tasks.

In the past few years, different toolkits have
been developed to achieve this goal. Some of
them were designed specifically for a single task,
such as ParlAI (Miller et al., 2017) for dialog re-
search, and some have been further extended to
other tasks. For example, OpenNMT (Klein et al.,
2017) and XNMT (Neubig et al., 2018) are pri-
marily for neural machine translation (NMT), but
have been applied to other areas. The bottom-up
attention model (Gehrmann et al., 2018), which
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has achieved state-of-the-art performance for ab-
stractive text summarization, is implemented in
OpenNMT. There are also several other general
purpose language generation packages, such as
Texar (Hu et al., 2018). Compared with these
toolkits, LeafNATS is specifically designed for
NATS research, but can also be adapted to other
tasks. In this toolkit, we implement an end-to-
end training framework that can minimize the ef-
fort in writing codes for training/evaluation proce-
dures, so that users can focus on building models
and pipelines. This framework also makes it easier
for the users to transfer pre-trained parameters of
user-specified modules to newly built models.

In addition to the learning framework, we have
also developed a web application, which is driven
by databases, web services and NATS models, to
show a demo of deploying a new NATS idea to a
real-life application using LeafNATS. Such an ap-
plication can help front-end users (e.g., blog/news
authors and editors) by providing suggestions of
headlines and summaries for their articles.

The rest of this paper is organized as follows:
Section 2 introduces the structure and design of
LeafNATS learning framework. In Section 3, we
describe the architecture of the live system demo.
Based on the request of the system, we propose
and implement a new model using LeafNATS for
headline and summary generation. We conclude
this paper in Section 4.

2 LeafNATS Toolkit1

In this section, we introduce the structure and de-
sign of LeafNATS toolkit, which is built upon
the lower level deep learning platform – Py-
torch (Paszke et al., 2017). As shown in Fig. 1,
it consists of four main components, i.e., engines,
modules, data and tools and playground.

Engines: In LeafNATS, an engine represents
a training algorithm. For example, end-to-end
training (See et al., 2017) and adversarial train-
ing (Goodfellow et al., 2014) are two different
training frameworks. Therefore, we need to de-
velop two different engines for them.

Specifically for LeafNATS, we implement a
task-independent end-to-end training engine for
NATS, but it can also be adapted to other NLP
tasks, such as NMT, question-answering, senti-
ment classification, etc. The engine uses ab-
stract data, models, pipelines, and loss functions

1https://github.com/tshi04/LeafNATS

Figure 1: The framework of LeafNATS toolkit.

to build procedures of training, validation, test-
ing/evaluation and application, respectively, so
that they can be completely reused when imple-
menting a new model. For example, these proce-
dures include saving/loading check-point files dur-
ing training, selecting N-best models during val-
idation, and using the best model for generation
during testing, etc. Another feature of this engine
is that it allows users to specify part of a neural
network to train and reuse parameters from other
models, which is convenient for transfer learning.

Modules: Modules are the basic building
blocks of different models. In LeafNATS, we
provide ready-to-use modules for constructing re-
current neural network (RNN)-based sequence-
to-sequence (Seq2Seq) models for NATS, e.g.,
pointer-generator network (See et al., 2017).
These modules include embedder, RNN encoder,
attention (Luong et al., 2015), temporal atten-
tion (Nallapati et al., 2016), attention on decoder
(Paulus et al., 2017) and others. We also use these
basic modules to assemble a pointer-generator de-
coder module and the corresponding beam search
algorithms. The embedder can also be used
to realize the embedding-weights sharing mecha-
nism (Paulus et al., 2017).

Data and Tools: Different models in Leaf-
NATS are tested on three datasets (see Table 1),
namely, CNN/Daily Mail (CNN/DM) (Hermann
et al., 2015), Newsroom (Grusky et al., 2018) and
Bytecup2. The pre-processed CNN/DM data is
available online3. Here, we provide tools to pre-
process the last two datasets. Data modules are
used to prepare the input data for mini-batch opti-
mization.

Playground: With the engine and modules, we
can develop different models by just assembling

2https://biendata.com/competition/
bytecup2018/

3https://github.com/JafferWilson/
Process-Data-of-CNN-DailyMail
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Dataset Train Validation Test
CNN/DM 287,227 13,368 11,490
Newsroom 992,985 108,612 108,655

Bytecup 892,734 111,592 111,592

Table 1: Basic statistics of the datasets used.

these modules and building pipelines in play-
ground. We re-implement different models in the
NATS toolkit (Shi et al., 2018) to this framework.
The performance (ROUGE scores (Lin, 2004)) of
the pointer-generator model on different datasets
has been reported in Table 2, where we find that
most of the results are better than our previous im-
plementations (Shi et al., 2018) due to some minor
changes to the neural network.

Dataset Model R-1 R-2 R-L
Newsroom-S Pointer-Generator 39.91 28.38 36.87
Newsroom-H Pointer-Generator 27.11 12.48 25.47

CNN/DM
Pointer-Generator 37.02 15.97 34.18

+coverage 39.26 17.21 36.16
Bytecup Pointer-Generator 40.50 24.57 37.63

Table 2: Performance of our implemented pointer-
generator network on different datasets. Newsroom-
S and -H represent Newsroom summary and headline
datasets, respectively.

3 A Live System Demonstration4

In this section, we present a real-world web appli-
cation of the abstractive text summarization mod-
els, which can help front-end users to write head-
lines and summaries for their articles/posts. We
will first discuss the architecture of the system, and
then, provide more details of the front-end design
and a new model built by LeafNATS that makes
automatic summarization and headline generation
possible.

3.1 Architecture

This is a news/blog website, which allows people
to read, duplicate, edit, post, delete and comment
articles. It is driven by web-services, databases
and our NATS models. This web application is
developed with PHP, HTML/CSS, and jQuery fol-
lowing the concept of Model-View-Controller (see
Fig. 2).

In this framework, when people interact with
the front-end views, they send HTML requests to
controllers that can manipulate models. Then, the
views will be changed with the updated informa-
tion. For example, in NATS, we first write an ar-
ticle in a text-area. Then, this article along with

4http://dmkdt3.cs.vt.edu/leafNATS

Figure 2: The architecture of the live system.

the summarization request will be sent to the con-
troller via jQuery Ajax call. The controller com-
municates with our NATS models asynchronously
via JSON format data. Finally, generated head-
lines and summaries are shown in the view.

3.2 Design of Frontend
Fig. 4 presents the front-end design of our web
application for creating a new post, where labels
represent the sequence of actions. In this website,
an author can first click on “New Post” (step 1)
to bring a new post view. Then, he/she can write
content of an article in the corresponding text-area
(step 2) without specifying it’s headline and high-
lights, i.e., summary. By clicking “NATS” but-
ton (step 3) and waiting for a few seconds, he/she
will see the generated headlines and highlights for
the article in a new tab on the right hand side
of the screen. Here, each of the buttons in gray
color denotes the resource of the training data. For
example, “Bytecup” means the model is trained
with Bytecup headline generation dataset. The
tokenized article content is shown in the bottom.
Apart from plain-text headlines and highlights, our
system also enables users to get a visual under-
standing of how each word is generated via at-
tention weights (Luong et al., 2015). When plac-
ing the mouse tracker (step 4) on any token in the
headlines or highlights, related content in the ar-
ticle will be labeled with red color. If the author
would like to use one of the suggestions, he/she
can click on the gray button (step 5) to add it to
the text-area on the left hand side and edit it. Fi-
nally, he/she can click “Post” (step 6) to post the
article.

3.3 The Proposed Model
As shown in the Fig. 3, our system can suggest
to the users two headlines (based on Newsroom
headline and Bytecup datasets) and summaries
(based on Newsroom summary and CNN/DM
datasets). They are treated as four tasks in this
section. To achieve this goal, we use the mod-
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Figure 3: Front-end design of the live demonstration of our system.

Figure 4: Overview of the model used to generate head-
lines and summaries.

ules provided in LeafNATS toolkit to assemble a
new model (see Fig. 4), which has a shared embed-
ding layer, a shared encoder layer, a task specific
encoder-decoder (Bi-LSTM encoder and pointer-
generator decoder) layer and a shared output layer.

To train this model, we first build a multi-task
learning pipeline for Newsroom dataset to learn
parameters for the modules that are colored in or-
ange in Fig. 4, because (1) articles in this dataset
have both headlines and highlights, (2) the size of
the dataset is large, and (3) the articles come from
a variety of news agents. Then, we build a trans-
fer learning pipeline for CNN/Daily and Byte-
cup dataset, and learn the parameters for modules
labeled with blue and green color, respectively.
With LeafNATS, we can accomplish this work ef-
ficiently.

The performance of the proposed model on the

Dataset Model R-1 R-2 R-L
Newsroom-S multi-task 39.85 28.37 36.91
Newsroom-H multi-task 28.31 13.40 26.64

CNN/DM
transfer 35.55 15.19 33.00

+coverage 38.49 16.78 35.68
Bytecup transfer 40.92 24.51 38.01

Table 3: Performance of our model.

corresponding testing sets are shown in Table 3.
From the table, we observe that our model per-
forms better in headline generation tasks. How-
ever, the ROUGE scores in summarization tasks
are lower than the models without sharing embed-
ding, encoder and output layers. It should be noted
that by sharing the parameters, this model requires
less than 20 million parameters to achieve such
performance.

4 Conclusion

In this paper, we have introduced a LeafNATS
toolkit for building, training, testing/evaluating,
and deploying NATS models, as well as a live
news blogging system to demonstrate how the
NATS models can make the work of writing head-
lines and summaries for news articles more effi-
cient. An extensive set of experiments on differ-
ent benchmark datasets has demonstrated the ef-
fectiveness of our implementations. The newly
proposed model for this system has achieved com-
petitive results with fewer number of parameters.
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Abstract
We demonstrate an end-to-end question an-
swering system that integrates BERT with
the open-source Anserini information retrieval
toolkit. In contrast to most question answer-
ing and reading comprehension models today,
which operate over small amounts of input
text, our system integrates best practices from
IR with a BERT-based reader to identify an-
swers from a large corpus of Wikipedia arti-
cles in an end-to-end fashion. We report large
improvements over previous results on a stan-
dard benchmark test collection, showing that
fine-tuning pretrained BERT with SQuAD is
sufficient to achieve high accuracy in identify-
ing answer spans.

1 Introduction

BERT (Devlin et al., 2018), the latest refinement
of a series of neural models that make heavy use
of pretraining (Peters et al., 2018; Radford et al.,
2018), has led to impressive gains in many natural
language processing tasks, ranging from sentence
classification to question answering to sequence
labeling. Most relevant to our task, Nogueira
and Cho (2019) showed impressive gains in us-
ing BERT for query-based passage reranking. In
this demonstration, we integrate BERT with the
open-source Anserini IR toolkit to create BERT-
serini, an end-to-end open-domain question an-
swering (QA) system.

Unlike most QA or reading comprehension
models, which are best described as rerankers or
extractors since they assume as input relatively
small amounts of text (an article, top k sentences
or passages, etc.), our system operates directly on
a large corpus of Wikipedia articles. We integrate
best practices from the information retrieval com-
munity with BERT to produce an end-to-end sys-
tem, and experiments on a standard benchmark

∗ equal contribution

test collection show large improvements over pre-
vious work. Our results show that fine-tuning
pretrained BERT with SQuAD (Rajpurkar et al.,
2016) is sufficient to achieve high accuracy in
identifying answer spans. The simplicity of this
design is one major feature of our architecture. We
have deployed BERTserini as a chatbot that users
can interact with on diverse platforms, from lap-
tops to mobile phones.

2 Background and Related Work

While the origins of question answering date back
to the 1960s, the modern formulation can be traced
to the Text Retrieval Conferences (TRECs) in the
late 1990s (Voorhees and Tice, 1999). With roots
in information retrieval, it was generally envi-
sioned that a QA system would comprise pipeline
stages that select increasingly finer-grained seg-
ments of text (Tellex et al., 2003): document re-
trieval to identify relevant documents from a large
corpus, followed by passage ranking to identify
text segments that contain answers, and finally an-
swer extraction to identify the answer spans.

As NLP researchers became increasingly in-
terested in QA, they placed greater emphasis
on the later stages of the pipeline to emphasize
various aspects of linguistic analysis. Informa-
tion retrieval techniques receded into the back-
ground and became altogether ignored. Most pop-
ular QA benchmark datasets today—for example,
TrecQA (Yao et al., 2013), WikiQA (Yang et al.,
2015), and MSMARCO (Bajaj et al., 2016)—are
best characterized as answer selection tasks. That
is, the system is given the question as well as a
candidate list of sentences to choose from. Of
course, those candidates have to come from some-
where, but their source lies outside the problem
formulation. Similarly, reading comprehension
datasets such as SQuAD (Rajpurkar et al., 2016)
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eschew retrieval entirely, since there is only a sin-
gle document from which to extract answers.

In contrast, what we refer to as “end-to-end”
question answering begins with a large corpus of
documents. Since it is impractical to apply in-
ference exhaustively to all documents in a cor-
pus with current models (mostly based on neural
networks), this formulation necessarily requires
some type of term-based retrieval technique to
restrict the input text under consideration—and
hence an architecture quite like the pipelined sys-
tems from over a decade ago. Recently, there has
been a resurgence of interest in this task, the most
notable of which is Dr.QA (Chen et al., 2017).
Other recent papers have examined the role of re-
trieval in this end-to-end formulation (Wang et al.,
2017; Kratzwald and Feuerriegel, 2018; Lee et al.,
2018), some of which have, in essence, rediscov-
ered ideas from the late 1990s and early 2000s.

For a wide range of applications, researchers
have recently demonstrated the effectiveness of
neural models that have been pretrained on a lan-
guage modeling task (Peters et al., 2018; Rad-
ford et al., 2018); BERT (Devlin et al., 2018)
is the latest refinement of this idea. Our work
tackles end-to-end question answering by combin-
ing BERT with Anserini, an IR toolkit built on
top of the popular open-source Lucene search en-
gine. Anserini (Yang et al., 2017, 2018) repre-
sents recent efforts by researchers to bring aca-
demic IR into better alignment with the practice
of building real-world search applications, where
Lucene has become the de facto platform used in
industry. Through an emphasis on rigorous soft-
ware engineering and regression testing for repli-
cability, Anserini codifies IR best practices to-
day. Recently, Lin (2018) showed that a well-
tuned Anserini implementation of a query expan-
sion model proposed over a decade ago still beats
two recent neural models for document ranking.
Thus, BERT and Anserini represent solid founda-
tions on which to build an end-to-end question an-
swering system.

3 System Architecture

The architecture of BERTserini is shown in Fig-
ure 1 and is comprised of two main modules, the
Anserini retriever and the BERT reader. The re-
triever is responsible for selecting segments of text
that contain the answer, which is then passed to
the reader to identify an answer span. To facilitate

Anserini Retriever

Inverted
Index

Question

top k segments

AnswerFine-tuned
BERT +

BERT Reader

segment score

span
score

Pretrained 
BERT

Indexing Fine-tuning on SQuAD

Figure 1: Architecture of BERTserini.

comparisons to previous work, we use the same
Wikipedia corpus described in Chen et al. (2017)
(from Dec. 2016) comprising 5.08M articles. In
what follows, we describe each module in turn.

3.1 Anserini Retriever

For simplicity, we adopted a single-stage retriever
that directly identifies segments of text from
Wikipedia to pass to the BERT reader—as op-
posed to a multi-stage retriever that first retrieves
documents and then ranks passages within. How-
ever, to increase flexibility, we experimented with
different granularities of text at indexing time:

Article: The 5.08M Wikipedia articles are directly
indexed; that is, an article is the unit of retrieval.

Paragraph: The corpus is pre-segmented into
29.5M paragraphs and indexed, where each para-
graph is treated as a “document” (i.e., the unit of
retrieval).

Sentence: The corpus is pre-segmented into
79.5M sentences and indexed, where each sen-
tence is treated as a “document”.

At inference time, we retrieve k text segments (one
of the above conditions) using the question as a
“bag of words” query. We use a post-v0.3.0 branch
of Anserini,1 with BM25 as the ranking function
(Anserini’s default parameters).

3.2 BERT Reader

Text segments from the retriever are passed to the
BERT reader. We use the model in Devlin et al.
(2018), but with one important difference: to al-
low comparison and aggregation of results from
different segments, we remove the final softmax
layer over different answer spans; cf. (Clark and
Gardner, 2018).

Our BERT reader is based on Google’s refer-
ence implementation2 (TensorFlow 1.12.0). For

1http://anserini.io/
2https://github.com/google-research/bert
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Model EM F1 R

Dr.QA (Chen et al., 2017) 27.1 - 77.8
Dr.QA + Fine-tune 28.4 - -
Dr.QA + Multitask 29.8 - -
R3 (Wang et al., 2017) 29.1 37.5 -
Kratzwald and Feuerriegel (2018) 29.8 - -
Par. R. (Lee et al., 2018) 28.5 - 83.1
Par. R. + Answer Agg. 28.9 - -
Par. R. + Full Agg. 30.2 - -
MINIMAL (Min et al., 2018) 34.7 42.5 64.0

BERTserini (Article, k = 5) 19.1 25.9 63.1
BERTserini (Paragraph, k = 29) 36.6 44.0 75.0
BERTserini (Sentence, k = 78) 34.0 41.0 67.5

BERTserini (Paragraph, k = 100) 38.6 46.1 85.8

Table 1: Results on SQuAD development questions.

training, we begin with the BERT-Base model (un-
cased, 12-layer, 768-hidden, 12-heads, 110M pa-
rameters) and then fine tune the model on the train-
ing set of SQuAD (v1.1). All inputs to the reader
are padded to 384 tokens; the learning rate is set to
3× 10−5 and all other defaults settings are used.

At inference time, for retrieved articles, we ap-
ply the BERT reader paragraph by paragraph. For
retrieved paragraphs, we apply inference over the
entire paragraph. For retrieved sentences, we ap-
ply inference over the entire sentence. In all cases,
the reader selects the best text span and provides a
score. We then combine the reader score with the
retriever score via linear interpolation:

S = (1− µ) · SAnserini + µ · SBERT

where µ ∈ [0, 1] is a hyperparameter. We tune µ
on 1000 randomly-selected question-answer pairs
from the SQuAD training set, considering all val-
ues in tenth increments.

4 Experimental Results

We adopt exactly the same evaluation methodol-
ogy as Chen et al. (2017), which was also used
in subsequent work. Test questions come from
the development set of SQuAD; since our answers
come from different texts, we only evaluate with
respect to the SQuAD answer spans (i.e., the pas-
sage context is ignored). Our evaluation met-
rics are also the same as Chen et al. (2017): ex-
act match (EM) score and F1 score (at the token
level). In addition, we compute recall (R), the frac-
tion of questions for which the correct answer ap-
pears in any retrieved segment; this is what Chen
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Figure 2: Model effectiveness with different numbers
of retrieved paragraphs.

et al. (2017) call the document retrieval results.
Note that this recall is not the same as the token-
level recall component in the F1 score.

Our main results are shown in Table 1, where
we report metrics with different Anserini retrieval
conditions (article, paragraphs, and sentences).
We compare article retrieval at k = 5, paragraph
retrieval at k = 29, and sentence retrieval at
k = 78. The article setting matches the retrieval
condition in Chen et al. (2017). The values of k
for the paragraph and sentence conditions are se-
lected so that the reader considers approximately
the same amount of text: each paragraph contains
2.7 sentences on average, and each article contains
5.8 paragraphs on average. The table also copies
results from previous work for comparison.

We see that article retrieval underperforms para-
graph retrieval by a large margin: the reason, we
believe, is that articles are long and contain many
non-relevant sentences that serve as distractors
to the BERT reader. Sentences perform reason-
ably but not as well as paragraphs because they
often lack the context for the reader to identify
the answer span. Paragraphs seem to represent a
“sweet spot”, yielding a large improvement in ex-
act match score over previous results.

Our next experiment examined the effects of
varying k, the number of text segments consid-
ered by the BERT reader. Here, we focus only
on the paragraph condition, with µ = 0.5 (the
value learned via cross validation). Figure 2 plots
three metrics with respect to k: recall, top k ex-
act match, and top exact match. Recall measures
the fraction of questions for which the correct an-
swer appears in any retrieved segment, exactly as
in Table 1. Top k exact match represents a lenient
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condition where the system receives credit for a
correctly-identified span in any retrieved segment.
Finally, top exact match is evaluated with respect
to the top-scoring span, comparable to the results
reported in Table 1. Scores for the paragraph con-
dition at k = 100 are also reported in the table:
we note that the exact match score is substantially
higher than the previously-published best result
that we are aware of.

We see that, as expected, scores increase with
larger k values. However, the top exact match
score doesn’t appear to increase much after around
k = 10. The top k exact match score continues
growing a bit longer but also reaches saturation.
Recall appears to continue increasing all the way
up to k = 100, albeit more slowly as k increases.
This means that the BERT reader is unable to take
advantage of these additional answer passages that
appear in the candidate pool.

These curves also provide a failure analysis:
The top recall curve (in blue) represents the up-
per bound with the current Anserini retriever. At
k = 100, it is able to return at least one relevant
paragraph around 86% of the time, and thus we
can conclude that passage retrieval does not ap-
pear to be the bottleneck in overall effectiveness
in the current implementation.

The gap between the top blue recall curve and
the top k exact match curve (in red) quantifies
the room for improvement with the BERT reader;
these represent cases in which the reader did not
identify the correct answer in any paragraph. Fi-
nally, the gap between the red curve and the bot-
tom top exact match curve (in purple) represents
cases where BERT did identify the correct an-
swer, but not as the top-scoring span. This gap
can be characterized as failures in scoring or score
aggregation, and it seems to be the biggest area
for improvement—suggesting that our current ap-
proach (weighted interpolation between the BERT
and Anserini scores) is insufficient. We are explor-
ing reranking models that are capable of integrat-
ing more relevance signals.

One final caveat: this error analysis is based on
the SQuAD ground truth. Although our answers
might not match the SQuAD answer spans, they
may nevertheless be acceptable (for example, dif-
ferent answers to time-dependent questions). In
future work we plan on manually examining a
sample of the errors to produce a more accurate
classification of the failures.

Figure 3: A screenshot of BERTserini in RSVP.ai’s
chatbot interface. These samples from SQuAD illus-
trate the range of questions that the system can answer.

5 Demonstration

We have deployed BERTserini as a chatbot that
users can interact with in two different ways: a
Slackbot and RSVP.ai’s intelligent platform that
allows businesses to construct natural dialogue
services easily and quickly. However, both use
the same backend services. A screenshot of the
RSVP.ai chat platform is shown in Figure 3. The
current interface uses the paragraph indexing con-
dition, but we return only the sentence containing
the answer identified by the BERT reader. The
answer span is highlighted in the response (Lin
et al., 2003). In the screenshot we can see the di-
versity of questions that BERTserini can handle—
different types of named entities as well as queries
whose answers are not noun phrases.

One important consideration in an operational
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system is the latency of the responses. Informed
by the analysis in Figure 2, in our demonstration
system we set k = 10 under the paragraph con-
dition. While this does not give us the maximum
possible accuracy, it represents a good cost/quality
tradeoff. To quantify processing time, we ran-
domly selected 100 questions from SQuAD and
recorded average latencies; measurements were
taken on a machine with an Intel Xeon E5-2620
v4 CPU (2.10GHz) and a Tesla P40 GPU. Anserini
retrieval (on the CPU) averages 0.5s per question,
while BERT processing time (on the GPU) aver-
ages 0.18s per question.

6 Conclusion

We introduce BERTserini, our end-to-end open-
domain question answering system that integrates
BERT and the Anserini IR toolkit. With a sim-
ple two-stage pipeline architecture, we are able
to achieve large improvements over previous sys-
tems. Error analysis points to room for improve-
ment in retrieval, answer extraction, and answer
aggregation—all of which represent ongoing ef-
forts. In addition, we are also interested in expand-
ing the multilingual capabilities of our system.
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Abstract

We present FAKTA which is a unified frame-
work that integrates various components of
a fact checking process: document retrieval
from media sources with various types of reli-
ability, stance detection of documents with re-
spect to given claims, evidence extraction, and
linguistic analysis. FAKTA predicts the factu-
ality of given claims and provides evidence at
the document and sentence level to explain its
predictions.

1 Introduction

With the rapid increase of fake news in social me-
dia and its negative influence on people and pub-
lic opinion (Mihaylov et al., 2015; Mihaylov and
Nakov, 2016; Vosoughi et al., 2018), various orga-
nizations are now performing manual fact check-
ing on suspicious claims. However, manual fact-
checking is a time consuming and challenging pro-
cess. As an alternative, researchers are investigat-
ing automatic fact checking which is a multi-step
process and involves: (i) retrieving potentially rele-
vant documents for a given claim (Mihaylova et al.,
2018; Karadzhov et al., 2017), (ii) checking the reli-
ability of the media sources from which documents
are retrieved, (iii) predicting the stance of each doc-
ument with respect to the claim (Mohtarami et al.,
2018; Xu et al., 2018), and finally (iv) predicting
factuality of given claims (Mihaylova et al., 2018).
While previous works separately investigated in-
dividual components of the fact checking process,
in this work, we present a unified framework ti-
tled FAKTA that integrates these components to
not only predict the factuality of given claims, but
also provide evidence at the document and sentence
level to explain its predictions. To the best of our
knowledge, FAKTA is the only system that offers
such a capability.

2 FAKTA

Figure 1 illustrates the general architecture of
FAKTA. The system is accessible via a Web
browser and has two sides: client and server. When
a user at the client side submits a textual claim for
fact checking, the server handles the request by first
passing it into the document retrieval component
to retrieve a list of top-K relevant documents (see
Section 2.1) from four types of sources: Wikipedia,
highly-reliable, mixed reliability and low reliabil-
ity mainstream media (see Section 2.2). The re-
trieved documents are passed to the re-ranking
model to refine the retrieval result (see Section 2.1).
Then, the stance detection component detects the
stance/perspective of each relevant document with
respect to the claim, typically modeled using la-
bels such as agree, disagree and discuss. This
component further provides rationales at the sen-
tence level for explaining model predictions (see
Section 2.3). Each document is also passed to the
linguistic analysis component to analyze the lan-
guage of the document using different linguistic
lexicons (see Section 2.4). Finally, the aggregation
component combines the predictions of stance de-
tection for all the relevant documents and makes a
final decision about the factuality of the claim (see
Section 2.5). We describe the components below.

2.1 Document Retrieval & Re-ranking Model

We first convert an input claim to a query by only
considering its verbs, nouns and adjectives (Pot-
thast et al., 2013). Furthermore, claims often con-
tain named entities (e.g., names of persons and
organizations). We use the NLTK package to iden-
tify named entities in claims, and augment the ini-
tial query with all named entities from the claim’s
text. Ultimately, we generate queries of 5–10 to-
kens, which we execute against a search engine. If
the search engine does not retrieve any results for
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Figure 1: The architecture of our FAKTA system.

the query, we iteratively relax the query by drop-
ping the final tokens one at a time. We also use
Apache Lucene1 to index and retrieve relevant doc-
uments from the 2017 Wikipedia dump (see our
experiments in Section 3). Furthermore, we use
the Google API2 to search across three pre-defined
lists of media sources based on their factuality and
reliability as explained in Section 2.2. Finally, the
re-ranking model of Lee et al. (2018) is applied to
select the top-K relevant documents. This model
uses all the POS tags in a claim that carry high
discriminating power (NN, NNS, NNP, NNPS, JJ,
CD) as keywords. The re-ranking model is defined
as follows:

frank =
|match|
|claim| ×

|match|
|title| × scoreinit, (1)

where |claim|, |title|, and |match| are the counts
of such POS tags in the claim, title of a document,
both claim and title respectively, and scoreinit is
the initial ranking score computed by Lucene or
ranking from Google API.

2.2 Sources
While current search engines (e.g., Google, Bing,
Yahoo) retrieve relevant documents for a given
query from any media source, we retrieve relevant
documents from four types of sources: Wikipedia,
and high, mixed and low factual media. Journal-
ists often spend considerable time verifying the
reliability of their information sources (Popat et al.,
2017; Nguyen et al., 2018), and some fact-checking
organizations have been producing lists of unreli-
able online news sources specified by their journal-
ists. FAKTA utilizes information about news me-
dia listed on the Media Bias/Fact Check (MBFC)
website3, which contains manual annotations and

1https://lucene.apache.org
2https://developers.google.com/

custom-search
3https://mediabiasfactcheck.com

analysis of the factuality of 2, 500 news websites.
Our list from MBFC includes 1, 300 websites an-
notated by journalists as high or very high, 700
websites annotated as low and low-questionable,
and 500 websites annotated as mixed (i.e., contain-
ing both factually true and false information). Our
document retrieval component retrieves documents
from these three types of media sources (i.e., high,
mixed and low) along with Wikipedia that mostly
contains factually-true information.

2.3 Stance Detection & Evidence Extraction

In this work, we use our best model presented
in (Xu et al., 2018) for stance detection. To the
best of our knowledge, this model is the current
state-of-the-art system on the Fake News Chal-
lenge (FNC) dataset.4 Our model combines Bag
of Words (BOW) and Convolutional Neural Net-
works (CNNs) in a two-level hierarchy scheme,
where the first level predicts whether the label
is related or unrelated (see Figure 2, the top-left
pie chart in FAKTA), and then related documents
are passed to the second level to determine their
stances, agree, disagree, and discuss labels (see
Figure 2, the bottom-left pie chart in FAKTA). Our
model is further supplemented with an adversarial
domain adaptation technique which helps it over-
come the limited size of labeled data when training
through different domains.

To provide rationales for model prediction,
FAKTA further processes each sentence in the doc-
ument with respect to the claim and computes a
stance score for each sentence. The relevant sen-
tences in the document are then highlighted and
color coded with respect to stance labels (see Fig-
ure 2). FAKTA provides the option for re-ordering
these rationales according to a specific stance label.

4http://www.fakenewschallenge.org
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Figure 2: Screenshot of FAKTA for a document retrieved for the claim “ISIS infilitrates the United States.”

2.4 Linguistic Analysis
We analyze the language used in documents using
the following linguistic markers:
—Subjectivity lexicon (Riloff and Wiebe, 2003):
which contains weak and strong subjective terms
(we only consider the strong subjectivity cues),
—Sentiment cues (Liu et al., 2005): which contains
positive and negative sentiment cues, and
—Wiki-bias lexicon (Recasens et al., 2013): which
involves bias cues and controversial words (e.g.,
abortion and execute) extracted from the Neutral
Point of View Wikipedia corpus (Recasens et al.,
2013).

Finally, we compute a score for the document
using these cues according to Equation (2), where
for each lexicon type Li and document Dj , the
frequency of the cues for Li in Dj is normalized
by the total number of words in Dj :

Li(Dj) =

∑
cue∈Li

count(cue,Dj)

∑
wk∈Dj

count(wk, Dj)
(2)

These scores are shown in a radar chart in Fig-
ure 2. Furthermore, FAKTA provides the option
to see a lexicon-specific word cloud of frequent
words in each documents (see Figure 2, the right
side of the radar chart which shows the word cloud
of Sentiment cues in the document).

2.5 Aggregation
Stance Detection and Linguistic Analysis compo-
nents are executed in parallel against all documents

retrieved by our document retrieval component
from each type of sources. All the stance scores
are averaged across these documents, and the ag-
gregated scores are shown for each agree, disagree
and discuss categories at the top of the ranked list
of retrieved documents. Higher agree score indi-
cates the claim is factually true, and higher disagree
score indicates the claim is factually false.

3 Evaluation and Results

We use the Fact Extraction and VERification
(FEVER) dataset (Thorne et al., 2018) to evaluate
our system. In FEVER, each claim is assigned to its
relevant Wikipedia documents with agree/disagree
stances to the claim, and claims are labeled as sup-
ported (SUP, i.e. factually true), refuted (REF, i.e.
factually false), and not enough information (NEI,
i.e., there is not any relevant document for the claim
in Wikipedia). The data includes a total of 145K
claims, with around 80K, 30K and 35K SUP, REF
and NEI labels respectively.

Document Retrieval: Table 1 shows results for
document retrieval. We use various search and
ranking algorithms that measure the similarity be-
tween each input claim as query and Web doc-
uments. Lines 1–11 in the table show the re-
sults when we use Lucene to index and search the
data corpus with the following retrieval models:
BM25 (Robertson et al., 1994) (Line 1), Classic
based on the TF.IDF model (Line 2), and Diver-
gence from Independence (DFI) (Kocabaş et al.,
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Model R@1 R@5 R@10 R@20

1. BM25 28.84 38.66 62.34 70.10
2. Classic 9.14 23.10 31.65 40.70
3. DFI 40.93 66.98 74.84 81.22
4. DFRH3 43.67 71.18 78.32 83.16
5. DFRZ 43.14 71.17 78.60 83.88
6. IBLL 41.86 68.02 75.46 81.13
7. IBSPL 42.27 69.55 77.03 81.99
8. LMDirichlet 39.00 68.86 77.39 83.04
9. LMJelinek0 .05 37.39 59.75 67.58 74.15
10. LMJelinek0 .10 37.30 59.85 67.58 74.44
11. LMJelinek0 .20 37.01 59.60 67.60 74.62

using Query Generation
12. LuceneDFRZ

40.70 68.48 76.21 81.93
13. Google API 56.62 71.92 73.86 74.89

using Re-ranking Model
14. LuceneDFRZ

62.37 78.12 80.84 82.11
15. Google API 57.80 72.10 74.15 74.89

Table 1: Results of document retrieval on FEVER.

2014) (Line 3). We also use Divergence from Inde-
pendence Randomness (DFR) (Amati and Van Ri-
jsbergen, 2002) with different term frequency nor-
malization, such as the normalization provided by
Dirichlet prior (DFRH3) (Line 4) or a Zipfian re-
lation prior (DFRz) (Line 5). We also consider
Information Based (IB) models (Clinchant and
Gaussier, 2010) with Log-logistic (IBLL) (Line 6)
or Smoothed power-law (IBSPL) (Line 7) distribu-
tions. Finally, we consider LMDirichlet (Zhai and
Lafferty, 2001) (Line 8), and LMJelinek (Zhai and
Lafferty, 2001) with different settings for its hyper-
parameter (Lines 9–11). According to the resulting
performance at different ranks {1–20}, we select
the ranking algorithm DFRz (LuceneDFRZ

) as our
retrieval model.

In addition, Lines 12–13 show the results when
claims are converted to queries as explained in Sec-
tion 2.1. The results (Lines 5 and 12) show that
Lucene performance decreases with query genera-
tion. This might be because the resulting queries be-
come more abstract than their corresponding claims
which may introduce some noise to the intended
meaning of claims. However, Lines 14–15 show
that our re-ranking model, explained in Section 2.1,
can improve both Lucene and Google results.

FAKTA Full Pipeline: The complete pipeline
consists of document retrieval and re-ranking
model (Section 2.1), stance detection and rationale
extraction5 (Section 2.3) and aggregation model
(Section 2.5). Table 2 shows the results for the
full pipeline. Lines 1–3 show the results for all
three SUP, REF, and NEI labels (3lbl) and Ran-

5We used Intel AI’s Distiller (Zmora et al., 2018) to com-
press the model.

Model Settings F1(SUP/REF/NEI) F1(Macro) Acc.

1. MLP 3lbl/RS - - 40.63
2. FAKTA L/3lbl/RS 41.33/23.55/44.79 36.56 38.76
3. FAKTA G/3lbl/RS 47.49/43.01/28.17 39.65 41.21
4. FAKTA L/2lbl 58.33/57.71/- 58.02 58.03
5. FAKTA G/2lbl 58.96/59.74/- 59.35 59.35

Table 2: FAKTA full pipeline Results on FEVER.

domly Sampled (RS) documents from Wikipedia
for the NEI label. We label claims as NEI if the
most relevant document retrieved has a retrieval
score less than a threshold, which was determined
by tuning on development data. Line 1 is the multi-
layer perceptron (MLP) model presented in (Riedel
et al., 2017). Lines 2–3 are the results for our sys-
tem when using Lucene (L) and Google API (G)
for document retrieval. The results show that our
system achieves the highest performance on both
F1(Macro) and accuracy (Acc) using Google as re-
trieval engine. We repeat our experiments when
considering only SUP and REF labels (2lbl) and
the results are significantly higher than the results
with 3lbl (Lines 4–5).

4 The System in Action

The current version of FAKTA6 and its short in-
troduction video7 and source code8 are available
online. FAKTA consists of three views:
—The text entry view: to enter a claim to be checked
for factuality.
—Overall result view: includes four lists of retrieved
documents from four factuality types of sources:
Wikipedia, and high-, mixed-, and low-factuality
media (Section 2.2). For each list, the final factu-
ality score for the input claim is shown at the top
of the page (Section 2.5), and the stance detection
score for each document appears beside it.
—Document result view: when selecting a retrieved
document, FAKTA shows the text of the document
and highlights its important sentences according
to their stance scores with respect to the claim.
The stance detection results for the document are
further shown as pie chart at the left side of the
view (Section 2.3), and the linguistic analysis is
shown at the bottom of the view (Section 2.4).

5 Related Work

Automatic fact checking (Xu et al., 2018) cen-
ters on evidence extraction for given claims, re-

6http://fakta.mit.edu
7http://fakta.mit.edu/video
8https://github.com/moinnadeem/fakta
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liability evaluation of media sources (Baly et al.,
2018a), stance detection of documents with respect
to claims (Mohtarami et al., 2018; Xu et al., 2018;
Baly et al., 2018b), and fact checking of claims (Mi-
haylova et al., 2018). These steps correspond to
different Natural Language Processing (NLP) and
Information Retrieval (IR) tasks including informa-
tion extraction and question answering (Shiralkar
et al., 2017). Veracity inference has been mostly ap-
proached as text classification problem and mainly
tackled by developing linguistic, stylistic, and se-
mantic features (Rashkin et al., 2017; Mihaylova
et al., 2018; Nakov et al., 2017), as well as using in-
formation from external sources (Mihaylova et al.,
2018; Karadzhov et al., 2017).

These steps are typically handled in isolation.
For example, previous works (Wang, 2017; OBrien
et al., 2018) proposed algorithms to predict factu-
ality of claims by mainly focusing on only input
claims (i.e., step (iv) and their metadata informa-
tion (e.g., the speaker of the claim). In addition,
recent works on the Fact Extraction and VERifica-
tion (FEVER) (Thorne et al., 2018) has focused on
a specific domain (e.g., Wikipedia).

To the best of our knowledge, there is currently
no end-to-end systems for fact checking which can
search through Wikipedia and mainstream media
sources across the Web to fact check given claims.
To address these gaps, our FAKTA system covers
all fact-checking steps and can search across dif-
ferent sources, predict the factuality of claims, and
present a set of evidence to explain its prediction.

6 Conclusion

We have presented FAKTA–an online system for
automatic end-to-end fact checking of claims.
FAKTA can assist individuals and professional fact-
checkers to check the factuality of claims by pre-
senting relevant documents and rationales as evi-
dence for its predictions. In future work, we plan
to improve FAKTA’s underlying components (e.g.,
stance detection), extend FAKTA to cross-lingual
settings, and incorporate temporal information for
fact checking.
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Stéphane Clinchant and Eric Gaussier. 2010.
Information-based models for ad hoc ir. In
Proceedings of the 33rd International ACM SIGIR
Conference on Research and Development in Infor-
mation Retrieval, SIGIR’10, pages 234–241, New
York, NY, USA. ACM.

Georgi Karadzhov, Preslav Nakov, Lluı́s Màrquez,
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Abstract

In this paper, we introduce iComposer, an in-
teractive web-based songwriting system de-
signed to assist human creators by greatly sim-
plifying music production. iComposer auto-
matically creates melodies to accompany any
given text. It also enables users to generate a
set of lyrics given arbitrary melodies. iCom-
poser is based on three sequence-to-sequence
models, which are used to predict melody,
rhythm, and lyrics, respectively. Songs gener-
ated by iComposer are compared with human-
composed and randomly-generated ones in a
subjective test, the experimental results of
which demonstrate the capability of the pro-
posed system to write pleasing melodies and
meaningful lyrics at a level similar to that of
humans.

1 Introduction

Music is a universal language. There is no human
society that does not, at some point, have a musical
heritage and tradition. Over the past few years,
many computer science researchers have worked
on music information retrieval, focusing on genre
recognition, symbolic melodic similarity, melody
extraction, mood classification, etc.

With respect to computational creativity, tasks
such as automatic music composition or lyrics
generation have been discussed for decades. How-
ever, a relatively new topic—the relationship
between lyrics and melody—remains somewhat
mysterious. It is difficult to explain how music and
spoken words fit together and why the pairing of
these two creates an emotionally compelling ex-
perience; we believe this merits a deeper investi-
gation.

Inspired by work on text-to-image synthesis and
image caption generation, we propose iComposer,
a simple and effective bi-directional songwriting
system that automatically generates melody from
text and vice versa. We believe that iComposer

has value in capturing relationships between lyrics
and melody. Moreover, iComposer makes it pos-
sible for more people, both professional and ama-
teur musicians, to enjoy and benefit from this cre-
ative activity.

An LSTM (long short-term memory) based
model is especially suitable for this task as it is
structured to use historical information to predict
the next value in the sequence. Our architecture
consists of three subnetworks, each of which is a
sequence-to-sequence model. These three subnet-
works generate the pitch, duration, and lyrics for
each note, and jointly learn the structure of Chi-
nese popular music.

Choi, Fazekas, and Sandler (2016) use text-
based LSTM for automatic music composition,
Potash, Romanov, and Rumshisky (2015) demon-
strate the effectiveness of LSTM on rap lyrics gen-
eration, and Watanabe et al. (2018) propose an
RNN-based lyrics language model conditioned on
melodies of Japanese songs. Bao et al. (2018)
propose a sequence-to-sequence neural network
model that composes melody from lyrics. How-
ever, to the best of our knowledge, iComposer
is the first songwriting system that utilizes a
sequence-to-sequence model in generating both
melody and Chinese lyrics that match each other
perfectly.

In addition to self-evaluation, we designed an
experiment to evaluate the quality of the generated
songs. Thirty subjects were asked to subjectively
rate the aesthetic value of 10 selections, a mixture
of original songs and computer-generated songs.
The experimental results indicate that iComposer
composes compelling songs that are quite similar
to those composed by humans, and are much better
than those generated by the baseline method.

2 Methodology

In this section, we briefly introduce our data gath-
ering and pre-processing techniques, and then de-
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scribe the proposed network architecture and pro-
vide a system overview.

2.1 Dataset

For the purpose of this study, music sheets with
vocal lines and their accompanying lyrics are nec-
essary. Moreover, files with a single instrument
corresponding to the melody are favored for bet-
ter performance in the LSTM model. However, as
far as we know there is no such dataset available,
and most state-of-the-art melody extraction tools
are still unsatisfactory.

We collected 1000 Chinese popular music
pieces in MIDI format and extracted feature in-
formation using pretty midi, a Python module
for creating, manipulating, and analyzing MIDI
files (Raffel and Ellis, 2014). Musical notes are
represented by MIDI note numbers from 0 to 127,
where 60 is defined as middle C. Note durations
are represented by numbers in the range from 0.1
to 3.0 seconds.

We then recruited 20 people with at least five
years of experience playing instruments to iso-
late the main melodies from polyphonic music and
align the lyrics to their corresponding notes, as
shown in Figure 1. The dataset consists of approx-
imately 300,000 character-note pairs, of which we
partitioned 80% as the training set and used the
rest for testing. Note that the correspondence be-
tween notes and characters is not always one-to-
one. A single sung character can be composed of
multiple notes (i.e. one-to-many alignment).

Figure 1: Results of character-note alignment . Ev-
ery character is bound to its corresponding note number
and note duration.

2.2 Network Architecture
LSTM networks, introduced by Hochreiter and
Schmidhuber (1997), have been shown effective
for a wide variety of sequence-based tasks, in-
cluding machine translation and speech recogni-
tion. They consist of a chain of memory cells that
store state through multiple time steps to mitigate
the vanishing gradient problem of recurrent neural
networks.

The neural network proposed in this paper is a
sequence-to-sequence model with a single layer
and 100 nodes in both the encoder and decoder
LSTM. Since music and lyrics both can be rep-
resented as a sequence of events, the generating
process can be thought of as estimating the condi-
tional probability

p(y1, ..., yn|x1, ..., xm) =
n∏

t=1

p(yt|v, y1, ..., yt−1)

where x1, . . . , xm is the input sequence, y1, . . . ,
yn is the output sequence, and v is the fixed-
dimensional representation of the input sequence.

All the code for this system was written in
Python using Pytorch as a backend, and was
trained using stochastic gradient descent (batch
size = 4), Adam optimization, and a learning rate
of 0.001. The initial weights were randomly ini-
tialized with a range between -0.1 and 0.1.

2.2.1 Melody Generation
The melody is generated using two sequence-to-
sequence models. The first predicts the note num-
ber, and the second predicts the note duration. As
both models take the same text as input, it makes
no difference which is run first. Once the pitch and
duration of the notes are generated, we synthesize
the data as audio using pretty midi.

2.2.2 Lyrics Generation
In contrast to the melody generation process men-
tioned above, generating lyrics requires only one
sequence-to-sequence model. We first extract note
numbers from the given MIDI file, and then feed a
sequence of pitches into the LSTM encoder. Then
lyrics are automatically generated by the LSTM
decoder.

3 Evaluation

In this section, we illustrate the behavior of the
proposed system with an analysis of some gener-
ated lyrics and melodies. After this, we provide
and discuss details about the subjective test.
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Figure 2: Melody generation model. Take the lyrics –
”I thought that although love...” in Chinese as an exam-
ple.

Figure 3: Lyrics generation model. Take the lyrics – ”I
thought that although love...” in Chinese as an example.

3.1 Analysis
The quality of the generated lyrics can be evalu-
ated based on the variety of words. Here, we fo-
cus on this trait to show our model is learning and
improving in a general sense.

According to our statistics on all the generated
lyrics, only 1154 words are being used in epoch
10. In epoch 50, the variety of words increases to
1386. Finally, in epoch 100, there are 1646 dif-
ferent words in total. As the number of epoch
increases, we could consistently see a noticeable
improvement in lyrics.

Figure 4 presents some examples of generated
lyrics from a certain melody. We can see that many
words are repeated in the sequence in epoch 10.
However, after epochs of training, the variety of
words become greater. In epoch 100, there is no
adjacent repeated words occur.

Figure 4: Lyrics generated from the same melody at
different epochs. (Sentences in the parentheses are the
English translation generated by Google Translation.)

3.2 Subjective Test
Since it is challenging to objectively evaluate the
quality of songs, we evaluate the success of iCom-
poser with experiments conducted using 30 hu-
man participants. All the subjects were college
students aged 18 to 25, as the primary consumers
of popular music are in this age group. In addition,
we required our subjects to have as least five years
of instrument playing or songwriting experience to
ensure the reliability of our survey feedback.

The questionnaire contained 10 question
groups, each with 3 melody clips or 3 sets of
lyrics generated by either humans, iComposer,
or the baseline model. These three types of
songs are arranged in random order, and each
is approximately 15 seconds in length. None of
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the thirty chosen melodies and lyrics appeared
in the training set, and were thus unseen to the
model. In each case, an attempt was made to
find less commonly known songs, so that the
generated melodies and lyrics could be more
fairly compared to the original ones.

For our baseline method, random notes were se-
lected from MIDI note numbers 60–80, as pitch
appears more frequently in this range according
to the note distribution chart of our dataset shown
in Figure 5 . The randomly-generated lyrics were
chosen from 1000 most frequently used words in
the dataset.

Figure 5: Frequency distribution of notes in the dataset

Survey participants were asked to listen to a
mixture of melodies and lyrics generated by hu-
mans, iComposer, and our baseline model. It was
not until the completion of the experiment that
subjects were informed that some selections were
computer-generated. During the experiment, sub-
jects were asked to subjectively rate the melodies
and lyrics from 1 to 10 in terms of the following
standards (larger scores indicate better quality) :

• Melody
How smooth are the melodies?

• Lyrics
How meaningful are the lyrics?

• Overall
How well do the melodies fit with the lyrics?

Table 1: Subjective Test Results
Model Melody Lyrics Overall
baseline 3.12 2.43 3.24
iComposer 6.23 6.38 5.72
human 7.55 6.90 7.69

Table 1 shows the average responses to each
question on the questionnaire mentioned above.
According to the results, iComposer outperforms
the baseline model in all three metrics, indicat-
ing its ability to generate songs in a more natu-
ral way. Moreover, melodies and lyrics generated
by iComposer are rated slightly lower than human
creations, which further suggests its effectiveness
in songwriting. We can also observe from Table
1 that subjects give significantly lower scores to
baseline model on Lyrics metrics. This may be
due to the obvious grammatical errors the model
made that make the rest two look a lot better. In
contrast, an unexpected melody sometimes still
demonstrate an acceptable level of melodic pleas-
antness and singability. Therefore, the gap be-
tween random-generated melody and the one cre-
ated by iComposer is not that huge.

We also provide the average score of every
question groups rated by 30 subjects. As shown
in Figure 6 our model is capable of creating songs
that are close to human creations in most cases.
The model even produces better lyrics in lyrics set
number 1 and 5.

(a) Average score of each melody

(b) Average score of each lyrics segment

Figure 6: Average aesthetic score of 15 melody clips
and 15 sets of lyrics as rated by 30 human participants
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4 Discussion

Our goal in this preliminary study is to build an ar-
tificial artist. The survey feedback illustrates that
iComposer is promising.

Learning the structure of Chinese popular mu-
sic is merely our first attempt: there are still a
multitude of related issues that merit further ex-
ploration. For example, in Chinese the same syl-
lable can be pronounced in four different tones:
high, rising, rising then falling, and falling. There-
fore, we could rate the fluidity of a song tak-
ing into account its conformity between flowing
pitches and tones. Another novel task that inter-
ests us is the distinction between verse and cho-
rus, namely, what particular features distinguish
between verse and chorus. Taking these issues into
account would dramatically improve our current
work.

5 User Interface

iComposer is accessible via a web interface that
allows users either to enter text data or to upload
MIDI files. Once the text or melody has been
given, users click the submit button to automati-
cally compose songs.

Figure 7: A web interface that allows users either to
enter text data or to upload MIDI files.

After submission, users are directed to the mu-
sic player interface. The lyrics shown on the page
scroll down automatically in sync to the music.
The system would play the music and also high-
light the lyrics being sung. If users want to save
the song, iComposer provides the songs in MIDI
format for downloading.

Figure 8: Music player interface. It would play the
music and highlight the lyrics being sung.

Our iComposer interface is accessible at:
http://ckip.iis.sinica.edu.tw/
service/iComposer

The demonstration video is posted on youtube
at: https://www.youtube.com/watch?
v=Gstzqls2f4A

The source code is available at: https://
github.com/hhpslily/iComposer

References
Hangbo Bao, Shaohan Huang, Furu Wei, Lei Cui,

Yu Wu, Chuanqi Tan, Songhao Piao, and Ming
Zhou. 2018. Neural melody composition from
lyrics. In arXiv preprint arXiv:1809.04318.

Keunwoo Choi, George Fazekas, and Mark Sandler.
2016. Text-based lstm networks for automatic music
composition. In Proceedings of the 1st Conference
on Computer Simulation of Musical Creativity.

Sepp Hochreiter and Jürgen Schmidhuber. 1997.
Long short-term memory. Neural Computation,
9(8):1735–1780.

Peter Potash, Alexey Romanov, and Anna Rumshisky.
2015. Ghost-writer: Using an lstm for automatic rap
lyric generation. In Proceedings of the 2015 Con-
ference on Empirical Methods in Natural Language
Processing, pages 1919–1924.

Colin Raffel and Daniel P. W. Ellis. 2014. Intuitive
analysis, creation and manipulation of midi data
with pretty midi. In Proceedings of the 15th In-
ternational Society for Music Information Retrieval
Conference Late Breaking and Demo Papers, pages
84–93.

Kento Watanabe, Yuichiroh Matsubayashi, Satoru
Fukayama, Masataka Goto, Kentaro Inui, and To-
moyasu Nakano. 2018. A melody-conditioned
lyrics language model. In Proceedings of the 2018
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies.

88



Proceedings of NAACL-HLT 2019: Demonstrations, pages 89–97
Minneapolis, Minnesota, June 2 - June 7, 2019. c©2019 Association for Computational Linguistics

Plan, Write, and Revise: an Interactive System
for Open-Domain Story Generation

Seraphina Goldfarb-Tarrant12, Haining Feng1, Nanyun Peng1

1 Information Sciences Institute, University of Southern California
2 University of Washington

serif@uw.edu, haining@usc.edu, npeng@isi.edu

Abstract
Story composition is a challenging problem
for machines and even for humans. We present
a neural narrative generation system that in-
teracts with humans to generate stories. Our
system has different levels of human interac-
tion, which enables us to understand at what
stage of story-writing human collaboration is
most productive, both to improving story qual-
ity and human engagement in the writing pro-
cess. We compare different varieties of in-
teraction in story-writing, story-planning, and
diversity controls under time constraints, and
show that increased types of human collabo-
ration at both planning and writing stages re-
sults in a 10-50% improvement in story qual-
ity as compared to less interactive baselines.
We also show an accompanying increase in
user engagement and satisfaction with stories
as compared to our own less interactive sys-
tems and to previous turn-taking approaches
to interaction. Finally, we find that humans
tasked with collaboratively improving a partic-
ular characteristic of a story are in fact able to
do so, which has implications for future uses
of human-in-the-loop systems.

1 Introduction

Collaborative human-machine story-writing has
had a recent resurgence of attention from the
research community (Roemmele and Swanson.,
2017; Clark and Smith, 2018). It represents a
frontier for AI research; as a research community
we have developed convincing NLP systems for
some generative tasks like machine translation, but
lag behind in creative areas like open-domain sto-
rytelling. Collaborative open-domain storytelling
incorporates human interactivity for one of two
aims: to improve human creativity via the aid of a
machine, or to improve machine quality via the aid
of a human. Previously existing approaches treat
the former aim, and have shown that storytelling
systems are not yet developed enough to help hu-
man writers. We attempt the latter, with the goal

of investigating at what stage human collaboration
is most helpful.

Swanson and Gordon (2009) use an informa-
tion retrieval based system to write by alternating
turns between a human and their system. Clark
and Smith (2018) use a similar turn-taking ap-
proach to interactivity, but employ a neural model
for generation and allow the user to edit the gen-
erated sentence before accepting it. They find that
users prefer a full-sentence collaborative setup (vs.
shorter fragments) but are mixed with regard to
the system-driven approach to interaction. Roem-
mele and Swanson. (2017) experiment with a user-
driven setup, where the machine doesn’t gener-
ate until the user requests it to, and then the user
can edit or delete at will. They leverage user-
acceptance or rejection of suggestions as a tool for
understanding the characteristics of a helpful gen-
eration. All of these systems involve the user in the
story-writing process, but lack user involvement in
the story-planning process, and so they lean on the
user’s ability to knit a coherent overall story to-
gether out of locally related sentences. They also
do not allow a user to control the novelty or “un-
expectedness” of the generations, which Clark and
Smith (2018) find to be a weakness. Nor do they
enable iteration; a user cannot revise earlier sen-
tences and have the system update later genera-
tions. We develop a system1 that allows a user
to interact in all of these ways that were limita-
tions in previous systems; it enables involvement
in planning, editing, iterative revising, and control
of novelty. We conduct experiments to understand
which types of interaction are most effective for
improving stories and for making users satisfied
and engaged.

We have two main interfaces that enable hu-

1The live demo is at http://cwc-story.isi.edu,
with a video at https://youtu.be/-hGd2399dnA.
Code and models are available at https://github.
com/seraphinatarrant/plan-write-revise.
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Storyline 
Planner
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System 1:
Title-to-Story

System 2: 
Plan-and-Write

System 3: 
Plan-and-Revise

Web Interface

Figure 1: Diagram of human-computer interaction me-
diated by the the demo system. The dotted arrows rep-
resent optional interactions that the user can take. De-
pending on the set-up, the user may choose to interact
with one or all story models.

man interaction with the computer. There is cross-
model interaction, where the machine does all the
composition work, and displays three different
versions of a story written by three distinct models
for a human to compare. The user guides genera-
tion by providing a topic for story-writing and by
tweaking decoding parameters to control novelty,
or diversity. The second interface is intra-model
interaction, where a human can select the model to
interact with (potentially after having chosen it via
cross-model), and can collaborate at all stages to
jointly create better stories. The full range of inter-
actions available to a user is: select a model, pro-
vide a topic, change diversity of content, collabo-
rate on the planning for the story, and collaborate
on the story sentences. It is entirely user-driven,
as the users control how much is their own work
and how much is the machine’s at every stage. It
supports revision; a user can modify an earlier part
of a written story or of the story plan at any point,
and observe how this affects later generations.

2 System Description

2.1 System Overview

Figure 1 shows a diagram of the interaction sys-
tem. The dotted arrows represent optional user in-
teractions.

Cross-model mode requires the user to enter a
topic, such as “the not so haunted house”, and can
optionally vary the diversity used in the STORY-
LINE PLANNER or the STORY WRITER. Diversity
numbers correspond directly to softmax tempera-
tures, which we restrict to a reasonable range, de-
termined empirically. The settings are sent to the
STORYLINE PLANNER module, which generates
a storyline for the story in the form of a sequence
of phrases as per the method of Yao et al. (2019).
Everything is then sent to the STORY WRITER,

which will return three stories.

Intra-model mode enables advanced interac-
tions with one story system of the user’s choice.
The STORYLINE PLANNER returns either one sto-
ryline phrase or many, and composes the final sto-
ryline out of the combination of phrases the sys-
tem generated, the user has written, and edits the
user has made. These are sent to the STORY

WRITER, which returns either a single sentence
or a full story as per user’s request. The process
is flexible and iterative. The user can choose how
much or little content they want to provide, edit,
or re-generate, and they can return to any step at
any time until they decide they are done.

Pre-/Post-processing and OOV handling To
enable interactive flexibility, the system must han-
dle open-domain user input. User input is lower-
cased and tokenized to match the model training
data via spaCy2. Model output is naively detok-
enized via Moses (Koehn et al., 2007) based on
feedback from users that this was more natural.
User input OOV handling is done via WordNet
(Miller, 1995) by recursively searching for hyper-
nyms and hyponyms (in that order) until either an
in-vocabulary word is found or until a maximum
distance from the initial word is reached.3 We ad-
ditionally experimented with using cosine similar-
ity to GloVe vectors (Pennington et al., 2014), but
found that to be slower and not qualitatively better
for this domain.

2.2 Web Interface

Figure 2 shows screenshots for both the cross-
model and intra-model modes of interaction. Fig-
ure 2a shows that the cross-model mode makes
clear the differences between different model gen-
erations for the same topic. Figure 2b shows
the variety of interactions a user can take in
intra-model interaction, and is annotated with an
example-in-action. User inserted text is under-
lined in blue, generated text that has been removed
by the user is in grey strike-through. The refresh
symbol marks areas that the user re-generated to
get a different sentence (presumably after being
unhappy with the first result). As can be seen in
this example, minor user involvement can result in
a significantly better story.

2spacy.io
3distance is difference og levels in the WordNet hierarchy,

and was set empirically to 10.
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(a) cross-model interaction, comparing three models
with advanced options to alter the storyline and story
diversities.

(b) intra-model interaction, showing advanced options and an-
notated with user interactions from an example study.

Figure 2: Screenshots of the demo user interface

2.3 Model Design

All models for both the STORYLINE PLANNER

and STORY WRITER modules are conditional lan-
guage models implemented with LSTMs based on
Merity et al. (2018). These are 3-stacked LSTMs
that include weight-dropping, weight-tying, vari-
able length back propagation with learning rate ad-
justment, and Averaged Stochastic Gradient De-
scent (ASGD). They are trained on the ROC
dataset (Mostafazadeh et al., 2016), which after
lowercasing and tokenization has a vocabulary of
38k. Storyline Phrases are extracted as in Yao
et al. (2019) via the RAKE algorithm (Rose et al.,
2010) which results in a slightly smaller Storyline
vocabulary of 31k. The STORYLINE PLANNER

does decoding via sampling to encourage creative
exploration. The STORY WRITER has an option to
use one or all three systems, all of which decode
via beamsearch and are detailed below.

The Title-to-Story system is a baseline, which
generates directly from topic.

The Plan-and-Write system adopts the static
model in Yao et al. (2019) to use the storyline to
supervise story-writing.

Plan-and-Revise is a new system that com-
bines the strengths of Yao et al. (2019) and Holtz-
man et al. (2018). It supplements the Plan-and-
Write model by training two discriminators on the
ROC data and using them to re-rank the LSTM
generations to prefer increased creativity and rel-
evance.4 Thus the decoding objective of this
system becomes fλ(x, y) = log(Plm(y|x)) +∑
k λksk(x, y) where Plm is the conditional lan-

guage model probability of the LSTM, sk is
the discriminator scoring function, and λk is the

4Holtzman et al. (2018) use four discriminators, but based
on ablation testing we determined these two to perform best
on our dataset and for our task.

learned weight of that discriminator. At each
timestep all live beam hypotheses are scored and
re-ranked. Discriminator weights are learnt by
minimizing Mean Squared Error on the difference
between the scores of gold standard and generated
story sentences.

3 Experiments

We experiment with six types of interaction: five
variations created by restricting different capabil-
ities of our system, and a sixth turn-taking base-
line that mimics the interaction of the previous
work (Clark and Smith, 2018; Swanson and Gor-
don, 2009). We choose our experiments to address
the research questions: What type of interaction
is most engaging? Which type results in the best
stories? Can a human tasked with correcting for
certain weaknesses of a model successfully do so?
The variations on interactions that we tested are:

1. Machine only: no human-in-loop.
2. Diversity only: user can compare and select

models but only diversity is modifiable.
3. Storyline only: user collaborates on storyline

but not story.
4. Story only: user collaborates on story but not

storyline.
5. All: user can modify everything.
6. Turn-taking: user and machine take turns

writing a sentence each (user starts). user
can edit the machine-generations, but once
they move on to later sentences, previous sen-
tences are read-only.5

We expand experiment 5 to answer the question
of whether a human-in-the-loop interactive sys-

5This as closely matches the previous work as possible
with our user interface. This model does not use a storyline.
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tem can address specific shortcomings of gener-
ated stories. We identify three types of weak-
nesses common to generation systems – Creativ-
ity, Relevance, and Causal & Temporal Coher-
ence, and conduct experiments where the human is
instructed to focus on improving specifically one
of them. The targeted human improvement areas
intentionally match the Plan-and-Revise discrimi-
nators, so that, if successful, the ”human discrimi-
nator” data can assist in training the machine dis-
criminators. All experiments (save experiment 2,
which lets the user pick between models) use the
Plan-and-Revise system.

3.1 Details
We recruit 30 Mechanical Turk workers per ex-
periment (270 unique workers total) to complete
story writing tasks with the system.6 We con-
strain them to ten minutes of work (five for writ-
ing and five for a survey) and provide them with
a fixed topic to control this factor across exper-
iments. They co-create a story and complete a
questionnaire which asks them to self-report on
their engagement, satisfaction, and perception of
story quality.7 For the additional focused error-
correction experiments, we instruct Turkers to try
to improve the machine-generated stories with re-
gard to the given aspect, under the same time con-
straints. As an incentive, they are given a small
bonus if they are later judged to have succeeded.

We then ask a separate set of Turkers to rate the
stories for overall quality and the three improve-
ment areas. All ratings are on a five-point scale.
We collect two ratings per story, and throw out rat-
ings that disagree by more than 2 points. A total
of 11% of ratings were thrown out, leaving four
metrics across 241 stories for analysis.

4 Results

User Engagement Self-reported scores are rel-
atively high across the board, as can be seen in Ta-
ble 1, with the majority of users in all experiments
saying they would like to use the system again.
The lower scores in the Diversity only and Story-
line only experiments are elucidated by qualitative
comments from users of frustration at the inability
to sufficiently control the generations with influ-
ence over only those tools. Storyline only is low-

6We enforce uniqueness to prevent confounding effects
from varying levels of familiarity with the demo UI

7Text of questionnaire and other Mechanical Turk materi-
als are included in Appendix C

Experiment E Q S Use Again
Diversity only 3.77 2.90 3.27 1.40
Storyline only 4.04 3.36 3.72 1.27
Story only 4.50 3.17 3.60 1.60
All 4.41 3.55 3.76 1.55
All + Creative 4.00 3.27 3.70 1.70
All + Relevant 4.20 3.47 3.83 1.57
All + C-T 4.30 3.77 4.30 1.53
Turn-taking 4.31 3.38 3.66 1.52

Table 1: User self-reported scores, from 1-5. E: En-
tertainment value, Q: Quality of Story, S: Satisfaction
with Story. Note that the final column Use Again is
based on converting “no” to 0, “conditional” to 1, and
“yes” to 2.

Experiment Overall Creative Relevant C-T
Machine 2.34 2.68 2.46 2.54
Diversity only 2.50 2.96 2.75 2.81
Storyline only 3.21 3.27 3.88 3.65
Story only 3.70∗ 4.04∗ 3.96∗ 4.24∗

All 3.54 3.62 3.93∗ 3.83
All + Creative 3.73∗ 3.96∗ 3.98∗ 3.93∗

All + Relevant 3.53∗ 3.52 4.05 3.91∗

All + C-T 3.62∗ 3.88∗ 4.00∗ 3.98∗

Turn-taking 3.55∗ 3.68 4.27∗ 3.81

Table 2: Results for all experiments, from 1-5. Best
scores per metric are bolded, scores not significantly
different (α = 0.1, per Wilcoxon Signed-Rank Test)
are starred. C-T stands for Causal-Temporal Coher-
ence, the + experiments are the extensions where the
user focuses on improving a particular quality.

est for Use Again, which can be explained by the
model behavior when dealing with unlikely story-
line phrases. Usually, the most probable generated
story will contain all storyline phrases (exact or
similar embeddings) in order, but there is no mech-
anism that strictly enforces this. When a storyline
phrase is uncommon, the story model will often ig-
nore it. Many users expressed frustration at the ir-
regularity of their ability to guide the model when
collaborating on the storyline, for this reason.

Users were engaged by collaboration; all ex-
periments received high scores on being entertain-
ing, with the collaborative experiments rated more
highly than Diversity only. The pattern is repeated
for the other scores, with users being more satis-
fied and feeling their stories to be higher quality
for all the more interactive experiments. The Turn-
taking baseline fits into this pattern; users prefer it
more than the less interactive Diversity only and
Storyline only, but often (though not always) less
than the more interactive Story only, All, All+ ex-
periments. Interestingly, user perception of the
quality of their stories does not align well with in-
dependent rankings. Self-reported quality is low
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in the Story only experiment, which contrasts with
it being highest rated independently (as discussed
below). Self-reported scores also suggest that
users judge their stories to be much better when
they have been focusing on causal-temporal coher-
ence, though this focus carries over to a smaller
improvement in independent rankings. While it is
clear that additional interactivity is a good idea,
the disjunct between user perception of their writ-
ing and reader perception under different experi-
ment conditions is worthwhile to consider for fu-
ture interactive systems.

Story Quality As shown in Table 2, human
involvement of any kind under tight constraints
helps story quality across all metrics, with mostly
better results the more collaboration is allowed.
The exception to this trend is Story only collabo-
ration, which performs best or close to best across
the board. This was unexpected; it is possible that
these users benefited from having to learn to con-
trol only one model, instead of both, given the lim-
ited time. It is also possible that being forced to be
reliant on system storylines made these users more
creative.

Turn-taking Baseline The turn-taking baseline
performs comparably in overall quality and rel-
evance to other equally interactive experiments
(Story only, All, All+). It achieves highest scores
in relevance, though the top five systems for rele-
vance are not statistically significantly different. It
is outperformed on creativity and causal-temporal
coherence by the strong Story only variation, as
well as the All, All+ systems. This suggests that
local sentence-level editing is sufficient to keep a
story on topic and to write well, but that creativity
and causal-temporal coherence require some de-
gree of global cohesion that is assisted by iterative
editing. The same observation as to the strength
of Story only over All applies here as well; turn-
taking is the least complex of the interactive sys-
tems, and may have boosted performance from be-
ing simpler since time was constrained and users
used the system only once. Thus a turn-based sys-
tem is a good choice for a scenario where users
use a system infrequently or only once, but the
comparative performance may decrease in future
experiments with more relaxed time constraints or
where users use the system repeatedly.

Targeted Improvements The results within the
All and All + setups confirm that stories can be im-

proved with respect to a particular metric. The di-
agonal of strong scores displays this trend, where
the creativity-focused experiment has high creativ-
ity, etc. An interesting side effect to note is that
focusing on anything tends to produce better sto-
ries, reflected by higher overall ratings. All + Rele-
vance is an exception which does not help creativ-
ity or overall (perhaps because relevance instantly
becomes very high as soon a human is involved),
but apart from that All + experiments are better
across all metrics than All. This could mean a few
things: that when a user improves a story in one
aspect, they improve it along the other axes, or
that users reading stories have trouble rating as-
pects entirely independently.

5 Conclusions and Future Work

We have shown that all levels of human-computer
collaboration improve story quality across all met-
rics, compared to a baseline computer-only story
generation system. We have also shown that flex-
ible interaction, which allows the user to return
to edit earlier text, improves the specific metrics
of creativity and causal-temporal coherence above
previous rigid turn-taking approaches. We find
that, as well as improving story quality, more in-
teraction makes users more engaged and likely to
use the system again. Users tasked with collabo-
rating to improve a specific story quality were able
to do so, as judged by independent readers.

As the demo system has successfully used an
ensemble of collaborative discriminators to im-
prove the same qualities that untrained human
users were able to improve even further, this
suggests promising future research into human-
collaborative stories as training data for new dis-
criminators. It could be used both to strengthen
existing discriminators and to develop novel ones,
since discriminators are extensible to arbitrarily
many story aspects.
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A Demo Video

The three-minute video demonstrating the interac-
tion capabilities of the system can be viewed at
https://youtu.be/-hGd2399dnA. (Same
video as linked in the paper footnote).

B Training and Decoding Parameters

B.1 Decoding

Default diversity (Softmax Temperature) for Sto-
ryline Planner is 0.5, for Story Writer it is None
(as beamsearch is used an thus can have but does
not require a temperature). Beam size for all
Story Writer models is 5. Additionally, Storyline
Phrases are constrained to be unique (unless a user
duplicates them), and Beamsearch is not normal-
ized by length (both choices determined empiri-
cally).

B.2 Training

We follow the parameters used in Yao et al. (2019)
and Merity et al. (2018).

Parameter Storyline Model Story Models
Embedding Dim 500 1000
Hidden Layer Dim 1000 1500
Input Embedding Dropout 0.4 0.2
Hidden Layer Dropout 0.1 01
Batch Size 20 20
BPTT 20 75
Learning Rate 10 10
Vocabulary size 31,382 37,857
Total Model Parameters 32,489,878 80,927,858
Epochs 50 120

Table 3: Training parameters for models used in demo.

C User Study

C.1 Questionnaire

Post Story Generation Questionnaire
How satisfied are you with the final story?
What do you think is the overall quality of the final story?
Was the process entertaining?
Would you use the system again?

Table 4: Questionnaire for user self-reporting, range 1
to 5 (1 low).

C.2 Mechanical Turk Materials

Following are examples of the materials used in
doing Mechanical Turk User Studies. Figure 3 is

an example of the All + Creative focused exper-
iment for story-writing. The instructions per ex-
periment differ across all, but the template is the
same. Figure 4 is the survey for ranking stories
across various metrics. This remains constant save
that story order was shuffled every time to control
for any effects of the order a story was read in.
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Figure 3: Template & Instructions for Writing Stories in the All + Creative experiment.

Instructions

Hello! We are academic researchers studying different methods of story writing.

Please take a few minutes to read the instructions for our website and get used to the interface. It should be quick and will help you get a quality bonus.

The objective is for you to take about five minutes and co­write a story with our system and try to improve the Creativity of the story. Our
system works by generating a storyline, and then a story based on it, and you collaborate with it.

If your final story is judged to have improved Creativity, you will get a bonus.

Note:

We need unique Workers, so you are only allowed to do one of these. Please do not auto­accept the next one.
Only five sentences. Please do collaborate as well ­ if you just write a story yourself we will know and reject the HIT.

This is an example of a story:

bobby and his friends were fascinated by the dark. 
 they dared each other to get close to a haunted house.

 bobby heard a noise coming from the window. 
 he ran to the house to see what it was. 

 it was a scary, scary house.
 

Steps:

1. You will be given a Title
2. Go to our website http://cwc­story.isi.edu:5002/interactive.html (http://cwc­story.isi.edu:5002/interactive.html), enter the title into the text box,
and click Start.

3. Now in the Storyline section you can click Suggest the Next Phrase or enter your own.
4. A storyline phrase is one or more words that help define the content of the corresponding sentence. For example, "apprehensive" or "fun time" or
"charged sentenced prison".

5. Once you have five phrases, you can go to the Story section and click Suggest the Next Sentence, or enter your own
6. In both sections, you can switch between writing and suggesting, and you can delete, make edits to your work or the computer's work, or replace or
re­suggest at any time. Do this as many times as you want.

7. Clear clears the entire storyline or story section.
8. If you want, under the Advanced menu, you can change storyline diversity and story diversity to make the system more creative. After you do,
click Reset, enter the title, and Start again.

9. Take 5 minutes and try to get the best story you can. Change any Advanced options or storyline or story phrases, but keep the same title.
10. When you're done, paste the sentences of your choice into the text box below, and then answer a few questions about your experience. The

questions are required, but you are not judged on your answers, so answer honestly.

Details:

1. storyline diversity and story diversity both control how creative the system will be. Lower numbers mean it is more conservative, or "normal",
and higher numbers mean it is more creative or "experimental". There is some element of randomness, so sometimes you'll get the same result with
different numbers, or a different result with the same numbers.

2. When diversity is > 1, sometimes the generations can become strange (nonsense, or less than 5 sentences/phrases). Just lower the diversity and
try again, or just re­suggest or add your own till it's 5, or edit it and use it as inspiration for your work.

3. Sometimes punctuation or other things come out weird, don't worry about it.
4. If you want the system to do everything for the first round, you can click Generate a Story and it will fill everything out so you can start changing.

Rules:

1. Stories will later be judged, and you will receive a $0.50 bonus if your story is judged as having improved creativity.
2. We do review every HIT, so if you break the rules above or have not actually tried the system, we will reject it.

Title: 

${title}

 

1. Enter the text of your pick for final most Creative story here.
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Figure 4: Template & Instructions for Ranking Stories

Survey Instructions

We are a group of researchers conducting research about storytelling.

In this survey, you will be provided with a title and eight stories about that title. 
 Please compare and rank them according to the given criteria.

1. Please read all the stories carefully, and give a score to each story based on: Relevance, Creativity,
Overall Quality, and Event Coherence (we will explain these).  

2. Multiple stories can receive the same score. However, please do read all the story versions before rating
them and consider them in relation to each other.

3. Briefly explain why you made the decisions you did for each story. Just basic thoughts or bullet points is
fine, but this is required.

4. Don't worry about punctuation and spelling of the stories, those don't matter
5. We do review every HIT response, and will reject it if your answers make no sense and you don't give any
reasoning.

Explanation of metrics:

Relevance: Is the story relevant to the title, i.e. is it on topic?
Creativity: Is the story unusual and interesting, in either vocabulary or content?
Overall Quality: How good do you think the story is?
Event Coherence: Do the things that happen in the story make sense together and are they in the right order? For
example, for the sentences: "the ice cream tasted delicious. she tasted the ice cream" the events make sense, but
are in the wrong order and should get a lower rating. For the sentences: "jim's boss yelled at him. jim had a great
day" the ordering is fine but the events don't go together. Events that go together and are in the right order should
have a higher rating, as in: "jim's boss yelled at him. jim went home exhausted and unhappy."

An Example:

title: haunted house

a)  bobby and his friends were fascinated by the dark.  they dared each other to get close to a haunted house.  bobby
heard a noise coming from the window.  he ran to the house to see what it was.  it was a scary, scary house. 

Relevance      1. terrible         2. bad         3. neutral         4. good          5. great 

Creativity      1. terrible         2. bad         3. neutral         4. good          5. great 

Event Coherence    1. terrible         2. bad         3. neutral         4. good          5. great 

Overall Quality    1. terrible         2. bad         3. neutral         4. good          5. great 

Briefly explain why you made your decisions:

The story was on topic, and made sense, and was good, but the last sentence didn't really 
fit perfectly with earlier events. 
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Abstract

Expert finding is the task of ranking persons
for a predefined topic or search query. Most
approaches to this task are evaluated in a su-
pervised fashion, which depends on predefined
topics of interest as well as gold standard ex-
pert rankings. However, manually ranking ex-
perts can be considered highly subjective and
small variants in rankings are hardly distin-
guishable. Particularly for dynamic systems,
where topics are not predefined but formu-
lated as a search query, we believe a more in-
formative approach is to perform user stud-
ies for directly comparing different methods
in the same view. In order to accomplish this
in a user-friendly way, we present the LT Ex-
pertfinder web application, which is equipped
with various query-based expert finding meth-
ods that can be easily extended, a detailed ex-
pert profile view, detailed evidence in form
of relevant documents and statistics, and an
evaluation component that allows a qualitative
comparison between different rankings.

1 Introduction

Human expertise is one of the noteworthy re-
sources in the world. However, true experts may
be rare and their expertise difficult to quantify due
to multiple continuously changing factors. The
goal of expert finding is to rank people regard-
ing their knowledge about a certain topic, which
is a challenging, yet rewarding task with many
real-world applications. Just to name a few, some
applications might be: Companies may require
highly trained specialists whose consultancies can
be requested for specific problems (Balog et al.,
2006), conference organizers may need to assign
submissions to reviewers which best match their
expertise (Fang and Zhai, 2007), recruiters may
search for talented employees and emerging ex-
perts in a particular field (Serdyukov et al., 2008).

1.1 Problem statement

While it is common to cast approaches to expert
finding in a supervised learning framework, this
requires respective datasets, necessarily limited to
a narrow set of topics. Some of such datasets are:
the enriched versions of DBLP1 provided by the
ArnetMiner project (Tang et al., 2008), used by
e.g. Deng et al. (2008); Yang et al. (2009); Mor-
eira et al. (2011), or the W3C Corpus2 of TREC3,
used by e.g. Balog et al. (2006). Obviously, how-
ever, the subjective nature of attributed expertise
makes expert ranking quality hard to quantify. A
certain value of an evaluation measure based on
gold standard dataset comparison with respect to
supervised or unsupervised system outputs does
not necessarily guarantee a better or worse perfor-
mance of one system compared to another. Also,
depending on the targeted domain, a supervised
setting might not be a viable option for evalua-
tion. In real-world settings, where underlying data
changes dynamically and expert finding is rather
an interactive approach than a one-shot query eval-
uation, we find it more adequate to facilitate an
evaluation procedure based on user studies, where
alternative approaches are comparatively judged.

1.2 Motivation & Contribution

In this paper, we address this issue and present
the LT Expertfinder web application, which is
equipped with several query-based expert finding
methods and can be easily extended. A detailed
expert profile helps users to eventually select one
expert in favor of another. Methodological evi-
dence, in form of relevant documents and various

1https://aminer.org/lab-datasets/
expertfinding/

2https://tides.umiacs.umd.edu/webtrec/
trecent/parsed_w3c_corpus.html

3TextREtrieval Conference: https://trec.nist.
gov/
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statistics, as well as a view of the query-dependent
citation graph, is provided. Finally, we added an
evaluation component that allows the qualitative
comparison between different rankings. To the
best of our knowledge, this is the first tool that pro-
vides evidences and a direct comparison to multi-
ple expert rankings. We apply our system to the
ACL Anthology Network4 in order to find experts
on various computational linguistics topics.

2 Related Work

Early expert finding systems relied on manually
crafted, and manually queried, databases. Main-
taining these databases is obviously a time con-
suming and complex task on the administrative
and user side. Early automatic expert finding
systems usually focused on specific domains like
email (Campbell et al., 2003) or software doc-
umentation (Mockus and Herbsleb, 2002). One
of the first approaches that automatically extracts
expertise from any kind of document was the
P@NOPTIC system by Craswell et al. (2001).

Shared tasks, such as the Enterprise Track of
TREC (Craswell et al., 2005; Soboroff et al., 2006;
Bailey et al., 2007; Balog et al., 2008) resulted
in many automatic methods for predefined top-
ics. Those systems can be grouped into four ma-
jor categories: a) generative models (Balog et al.,
2006; Fang and Zhai, 2007; Deng et al., 2008),
b) voting models (Macdonald and Ounis, 2006),
c) graph-based models (Serdyukov et al., 2008;
Campbell et al., 2003; Jurczyk and Agichtein,
2007; Zhang et al., 2007), and d) discriminative
models (Hashemi et al., 2013). For an extensive
survey on expert finding methods, we refer to Lin
et al. (2017).

Hawking (2004) highlights the importance of
expert profiling mainly because the results should
provide more information than simply a ranked list
of person names. Balog and De Rijke (2007) em-
phasizes the importance of the social network, i.e.
colleagues and collaborators contribute greatly to
the value of an expert.

Thus, systems, such as the ArnetMiner5 tool
(Tang et al., 2008), aim at modeling entire aca-
demic social networks by automatically extract-
ing researcher profiles from the Web. Moreover,
ArnetMiner models topical aspects of papers, au-

4http://tangra.cs.yale.edu/newaan/
5https://aminer.org/

thors, and publication venues. The CareerMap6

(Wu et al., 2018), which is now a component of
ArnetMiner, visualizes a scholar’s career trajec-
tory, which is extracted from ArnetMiner’s pub-
lication database. The CL Scholar7 system (Singh
et al., 2018) mines textual and network informa-
tion for knowledge graph construction and ques-
tion answering using natural language or key-
words. CSSeer8 (Chen et al., 2013) is a keyphrase-
based recommendation system for expert find-
ing based on the CiteSeerX9 digital library and
Wikipedia. It extracts keyphrases from the title
and abstract of documents in CiteSeerX and uti-
lizes this information to infer the author’s exper-
tise. The Expert2Bólè system (Yang et al., 2009)
features generic expert finding as well as bólè
search, which aims at identifying the top supervi-
sors in a given field. The authors argue that generic
expert finding methods are insufficient for finding
specific experts for different purposes. In their ap-
plication, bólè search, it is for example more im-
portant to find persons who are able to judge and
nuture other experts than to assess their own exper-
tise. Hence, generic expert finding methods can-
not be applied to this problem.

3 LT Expertfinder

The LT Expertfinder features detailed expert pro-
files and various expert finding methods in an ex-
tendible framework. Moreover, it provides user-
friendly evaluation methods: a view of the query-
dependent citation graph, an evaluation view com-
bining different results and provenances in form of
relevant documents and related statistics.

3.1 Dataset

For the purpose of this paper, we use the ACL An-
thology Network (AAN, Radev et al., 2013) as our
underlying corpus, but note that it can be easily ex-
changed. The application is not limited to this par-
ticular data source. The AAN is based on papers in
ACL10 Anthology – a digital archive of conference
and journal papers about natural language process-
ing and computational linguistics – and provides
citation and collaboration information. In its cur-
rent version from December 2016, the AAN in-

6https://aminer.org/
mostinfluentialscholar/ml

7https://github.com/CLScholar
8http://csseer.ist.psu.edu/
9http://citeseerx.ist.psu.edu

10Association of Computational Linguistics
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(a) List view: select a ranking method in the ‘Advanced’ tab, 
is-sue a search query, and get the results in a list view with 
concise author information as well as detailed result set 
statistics.

(b) Profile view: list all publications ranked by number of 
cita-tions, view collaboration information and external 
information from Wikidata as well as Google Scholar (if 
available) and link to the respective source pages.

Figure 1: LT Expertfinder Application

cludes more than 23K papers including their full
text, 18K authors, 124K citations and 142K dis-
tinct co-authorship relations.

We further enriched the data with more de-
tailed author information by heuristic Wikidata
and Google Scholar entity page look-ups that
match an author’s name. Note that not every au-
thor has a Wikidata or Google Scholar entry, and
some authors have multiple entries. In total we
count approximately 9K authors with a match-
ing Google Scholar entity, and 14K authors with
matching Wikidata entities, of which 1.5K authors
can be linked to exactly one Wikidata entity. Our
heuristic does not distinguish between Wikidata
entities and shows them all, whereas only the first
Google Scholar entity is selected.

3.2 Application
The main contributions of this tool are to provide
different expert search methods, detailed expert
profiles and evidence features, which support a
user’s decision making process. The application’s
main page is shown in Figure 1a, which contains a
simple search field for query input and a list of the
retrieved ranked list of experts. The ranked expert
list consists of condensed expert profiles showing
the name, an image, a description, statistics and
keywords representing expertise areas. The result
is obtained by the particular method that is se-
lected beforehand from a range of different expert
finding methods.

The profile view (cf. Figure 1b) can be accessed
by clicking on an expert’s name (anywhere in the
application). It shows publications as well as col-
laborators, various statistics like citations, cita-

tions over time, h-index and i10-index, and more.
Keywords are extracted for each document in the
corpus using a keyword extractor tool (Wiede-
mann et al., 2018)11, which provides results as a
ranked list of keywords12. In order to provide key-
words for each author, the keywords of each docu-
ment that an author has written are aggregated and
ranked by document frequency. Lastly, the pro-
file view shows information such as awards, edu-
cational degrees, employers (current and previous)
as extracted from Wikidata.

3.3 Expert Finding Methods

We implemented three initial expert finding meth-
ods for the LT Expertfinder.

3.3.1 Model2
The document generation model by Balog et al.
(2012) is widely used as a baseline to compare ex-
pert finding methods. In their original paper, Ba-
log et al. (2012) present two models: Model1, the
candidate generation model and Model2, the doc-
ument generation model. Their experiments reveal
that Model2 performs better.

The main challenge of the expert finding task
is the accurate estimation of p(q|ci) as a rank-
ing function of a candidate expert ci ∈ C and
query terms q (Balog et al., 2012). The probabil-
ity p(q|ci) is estimated by using a simple genera-
tive process: Given a candidate ci, select a docu-
ment d associated with ci and generate the query
q with the probability p(q|d, ci), which is obtained

11https://github.com/uhh-lt/lt-keyterms
12We only keep the top ten multi-term keywords per docu-

ment.
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(a) Evaluation view: in this example, four different 
methods rank experts for the query ”Named Entity 
Recognition”. Click-ing authors opens the evidence view 
(cf. Figure 2b).

(b) Evidence view: this view is opened from the evaluation 
view (cf. Figure 2a). It shows the author, which is linked to 
the au-thor profile, several query dependent statistics and, 
and relevant documents (which open via a click).

Figure 2: Evaluation with LT Expertfinder

using a language modeling approach p(q|d, ci) ≈
p(q|d).

3.3.2 Relevance Propagation (RP)
Serdyukov et al. (2008) proposed graph-based ap-
proaches to expert finding. They introduced so-
called expertise graphs, which consist of candidate
experts and documents connected by authorship
relations. Expertise graphs are query-dependent,
as they are constructed from the relevant docu-
ments that are retrieved by a standard document
retrieval for a given query. Serdyukov et al. model
expert finding as a random walk through the ex-
pertise graph where authors are ranked by the
‘number of visits‘ of the random walker. In their
paper, they present different random walk tech-
niques, with incremental improvements. We re-
implemented the k-step random walk as well as the
infinite random walk. The infinite random walk
is based on the assumption that the walk to find
experts is a non-stop process. This technique is
run iteratively until the expert rankings converge
as opposed to the k-step random walk, which ap-
plies the calculations a fixed number of times.

3.3.3 Weighted Relevance Propagation
We further improve RP by introducing additional
edges and edge weights. We include docu-
ment citations, co-authorship relations and various
weighting schemes for every edge type. Document
citations are weighted by recency since we argue
that a random user will most likely decide to read
the most recent paper. Co-authorship relations are
weighted by the number of total co-authorships,
i.e. all outgoing edges to other author nodes. Au-
thorships are weighted by a combination of the
local and and the global h-index, where the local
h-index refers to the h-index that is computed on

the current result set of documents, and the global
h-index refers to the to corpus wide h-index. As
the h-index represents both the number of publi-
cations as well as the number of citations per pub-
lication, it is a suitable choice for determining the
query-independent relevance of an author. Finally,
the expert ranking is obtained by an infinite ran-
dom walk through the weighted expertise graph.
The main difference to RP is, that this method’s
infinite random walk is applied with respect to the
calculated weightings of the expertise graph.

3.3.4 Other methods
The tool also supports several other methods. It
includes basic ranking methods based on simple
statistics like h-index and citation count. These
methods basically find all authors that dealt with
the query topic and then rank the authors by their
global or local h-index or citation count. In ad-
dition to that, the tool includes PageRank (Page
et al., 1999), which ranks authors based on their
incoming citations and co-authorships. Lastly, the
tool contains a ranking method based on relevance
scores obtained from a document retrieval on the
query topic. Simply put, this method utilizes the
sum of the relevance scores of an author’s docu-
ments to create an expert ranking.

3.4 Comparison & Evidence

One of the major contributions of our tool is to
provide a user-friendly comparison method. The
evaluation view (cf. Figure 2a) executes the ma-
jor expert finding methods and presents columnar
results. With this view, it is easy to identify dif-
ferences as well as to qualitatively compare the re-
sults. Clicking on an expert’s name in this com-
ponent will open the evidence view (cf. Figure 2b)
for further investigation. It shows the documents
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Figure 3: Graph view: authors are rendered as blue nodes, documents are rendered as green nodes, the highlighted
node is rendered in red. The size of a node reflects its relevance. The graph is initially filtered by relevance to
reduce cognitive overload and can be expanded or reduced for particular nodes.

that are relevant to the query and written by the
candidate expert including their document rele-
vance score calculated by the respective method,
and several query dependent statistics such as h-
index, number of citations, etc.

The graph view, which is shown in Figure 3
visualizes the query-based citation network for a
particular method. Documents and authors are
rendered as nodes whereas citations, authorship
relations and co-authorship relations are repre-
sented as edges. Thus, it allows a quick peek into
the data and an even better understanding of the
results.

4 Conclusion

We presented the LT Expertfinder, a user-friendly
tool for expert search, expert profiling, and most
of all it enables the qualitative comparison of dif-
ferent ranking approaches and provides evidence
for the ranking process. We implemented several
ranking methods that can be easily extended with
more methods. Also, it provides detailed expert
profiles, which are linked to Wikidata and Google
Scholar. Additionally, an explorable graph view
is provided, which helps for further analysis of
the results. This combination of features in a sin-
gle tool is, to the best of our knowledge, still un-
explored and helpful for the community for fur-
ther development and evaluation of expert find-
ing methods. For the future, we plan to expand
our corpus using automatic crawling methods of
scientific papers, which are analyzed and indexed

on a daily basis. Crawling the ACL Anthology
has already been successfully performed by Singh
et al. (2018) with the help of their PDF Extrac-
tion tool OCR++ (Singh et al., 2016), which we
also intend to use. Further, we plan to utilize the
LT Expertfinder to develop methods for finding
emerging experts in a field. We release the LT
Expertfinder as freely available, open source ap-
plication, under a permissive license.13,14,15,16 A
short demonstration video is also available17.
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Abstract

We present SkillBot that takes the first step
to enable end users to teach new skills in
personal assistants (PA). Unlike existing PA
products that need software developers to
build new skills via IDE tools, an end user
can use SkillBot to build new skills just by
naturally demonstrating the task on device
screen. SkillBot automatically develops a
natural language understanding (NLU) engine
and implements the action without the need
of coding. On both benchmark and in-
house datasets, we validate the competitive
performance of SkillBot automatically built
NLU. We also observe that it only takes a few
minutes for an end user to build a new skill
using SkillBot.

1 Introduction

Artificially intelligent voice-enabled personal
assistants (PA) have been emerging in our daily
life, such as Alexa, Google Assistant, Siri, Bixby,
etc. Existing off-the-shelf personal assistants
serve different domains, in which each domain has
a large number of capabilities, called skills. A skill
refers to the understanding of various utterances
about one intent/task and the execution of this
intent/task.

Existing industrial PA products completely
rely on software developers to build new skills
by manually developing NLU engine and
implementing action fulfillment. On one hand,
while recent work CRUISE (Shen et al., 2018a)
and SliQA-I (Shen et al., 2019) have introduced
automatic training utterance and question
generation approaches with lightweight human
workload, they still require the involvement
of software developers for NLU development
through IDE tools. Another line of research is to
personalize NLU engine in existing skills (Azaria
et al., 2016; Ray et al., 2018; Shen et al., 2018b;

Wang et al., 2018a), yet they cannot support
building new skills. On the other hand, developers
need to write a significant amount of code in order
to fulfill a sequence of operations to carry out the
task (DialogFlow, 2018; Alexa, 2018).

However, in practice, it is infeasible for
software developers to pre-build all possible
skills that satisfy all users’ needs. First,
the pre-collected training corpus usually cannot
exhaustively cover all possible varieties of
utterances. Second, due to the heavy workload
on fulfillment implementation, many actions are
not implemented to be supported in PA. Thus,
it is critically desirable to design an easy to use
system that can facilitate end users to quickly
build high quality new skills. Unlike existing IDE
for skill development, such system needs to be
more friendly and natural to ordinary end users
without any complex interfaces.

In this paper, we take the first step to
present SkillBot that enables end users to
initialize building PA skills. An ordinary user,
without either natural language expertise or
software development background, only needs
to demonstrate the task on his daily device
screen. SkillBot, without a complex IDE interface,
automatically learns the action by tracking user
operations and develops the NLU engine by
automatically generating training utterances based
on pre-built skills. Since users intend to
use spoken language to interact with PA, we
follow most industrial products (DialogFlow,
2018; Alexa, 2018) to use spoken language
understanding (SLU) as our NLU engine, which
understands user query by detecting its intent
(skill) and extracting semantic slots (slot filling)
(Liu and Lane, 2016; Kim et al., 2017; Wang et al.,
2018b). Even though our fully automated SkillBot
only aims to satisfy each user’s personal needs
rather than understand all various expressions
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select search box
input search content

input location click to search

User: “Find a five star hotel near San Jose”
Agent: “Please teach me”

[User Selection of Each Input Description]

Input description:
Review rating
Review numbers
Amenities

Input description:
Location name
Distance type
Amenities

(a) Learning via Demonstration: When PA asks for
teaching, the user operates step by step accordingly in
Yelp app. For each user input, SkillBot prompts to ask
user to select the most relevant description of this input.

User: “Find a hotel with good rating”

Agent:
“What is the
location name? ”

User:
“San Francisco”

(b) Automatic Execution: After parsing the utterance
using NLU, PA executes the learned action step by step.
When finding a missing input, PA prompts for user input.

Figure 1: SkillBot Running Example: Learning and
executing new skill ”find hotel” in Yelp

from any user, we show the competitive NLU
performance of SkillBot built skills in later
experiments. More importantly, in most cases it
only takes a user several minutes to build a new
skill using SkillBot. As such, SkillBot leverages
the existing skills to help end users automatically
and quickly build high quality skills to meet their
personal needs.

2 SkillBot System Overview

2.1 Our Settings
To satisfy user personalized needs in PA, SkillBot
aims to enable end users to build their own (long-
tail) skills only by demonstration on screen. That
said, an end user only naturally uses their device
as usual to build a new skill. In this first work, we
assume that there exist a set of pre-built popular
(head) skills in the ecosystem and these skills
contain both annotated training utterances and a
text description for each slot. In addition, we
target on teaching and executing actions on the
same mobile apps.

Figure 1 shows a running example in which

Action Execution

bytecode

Utterance

Utterance
Generation

Action/Skill 
Database

Prebuilt 
Skills

Task Complete

update

existing skill

Auto Action Fulfillment Auto NLU Development

Natural Language Understandingnew skill

Action Learning via 
User Demonstration Slot Identification

Figure 2: SkillBot Architecture & Workflow: When
learning via demonstration (green arrows), automatic
action fulfillment (runs as a system service on each
user’s device) first tracks and captures system level event
sequence based on user operations. It outputs a bytecode
file with learned event sequence for this skill and saves
in database for future execution. After each user input
operation, automatic NLU development identifies the list
of possible slot descriptions for user to select and then
generates more training utterances by leveraging existing
training utterances in pre-built skills. At last, the NLU
engine is updated using all generated utterances. When
executing an existing skill (orange arrows), based on the
parsed skill from NLU, the corresponding bytecode is
retrieved to automatically execute all saved steps.

SkillBot helps an end user to build the new “find
hotel” skill in Yelp. For an end user, he uses PA
as usual via voice utterances. SkillBot prompts
the user to teach when PA cannot understand
and execute the user utterance correctly. As in
Figure 1a, all the end user needs to do is to
demonstrate on screen step by step how he wants
PA to execute. After each user input, SkillBot
identifies possible slot descriptions and asks user
to select the most relevant one. SkillBot then
automatically builds the new skill and outputs a
well-trained NLU engine and an action executable
file. A user could teach a new skill multiple
times where each skill is considered to have the
same on-screen operation sequence. Next time, in
Figure 1b, PA can correctly understand this user’s
different expressions of this intent and execute the
right action.

2.2 System Design

Recall that our target is to facilitate the end users
who have neither natural language expertise nor
software development knowledge. Thus, SkillBot
is designed to support these two automation
respectively. Specifically, SkillBot consists of two
main components, automatic action fulfillment
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“@slot2”: [
“San Jose”,
“options”: [“New York”, “LA”, …]

]

Screen UI 
Elements 
Extractor

Event
Extractor

Event Sequence

Action Learning via Demonstration

Slot
Ensemble

Zero-shot
Slot Tagging

Prebuilt 
Skills

Utterance
Segment

Combination

Slot Identification Training Data Generation

User Utterancebytecode

Event
Filtering

Generated UtterancesUser Selection

@locationUser 
Demonstration

App Screen

Figure 3: New Skill Learning in SkillBot

and automatic NLU development. In addition,
SkillBot also has an action/skill database to
save the mapping between learned actions and
corresponding skills. Figure 2 shows SkillBot
architecture and work flow. Since we use the off-
the-shelf NLU models in this paper, auto NLU
development focuses on generating annotated
training utterances.

3 Learning via Demonstration

3.1 Action Learning

Action learning module has two main threads, as
shown in the left part of Figure 3. Following
user demonstration, at each screen, screen UI
element extractor collects all UI elements in the
format of a DOM tree on the current screen that
the user is operating. In the meanwhile, event
extractor collects all events from user operates in
this screen.

Since there are typically a lot of system services
running on device, the extracted events usually
include many irrelevant ones that is not from user
demonstrated actions, such as ‘windows change’,
‘window state change’, ’system or other app
notifications’, etc. In order to filter the irrelevant
events, we first prune all events out of the current
front end app based on their event package name.
To further ensure some unexpected events within
app (e.g., location permission request in Yelp app),
we allow user to teach again at any point when
user sees any unusual popups or notifications. At
last, a bytecode is outputted including the event
sequence in which each event contains its UI
element information and the required slot value
input based on the identified slot in Section 3.2.1.

3.2 Automatic NLU Development

The key idea of training utterance generation is to
identify the slots in the user utterance and then use
them to generate more training utterances based on

the training utterances in existing pre-built skills.

3.2.1 Slot Identification
This module is invoked after each user input
during demonstration. As shown in the middle
part (blue) of Figure 3, after user inputs “San
Jose” in the example of Figure 1a, it receives the
user utterance and the optional values (e.g., “New
York”, “LA”, etc.) extracted from dropdown list of
the user input box (Yelp location textbox) during
action learning.

Taking the above input, we first construct the
set of natural language utterances by replacing
the input values with other optional values. For
each utterance, zero-shot slot tagging module
extracts its semantic slots based on each slot
description using the zero-shot model in (Bapna
et al., 2017) trained on pre-built skills. Slot
ensemble module performs a joint slot detection
across all constructed utterances by combining the
likelihood scores of each slot. The descriptions of
identified top ranked slots are sent to the user to
select the most relevant one.

3.2.2 Utterance Generation
In this first work, we assume that each training
utterance in pre-built skills has been decomposed
into segments by human expert or our proposed
CRUISE approach (Shen et al., 2018a). Each
segment contains a slot tag (two examples are
shown in the right side of Figure 4). We only
use the subset of segments associated with the
aforementioned identified slots.

We generate the utterance by combining
identified segments into long utterances by
concatenating them together (middle part in
Figure 4). To do so, we first use the off-the-
shelf Stanford parser to identify the verb and main
object in user utterance. In the sample utterance
of Figure 1, “find” and “hotel” are marked as
verb and object based on the parser tree. As
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User utterance
verb Find a

@rating five star

object hotel

@location near San Jose

Generated utterance
verb Find a

@location nearby

object hotel

@rating with high rating

“get direction” utterance 
verb Go to

@location nearby

object gas station

“find hotel” skill

“find restaurant” utterance
verb I would like a

object restaurant

@rating with high rating

Yelp domain

Map domain

* Each box stands for one utterance
* Each row is a segment in this utterance

Figure 4: Utterance Generation Example

the arrows show in Figure 4, we next generate
the permutations of segments before and after the
object based on their places in original utterances
with non-overlapping slots.

4 Automatic Execution

Figure 5 shows the flow of automatic execution
of a skill. NLU first parses the utterance and
outputs its intent and slots. The intent class
is used to query the action/skill database to
retrieve the bytecode of the corresponding action.
SkillBot executes the events one by one following
the sequence. For each event, the execution
consists of the following two threads: One thread
determines if this event requires a slot input based
on the saved meta data during learning. If so, we
extract on the slot results parsed by NLU. If this
information is missing in utterance or NLU fails
to parse, we prompt the follow-up question to ask
user. The other thread first locates the UI element
based on its saved coordinates. It then inputs slot
values and simulates the user operation by using
gesture control based on the element coordinates
(e.g., MotionEvent in Android devices).

5 Experiments

In this section, we focus on evaluating SkillBot
built NLU engine given that auto action learning
and execution are restricted to the same app.

We test on both benchmark and in-house
datasets/domains: (1) ATIS (4978 training, 893
test) with 17 intent labels and 79 slot labels
(Hemphill et al., 1990); (2) In-house Yelp (1968
training, 911 test) with 5 intents and 10 slots.
To evaluate both datasets which are not generated
by CRUISE, we segment each utterance using
dependency parser and slot annotations (each
segment ends with a slot). The noisy segments
are further removed by human experts. In the
experiment, we assume that user always select
the correct slot description after each input to
ensure the correct slot identification. We use the

Event Sequence

Action/Skill 
Database

Utterance

bytecode

intent

Need 
Slot?

Next 
Event

slots

UI Element 
Locating

UI Element 
Operation

Slot 
Parsed?

no

yes

Prompt for User InputNLU Action Execution

no

yes

Figure 5: Automatic Skill Execution in SkillBot

benchmark BiRNN based joint NLU model (Liu
and Lane, 2016).

In each dataset (with k intents), for each intent
I, we assume the user teaches this intent I given
the remaining k − 1 intents as pre-built skills. Let
TI be the subset of training data w.r.t. intent I,
and T c

I be utterances w.r.t. the remaining k − 1
intents. Our baseline NLU engine is trained on this
training set T c

I of remaining k − 1 intents. Next,
we randomly sample 5 user utterances (assuming
a user teaches the new intent 5 times) from set
TI , and use our utterance generation algorithm to
auto generate dataset AI for intent I. Our SkillBot
built NLU (called SkillBot NLU) is trained on
the combined training data T c

I ∪ AI . Both the
NLU engines are tested on the original test dataset
(having all k intents).

Table 1 presents the results. For ATIS, we
show the results for top 8 intents, which contain
at least 0.9% of the overall training utterances (the
third column displays this fraction). SkillBot NLU
achieves a large gain in intent accuracy over the
baseline in both datasets. Moreover, we observe
that the accuracy gain is also roughly correlated
to the fraction of all test utterances in each intent.
This indicates that the SkillBot NLU can correctly
learn most of the test utterances in the newly added
intent. SkillBot NLU also improves the slot filling
F1 score in most intents. In cases when SkillBot
NLU completely misses a slot, it can directly ask
a follow-up question to allow user provide the
slot value before action fulfillment. Therefore,
SkillBot with follow-up user clarification further
improves the F1 score and obtains performance
gain in last column.

6 Discussion & Future Work

We present the first SkillBot that enables end
users to build skills in PA. SkillBot automates
both action fulfillment and NLU development. In
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Table 1: SkillBot NLU Experimental Results

Domain Intent/Skill
Train Intent (Accuracy) Slot Filling (F1 Score)

Size(%) Baseline SkillBot Gain (%) Baseline SkillBot SkillBot+Follow-up Gain (%)

ATIS

atis flight 74.34 27.00 60.40 33.40 85.13 87.45 89.37 4.24
atis airfare 8.59 90.40 92.40 2.00 97.43 96.96 97.39 -0.04

atis ground service 5.13 92.40 97.20 4.80 96.69 96.99 97.36 0.67
atis airline 3.14 94.00 96.40 2.40 97.43 97.54 97.98 0.55

atis abbreviation 2.90 94.20 95.60 1.40 97.04 97.45 97.88 0.84
atis aircraft 1.56 94.80 96.40 1.60 97.54 97.46 97.92 0.38

atis flight time 1.00 95.40 97.60 2.20 97.07 97.37 98.06 0.99
atis quantity 0.91 95.40 97.20 1.80 97.37 97.05 97.56 0.19

Yelp

search restaurant 23.23 78.16 88.04 9.88 92.50 92.85 94.71 2.21
get directions 24.20 72.78 85.40 12.62 93.29 92.10 94.36 1.07

bookmark 22.75 76.73 84.96 8.23 94.13 94.90 96.90 2.77
reservation 12.53 89.13 95.06 5.93 93.53 94.06 96.15 2.62

call restaurant 16.60 82.66 92.54 9.88 93.31 92.12 94.46 1.15

future work, we will evaluate SkillBot in more
real and larger-scale scenarios: allow end users
to teach more naturally with less clarification
by improving the accuracy of slot identification;
support building a brand new domain by enabling
slot identification to map more varieties of slots
in other domains; incorporate with other non-
CRUISE pre-built skills without pre-segmented
utterances; enhance the robustness of action
learning to tackle the dynamics in mobile device
system; expand cross app action teaching in which
we will design machine learning algorithms for
event filtering and UI semantic mapping.
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Abstract

This paper demonstrates a state-of-the-art end-
to-end multilingual (English, Russian, and
Ukrainian) knowledge extraction system that
can perform entity discovery and linking, re-
lation extraction, event extraction, and coref-
erence. It extracts and aggregates knowledge
elements across multiple languages and doc-
uments as well as provides visualizations of
the results along three dimensions: temporal
(as displayed in an event timeline), spatial (as
displayed in an event heatmap), and relational
(as displayed in entity-relation networks). For
our system to further support users’ analyses
of causal sequences of events in complex sit-
uations, we also integrate a wide range of hu-
man moral value measures, independently de-
rived from region-based survey, into the event
heatmap. This system is publicly available as
a docker container and a live demo,1,2 with a
video demonstrating the system 3.

1 Introduction

Knowledge extraction aims to convert unstruc-
tured texts into structured entities, relations and
events. Recently, we have developed a state-of-
the-art multilingual knowledge extraction system
for three languages including English, Russian,
and Ukrainian (Zhang et al., 2018). However,
individual extraction components lack the ability
to aggregate knowledge from multiple languages
and documents. For example, complementary
salient information about the Ukraine crisis may
be extracted from English, Ukrainian, and Russian
news documents. We develop a novel framework,
as illustrated in Figure 1, to aggregate knowledge
elements from multiple documents in multiple lan-
guages and visualize these knowledge elements

1System: http://nlp.cs.rpi.edu/demo/aida_
pipeline-master.zip

2Demo: http://nlp.cs.rpi.edu/software/
3Video: https://youtu.be/cQPHaxGLn8k

in three interfaces (temporal, spatial, and entity-
relation networks) which support effective multi-
dimensional search and filtering. The system is
publicly available as a series of docker containers
and it can be easily run via a single script. We also
provide a live demo of the system that efficiently
extracts knowledge elements from user input text.

The system improves the ease and speed
with which users may discover inter-connections
among knowledge elements from multiple lan-
guages and documents, so users can isolate sub-
sets of activity that warrant further attention. The
complementary dimensions of the three visualiza-
tion interfaces provide distinct yet comprehensive
views of the entities, relations, and events as well
as, most notably, their implicit connections.

For example, in the Ukraine crisis, a Transport-
Person event in an airport in Kramatorsk is part
of the Attack event in Sloviansk. A causal relation
between these two events may be discovered both
in the event heat-map interface, where the former
event in Kramatorsk is located near the latter event
in Sloviansk, and in the event timeline interface,
where these two events both occur in April 2014.
Furthermore, the entity-relation network interface
enables users to retrieve and relate entities of in-
terest while reasoning about such events. The in-
terface displays each retrieved entity with its one-
hop relations to other entities, which then allows
the user to retrieve one-hop relations for any of
those entities, thereby traversing the network and
discovering information. We see this in travers-
ing the network following the Leadership relation
from Donbass People’s militia to Pro-Russian sep-
aratists and then the Sponsorship relation from
Pro-Russian separatists to Russia, suggesting the
Donbass People’s militia is sponsored by Russia.

Other types of implicit knowledge that are
not readily discovered by traditional methods of
knowledge extraction, such as human values, play
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Figure 1: System overview.

a major role in social functioning and motiva-
tion (Rai and Fiske, 2011; Haidt, 2012; Graham
et al., 2013; Schwartz, 2017). Numerous stud-
ies suggest that human values are often central
motivating factors for protests, conflicts, and vi-
olence (Ginges and Atran, 2009; Fiske et al.,
2014; Mooijman and Van Dijk, 2015; Skitka et al.,
2017). Therefore, we integrate region-specific es-
timates of dominant psychological characteristics
into the spatial event heat-map, which provides an
additional layer of information that can be used to
understand geo-spatial event patterns.

2 Multilingual Knowledge Extraction

The overall architecture of our multilingual
knowledge extraction system is illustrated in Fig-
ure 1. The system performs entity discovery and
linking (Pan et al., 2017; Lin et al., 2018), time
expression extraction and normalization (Manning
et al., 2014), relation extraction (Shi et al., 2018),
event extraction (Zhang et al., 2017, 2019), and
event coreference (Zhang et al., 2015). The system
supports the extraction of 7 entity types, 23 rela-
tions, and 47 event types, as defined in the DARPA
AIDA ontology.4 Table 1 shows the main types.

For Russian and Ukrainian text input, we did
4https://www.darpa.mil/program/

active-interpretation-of-disparate-alternatives

Entity Person, Organization, Geopolitical En-
tity, Facility, Location, Weapon, Vehicle

Relation Physical, Part-Whole, Personal-Social,
Measurement, Organization-Affiliation,
General-Affiliation

Event Life, Movement, Business, Conflict,
Contact, Manufacture, Personnel, Jus-
tice, Transaction, Government, Inspec-
tion, Existence

Table 1: Main types of knowledge elements

not adopt the alternative approach of translating
the source documents into English and then apply-
ing English knowledge extraction system due to
the low-quality of state-of-the-art machine transla-
tion and word alignment for these two languages.

Once within-document knowledge elements for
each language are extracted, the system performs
cross-lingual entity linking to Wikipedia, cross-
document entity clustering for unlinkable men-
tions, and cross-document event coreference res-
olution for cross-lingual information fusion. Fur-
ther details of each component are described
in (Zhang et al., 2018). Currently, each main com-
ponent in the system outperforms the best reported
results in the literature, as shown in Table 2.
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Components Ours State-of-the-art

Name Tagging 91.8%
91.4%
(Liu et al., 2018)

Relation Extraction 66.4%
65.2%
(Fu et al., 2017)

Event
72.9%

69.6%
Trigger Labeling (Sha et al., 2018)
Event

59.0%
57.2%

Argument Labeling (Sha et al., 2018)

Table 2: F1 score comparisons of our approach vs.
state-of-the-art for English knowledge extraction.

3 Knowledge Aggregation and
Visualization

To demonstrate the capabilities of our afore-
mentioned system, we process 10,984 documents
about the Ukraine-Russia conflict scenario from
the DARPA AIDA program, including 7,415 in
English, 2,307 in Russian, and 929 in Ukrainian.

We organize the extracted events in our inter-
faces, as described below, along the temporal and
spatial dimensions in order to assist users both in
gaining a comprehensive view of the evolving sit-
uations in this scenario and in detecting shared
patterns of occurrence and possible connections
among events of interest over time and space.

3.1 Event Timeline

We extract and normalize time arguments to con-
struct an event timeline in Figure 2 using Time-
lineJS for visualization.5 There are three zones
in the web-enabled timeline interface. By click-
ing on an event in the timeline (i.e., the gray area
at the bottom of the screen), the pertinent con-
text sentence for that event is displayed in the
middle of the screen with the trigger and argu-
ments highlighted in color, along with a link to
the sentence’s source document (Figure 3). Click-
ing on the source document link retrieves the doc-
ument with full inline annotations and its publi-
cation date, to support inference of the absolute
date(s) from relative time expressions in the text
(e.g., “two days ago”). Additionally, at the top of
the interface, users may search and filter with mul-
tiple criteria (entity name, event type, event sub-
type, argument role, and time period) to narrow
down the results to a particular query of interest.

5https://timeline.knightlab.com/

Figure 2: Example of the event timeline interface.

Figure 3: Example source document with inline anno-
tation retrieved from the link in the event timeline in-
terface.

3.2 Event and Human Value Heatmap

We link event locations to the GeoNames
database (Vatant and Wick, 2012) via the entity
linking component and visualize involved events
on a world map using Mapbox for visualization,
as Figure 4 illustrates.6 Each event is displayed as
a dot or, when zooming in, an icon on the map.
The color of a dot indicates the language of the
source sentence, while the icon denotes the event
type. Users can apply filters to the map to view the
events of a certain type or language.

In addition to events, we also integrate regional
estimates of human values into the heatmap.
Specifically, the system encodes the geographic
variations of 10 distinct dimensions of the hu-
man values in Table 3. These values are proposed
in the Schwartz Basic Theory of Human Values
(Schwartz, 2012) as a culturally universal taxon-
omy of human values.

The human values estimates are derived from
the European Social Survey (ESS) (Round, 5, 6,

6https://www.mapbox.com/
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Figure 4: Example event heatmap with events and hu-
man values by region.

Human Achievement, Benevolence,
Values Conformity, Hedonism, Power,

Security, Self-direction, Simula-
tion, Tradition, Universalism

Age Filter 15-29, 30-44, 45-59, 60+
Gender Filter Female, Male

Table 3: Human values. In the heatmap, the estimates
for these values are displayed by region.

7), a nationally representative survey administered
throughout the European Union. While the ESS
data is sufficient for directly estimating national
human values, it cannot be used to directly derive
Oblast-level estimates because it is not representa-
tive at the Oblast-level.7 To resolve this issue, we
employ a state-of-the-art approach to survey ad-
justment and small-area estimation called Multi-
level Regression and Synthetic Post-stratification
with Spatial Smoothing (MrsP-SM) (Park et al.,
2004; Selb and Munzert, 2011; Leemann and
Wasserfallen, 2017; Hoover and Dehghani, 2018).
This involves a model-based approach to post-
stratification in which a hierarchical regression
model is used to model person-level responses to a
survey item as a function of demographic charac-
teristics, region-level factors, and geographic indi-
cators. Then, the model is used to generate predic-
tions for each combination of demographic vari-
ables and geographic region. Finally, the predic-
tions are weighted by the demographic population
proportions within each region, yielding a set of
regularized regional estimates that are adjusted for
representativeness. To obtain regional human val-
ues estimates in the event heatmap, we estimate

7Our regional unit of analysis is the Oblast, of which there
are 24 in Ukraine.

MrsP-SM models for each of the 10 Schwartz Hu-
man Values domains.

Human values have close ties to the intentions
underlying events. A Demonstration event may re-
sult in violence, property destruction and involve-
ment of extremist groups. The values of Benevo-
lence, Hedonism, and Conformity among authority
figures may impact their response to a protest. Ad-
ditionally, people in areas where Conflict events
are common may have higher values for Security
and lower values for Achievement.

3.3 Entity-relation Networks

Figure 5: Entity-relation network.

A critical task for users gaining an understand-
ing of complex scenarios is to explore implicit en-
tity relations beyond the scope of traditional in-
line document annotation. Our interface provides
interactive knowledge graph exploration, using
Neo4j8 (Figure 5), where entities can be searched
by name and a sub-graph for each entity with its
one-hop neighbors and their relations is returned,
with entity properties displayed at the bottom of
the interface. Users may either explore each re-
trieved neighbour by double clicking on it for its
subgraph, or reduce their search graph by deleting
entities no longer of interest. Thus, users can con-
struct a multi-hop entity-relation graph, discover-
ing variable length paths between entities. Each
entity is labeled with its canonical name mention,
while the entities without name mentions are re-
moved from the network.

4 Conclusions and Future Work

In this paper, we demonstrate a comprehensive
multi-lingual knowledge extraction, aggregation

8https://neo4j.com/
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and visualization system which can effectively
discover and synthesize knowledge elements from
multiple data sources, and present them to users
in multiple dimensions. In the future, we plan to
conduct utility experiments with users to compare
and evaluate the quality and speed of generating
summary reports with and without using our inter-
faces.
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Abstract

Legal litigation planning can benefit from
statistics collected from past decisions made
by judges. Information on the typical dura-
tion for a submitted motion, for example, can
give valuable clues for developing a success-
ful strategy. Such information is encoded in
semi-structured documents called dockets. In
order to extract and aggregate this informa-
tion, we deployed various information extrac-
tion and machine learning techniques. The
aggregated data can be queried in real time
within the Westlaw Edge search engine. In ad-
dition to a keyword search for judges, lawyers,
law firms, parties and courts, we also imple-
mented a question answering interface that of-
fers targeted questions in order to get to the
respective answers quicker.

1 Introduction

Dockets contain valuable meta-data about the le-
gal actions carried out by the parties, the lawyers
and law firms representing their clients and the
judges presiding over the cases. A detailed record
of the activities by the parties involved is kept by
the court’s clerk and it provides indirect insights
into litigation strategies.

The entries of a docket contain the motions filed
and orders issued. Understanding those entries un-
locks the information that fuels litigation analyt-
ics. A detailed manual analysis of a docket could
provide valuable information for the suit and the
respective judge, but reading through hundreds of
dockets would be very time-consuming.

Applying machine learning and NLP capabili-
ties to all federal dockets allowed us to collect this
information for 8 million past dockets and also en-
ables us to keep up with all newly closed dockets.
The information is being extracted automatically
and extractions that are of low confidence identi-
fied by the machine are then manually reviewed

in order to ensure the quality of the analytics. We
extracted about 300,000 parties, 500,000 lawyers,
125,000 law firms and 6,700 judges from 90 mil-
lion state and federal dockets combined. Approx-
imately 18 million motion and orders were ex-
tracted from 8 million federal dockets processed.

This demonstration paper describes in more de-
tail the underlying problems we solved and pro-
vides an overview of how we utilized machine
learning and manual review in combination with
rules (that are designed based on expert knowl-
edge). The remainder of this paper is organized
as follows: Section 2 describes previous work fol-
lowed by Section 3 detailing the way we extracted
the information on motions and orders from fed-
eral dockets. We briefly describe the annotation
study we carried out and how the motions and or-
ders and the chains between them were extracted
from the docket. Section 5 shows how users can
use natural language questions to directly query
judges and how they ruled on various motions
(e.g., motion for summary judgment). Section 4
will run through the various steps of the demo
showing how a legal researcher would interact
with the system and Section 6 concludes.

2 Problem description and previous
work

2.1 Motions and orders in the US Federal
court

All dockets for the US federal courts are recorded
by the PACER (Public Access to Court Records)
system. PACER is a US government computer
system that provides a front-end to the CM/ECF
(Case Management/Electronic Court Filing) sys-
tem in use in most Federal District Courts.
CM/ECF allows counsel, clerks, and judges to
quickly access case documents and the documents
with the court electronically.
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A litigation normally starts with the claims filed
by the plaintiff and the dockets keep track of the
various court actions by the participating parties
and the judge. Lawyers may file various motions
(e.g., motion to dismiss, motion in limine). The
following docket entries show a motion to dismiss
in entry 9 and later denied by the judge via an or-
der in entry 25. Note that there are entries in be-
tween related to the original motion that could be
confused as motions to dismiss.

9 MOTION to dismiss Party Alamo Rent-A-
Car

15 REQUEST/STATEMENT of Oral Argument
by Shannin Woody regarding [9] [11] mo-
tions to Dismiss.

16 RESPONSE/MEMORANDUM in Opposi-
tion to motion to dismiss filed by Shannin
Woddy

25 ORDER granting [9] Motion to dismiss;
granting [11] motion to dismiss

A simple keyword-based approach will fail to
reliably extract the motions and orders because the
language describing a motion filing is often very
similar to filings of replies and sur-replies. In ad-
dition, linking the respective orders and motions
is not always straight forward because links nor-
mally indicated by a number (e.g., [9]) may not
be always present. Lastly, the language to indi-
cate motions, although fairly standardized, differs
sometimes in language and the details provided by
the parties and judges:1

• MOTION in Limine by Amber Blackwell,
Kevin Blackwell.

• MOTION to Exclude Any Evidence Relating
to Recordings of Defendants or Their Agents
by Keith Castilla, Uretek USA, Inc., filed.
Motion Docket Date 6/7/2013.

2.2 Previous work

The task of automatically parsing docket docu-
ments is a relatively novel task and there are only
a few approaches that have dealt with information
extraction and classification tasks of legal court
proceedings. Nallapati and Manning (2008) are

1Both motions are motions in limine, but the second mo-
tion does not explicitly use the term of art.

one of the few researchers who investigated ma-
chine learning approaches applied to classifying
summary judgment motions only. Their findings
indicated that rule-based approaches showed bet-
ter results than a machine learning approach such
as using a Support Vector machine (SVM). Their
results indicated that a classification approach us-
ing an SVM achieves only an overall F1-value of
about 80, while a specified rule-based approach is
able to reach almost 90 F1-value.

More recent work by Branting (2017) addresses
the issue of detecting errors in filing motions as
well as the matching between motions and orders.
They report a mean rank of 0.5-0.6 on this task.

The method for answering questions is de-
scribed in more detail in previous work (Song
et al., 2017, 2015). The capabilities of the parser,
however, have been extended in order to answer
specific questions on motion rulings and the time
to rule. The previous parser version was restricted
to case documents and was able to answer ques-
tions such as who many cases has Judge John Tun-
heim ruled on in 2018.

3 Motion analysis

We carried out an extensive annotation study for
the problem at hand. Multiple domain experts
annotated federal dockets with the motion infor-
mation and detailed relationship information be-
tween the docket entries. Similar to Nallapati and
Manning (2008), we found machine learning ap-
proaches not sufficient and only a combination of
rules, ML approaches and editorial review could
ensure high quality output.

Data collection Accurate gold data is neces-
sary for hypothesis testing. Given that the ed-
itorial definitions have profound implications to
the amenability of the task to automation and the
significance of the results, we sought an expres-
sive annotation scheme that would capture the lan-
guage and structure of the text of each docket en-
try with respect to events that we were interested
in. We developed a small set of token classes and
structural dependencies for the annotation scheme.
Dependencies only exist between these tokens and
phrases, and the dependency relations are defined
by the meaning of the underlying text, not neces-
sarily its grammatical structure.

Domain experts were instructed to scan each en-
try of a docket to determine if any part should be
annotated. We suspected that domain experts, be-
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Figure 1: Example of an annotated motion order in the BRAT tool. The annotated tokens were seeded automati-
cally, and domain experts used the drag-and-drop UI to place arcs. Annotations are based on the meaning of the
sentence and tied to the most important tokens.

ing human, were susceptible to tunnel vision, i.e.
putting a great deal of attention into accurately an-
notating one docket entry while completely miss-
ing another one. Since our token classes are only
applicable to tokens related to high-level events in
motion practice, more than 75% of docket entries
are expected to have no annotations at all. We
used the BRAT annotation tool (Stenetorp et al.,
2012). Our distinction between token classes and
dependencies maps perfectly into BRAT’s taxon-
omy of entities and relations. We found that the to-
ken class annotations could be reliably seeded us-
ing regular-expression matching rules. The seeded
token class annotations amounted to a keyword
search, which focused the domain expert’s atten-
tion on the parts of the document most likely in
need of annotation. Seeding the token class anno-
tations removed the most time consuming step of
the annotation task, so that the remaining effort al-
most exclusively involved dragging and dropping
relationship arcs. A screenshot of the tool is given
at Figure 1.

Docket parsing The core component of the Lit-
igation Analytics system focusses on motion and
order detection. The overall system deploys a mix
of high-precision and high-recall rules as well as
some machine learning models to increase overall
recall. First, motions and orders are tagged with
high-precision rules. Then motions and orders are
parsed in order to extract motion type, filer, order
type, decision type, and judge names. Finally, the
motions and orders are chained together.

High-precision rules that have very high confi-
dence in identifying the motions in questions ex-
tract many of the motions that follow a clearly
identifiable pattern. However, such rules may miss
unusual language or motion/order description that
contain typos or other additional material. In ad-
dition to the high-precision rules, we also adopt
high-recall rules in order to capture as many mo-
tions/orders as possible and a machine learning

module to learn the language variants associated
with in limine motions, for example. The ma-
chine learning component is is a fall-back system
for the high-precision rules system and it is trig-
gered when the language variants in the data pre-
vents the high-precision rules from finding a high
confidence result. The learner used in this module
is a regression SVM (Chang and Lin, 2011) that
outputs a score that is fine-tuned for the required
precision and recall numbers.

A second system that implements high-recall
rules will also derive motions and linked or-
ders. Eventually, the outputs of both components
are merged to ensure overall high-precision out-
put. The identified motions/orders are merged and
cross-referenced with data we also have manually
annotated for a smaller subset of dockets from past
products. The merging process focusses on preci-
sion, but will also allow for higher recall and ad-
ditional editorial process.

The output of all the motion analysis component
is then ingested into the Litigation Analytics appli-
cation of Westlaw Edge, demonstrating the analyt-
ics by judge, lawyer or law firm. Figure 2 shows
how the analytics can be further explored by se-
lecting different views. Users may be interested
in specific motions, case types or parties. The app
allows the user to explore the entire set of motions
extracted from the federal court docket set.

Evaluation The performance of the docket pars-
ing component was evaluated by using the anno-
tated test data. The goal was to achieve high-
precision results with acceptable recall. See Ta-
ble 1 for precision and recall values we achieved.
The experiments reported here are not directly
comparable with (Nallapati and Manning, 2008),
as their task is to detect a court order on summary
judgment, whereas our task is to detect the filing
of a motion.
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Figure 2: Natural language questions allow direct access to Litigation Analytics feature

Motion Pecision Recall
Dismiss 92.4 90.3
Summary Judgment 97.8 92.6
Pro Hac Vice 84.9 93.7
In Limine 94.7 91.5

Table 1: Precision and Recall values for the four most
frequent motions

4 Demo

The demo of the Litigation Analytics feature will
start with asking a natural language question. Typ-
ing in a name judge name into the search box will
trigger multiple example questions to be asked.

• How often does Judge Tunheim, John R grant
motions for summary judgment?

• How often does Judge Tunheim, John R deny
motions for summary judgment?

• How long does it take Judge Tunheim, John
R to rule on motions for summary judgment?

The default motion suggested is summary judg-
ment, but the user can also specify other motions
such as motion to dismiss or in limine. After se-
lecting one of those questions, the meaning of the
questions is computed and an answer in form of a
generated sentence as well as a chart is generated
(cf. Figure 2).

The user can link to the Litigation Analytics
tool by clicking on the View Motion Analytics but-
ton. A more comprehensive view of the data col-
lected for the respective judge will be displayed

and the user can analyze the data and plan their liti-
gation strategy. A bar chart, for example, will pro-
vide an overview of up to 23 different motions and
the collected analytics. The user may drill down
to another motion and is able to click through the
actual docket for a particular motions or decision
if desired. The overview page will also show a di-
rect comparison between the judge’s time to rule
and their peers on the respective court (cf. 3).

5 Natural Language Interface

In order to enable our customers to easily find the
exact information they are looking for, we devel-
oped a natural language interface TR Discover.
Given a natural language question, we first parse
it into its First Order Logic representation (FOL)
via a feature-based context free grammar (FCFG).
The grammar defines the options available to the
user and implements the mapping from English
into logic. A second translation step then maps
from the FOL representation into a standard query
language (e.g., a SQL or a Boolean query), allow-
ing the translated query to rely on robust existing
technology. Since all professionals can use nat-
ural language, we retain the accessibility advan-
tages of keyword search, and since the mapping
from the logical formalism to the query language
is information-preserving, we retain the precision
of query-based information access.

Our FCFG consists of phrase structure rules
(i.e., grammar rules) and lexical entries (i.e., lex-
icon). The majority of our grammar rules are
domain independent allowing the grammar to be
portable to new domains (e.g., Tax). G1 and G2
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Figure 3: Average time to rule allows comparison with other judges

are two example grammar rules. Specifically, Rule
G2 indicates that a verb phrase (VP) contains a
verb (V) and a noun phrase (NP).

• G1: NP→ N

• G2: VP→ V NP

Furthermore, each lexical entry in the FCFG
contains a variety of domain-specific features that
are used to constrain the number of parses com-
puted by the parser preferably to a single, unam-
biguous parse. L1 and L2 are two examples of our
lexical entries.

• L1: N[TYPE=motion, NUM=sg,
SEM=<λx.mtn(x)>]→ ‘motion’

• L2: TV[TYPE=[judge,motion,grant],
SEM=<λX x.X(λy.grant judge mtn(x,y))>,
TNS=prog, NUM=?n, -PASS]→ ‘grant’

Here, L1 is the lexical entry for the term mo-
tion, indicating that it is of TYPE motion, is sin-
gle (“NUM=sg”), and has the semantic represen-
tation λx.mtn(x). Verbs (V) have additional fea-
tures, such as tense (TNS) and TYPE, as shown in
L2. The TYPE of verbs specify both the potential
subject-TYPE and object-TYPE. A general form
for specifying the subject and object types for
verbs is as following: TYPE=[subject constraint,
object constraint, predicate name]. With such
type constraints, we can then license the question
motion for summary judgment granted by Judge
John R. Tunheim while rejecting other questions
like motion for summary judgment granted by At-
torney John R. Tunheim on the basis of the mis-
match in semantic type.

By using our FCFG, the question How often
does Judge Tunheim, John R grant motions for
summary judgment? can then be parsed into the
following FOL representation:

count(user, P1))∧
∀P1.((((label(P1, summary judgment))∧

(type(P1,motion)))→
((∃P2.(((grantedBy motion judge(P1, P2))

∧(label(P2, Tunheim, John,R, ))∧
(type(P2, judge)))))))

This FOL representation is further translated into
a SQL or Boolean query in order to retrieve the
search results.

6 Conclusions

This demo shows how various machine learning
and NLP techniques can be used to (a) get access
to analytical data more quickly via a natural lan-
guage interface and (b) to create data from semi-
structured documents such as legal dockets. The
Westlaw Edge product provides legal researchers
access to this newly created analytics for judges
and courts in order to formulate their litigation
strategy. Motion Analytics has unlocked a large
trove of data that up until now required painstak-
ing manual review to glean useful insights. This
product gives attorneys, clients, and the public a
new level of insight into the litigation process.

Future research will focus on exploring ma-
chine learning methods and transfer learning tech-
niques in order to apply our findings to other juris-
dictions as well.

120



References
Luther Karl Branting. 2017. Automating judicial doc-

ument analysis. In Proceedings of the Second Work-
shop on Automated Semantic Analysis of Informa-
tion in Legal Texts co-located with the 16th Interna-
tional Conference on Artificial Intelligence and Law
(ICAIL 2017), London, UK, June 16, 2017.

Chih-Chung Chang and Chih-Jen Lin. 2011. LIB-
SVM: A library for support vector machines. ACM
Transactions on Intelligent Systems and Technol-
ogy, 2:27:1–27:27. Software available at http://
www.csie.ntu.edu.tw/˜cjlin/libsvm.

Ramesh Nallapati and Christopher D Manning. 2008.
Legal docket-entry classification: Where machine
learning stumbles. In Proceedings of the Conference
on Empirical Methods in Natural Language Pro-
cessing, pages 438–446, Honolulu, Hawaii. Associ-
ation for Computational Linguistics, Association for
Computational Linguistics.

Dezhao Song, Frank Schilder, Shai Hertz, Giuseppe
Saltini, Charese Smiley, Phani Nivarthi, Oren Hazai,
Dudi Landau, Mike Zaharkin, Tom Zielund, et al.
2017. Building and querying an enterprise knowl-
edge graph. IEEE Transactions on Services Com-
puting.

Dezhao Song, Frank Schilder, Charese Smiley, Chris
Brew, Tom Zielund, Hiroko Bretz, Robert Martin,
Chris Dale, John Duprey, Tim Miller, and Johanna
Harrison. 2015. TR Discover: A Natural Language
Interface for Querying and Analyzing Interlinked
Datasets. In The Semantic Web - ISWC 2015, vol-
ume 9367 of Lecture Notes in Computer Science,
pages 21–37. Springer International Publishing.

Pontus Stenetorp, Sampo Pyysalo, Goran Topić,
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Abstract

In this paper, we introduce a morphologically-
aware electronic dictionary for St. Lawrence
Island Yupik, an endangered language of the
Bering Strait region. Implemented using
HTML, Javascript, and CSS, the dictionary
is set in an uncluttered interface and permits
users to search in Yupik or in English for Yupik
root words and Yupik derivational suffixes.
For each matching result, our electronic dic-
tionary presents the user with the correspond-
ing entry from the Badten et al. (2008) Yupik-
English paper dictionary. Because Yupik is
a polysynthetic language, handling of multi-
morphemic word forms is critical. If a user
searches for an inflected Yupik word form, we
perform a morphological analysis and return
entries for the root word and for any deriva-
tional suffixes present in the word. This elec-
tronic dictionary should serve not only as a
valuable resource for all students and speak-
ers of Yupik, but also for field linguists work-
ing towards documentation and conservation
of the language.

1 Introduction

St. Lawrence Island Yupik (hereafter Yupik) is an
endangered, polysynthetic language of the Bering
Strait region, spoken primarily on St. Lawrence
Island, Alaska, and the Chukotka Peninsula of
Russia.1 It has undergone a radical language
shift in the past few decades, with the youngest
generation largely abandoning Yupik in favor of
English (Koonooka, 2005) and Russian (Mor-
gounova, 2007), respectively.

1Special thanks to the Native Village of Gambell and the
St. Lawrence Island Yupik speakers who have graciously
shared their language and culture with us, the Gambell
Schools, and the Alaska Native Language Center. This work
was supported by NSF Awards 1761680 and 1760977, by a
GMU Presidential Scholarship, and by a University of Illinois
Graduate College Illinois Distinguished Fellowship.

2Demo at https://youtu.be/quPyL3SXsdk

There is overt community interest on
St. Lawrence Island in Yupik language revi-
talization, specifically in developing modern
technologies to facilitate language-learning.
We present one such technology resource: a
morphologically-aware web-based version of the
Badten et al. (2008) Yupik-English dictionary.2

2 Motivation & Prior Work

The electronic dictionary is part of a larger effort
to digitize and develop resources for Yupik. A ma-
jor goal of ours is to build an integrated (mobile-
friendly) Yupik language portal to eventually pro-
vide St. Lawrence Island community members
with an easy mechanism to access digitized Yupik
print resources that are integrated with dictionary,
morphological analysis, and concordance features.

Over the past two years, we have scanned,
cleaned, and OCR’d several volumes of existing
Yupik resources, including four anthologies of
legends and folk tales (Apassingok et al., 1985,
1987, 1989; Koonooka, 2003) and three elemen-
tary readers (Apassingok et al., 1993, 1994, 1995),
as well as the Yupik reference grammar of Jacob-
son (2001). We have also scanned (but not yet
cleaned and OCR’d) nearly all of the Yupik lan-
guage pre-primers, primers, and pedagogical ma-
terials present in the school library and Materials
Development Center archive in Gambell, Alaska.

In addition to initiating this digital corpus for
Yupik, we have also begun to implement a suite of
computational systems with a wide range of utili-
ties. To date, we have implemented a Yupik finite-
state morphological analyzer (Chen and Schwartz,
2018) and a web utility (Schwartz and Chen, 2017)
capable of performing orthotactic spell-checking,
transliteration between Yupik’s Latin and Cyrillic
orthographies and IPA, syllabification, and stress-
marking. A morphologically-aware web-based
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(1) mangteghaghrugllangllaghyunghitunga
mangteghagh- -ghrugllag- -ngllagh- -yug- -nghite- -tu- -nga
house- -big- -build- -want.to- -to.not- -INTR.IND- -1SG

‘I didn’t want to make a huge house’ (Jacobson, 2001, pg. 43)

(2) angyasqughhalgunghitukung
angyagh- -squghhagh- -leg- -ngu- -nghite- -tu- -kung
boat- -small- -one.that.has- -to.be- -to.not- -INTR.IND- -1DU

‘We2 don’t, or didn’t, have a small boat’ (Jacobson, 2001, pg. 43)

Figure 1: Examples of Yupik words and their component morphemes (shown as interlinear glosses).

Figure 2: The primary search interface of the electronic dictionary.

dictionary represents a significant next step in sup-
porting community language revitalization efforts.

3 Morphologically-aware searchable
electronic Yupik dictionary

Yupik is a polysynthetic language with a rela-
tively high average number of morphemes per
word (Schwartz et al., 2019). Figure 1 shows ex-
amples where a single Yupik word containing mul-
tiple morphemes constitutes an entire sentence.
Any Yupik electronic dictionary must be sensitive
to both derivational and inflectional morphology.

Entries for the electronic dictionary were ex-
ported from the original FileMaker Pro database
files used by the Alaska Native Language Cen-
ter to create the Badten et al. (2008) print dictio-
nary. Each entry in the print dictionary includes
a Yupik morpheme (either a root or a derivational
suffix) in both Latin and Cyrillic orthographies, an
English definition, and (for many entries) exam-
ple sentence(s) in which the morpheme appears
and/or other notes about word origin or usage. We
augment these entries by specifying the part of
speech: each Yupik root is marked as noun, verb,
particle, or demonstrative, and each Yupik deriva-
tional morpheme is marked for its derivation pat-
tern (that is, as attaching to either a noun root or

to a verb root, and as yielding either a noun or a
verb). The pronunciation of a Yupik word is pre-
dictable from its spelling; we therefore also aug-
ment each dictionary entry with its predicted pro-
nunciation in IPA to provide additional utility to
linguists working with the language.

Our searchable Yupik electronic dictionary is
implemented as a static HTML page and basic
CSS style sheet, with dictionary search and mor-
phology functions implemented in Javascript (see
Figure 2 above). This provides the user access
to all entries from the Badten et al. (2008) print
dictionary, including roots and derivational mor-
phemes. Internet access and mobile data coverage
on St. Lawrence Island and Chukotka is relatively
poor and sometimes unreliable; to support use in
these environments the electronic dictionary does
not require an internet connection to function.

Users can browse all dictionary entries that be-
gin with a particular letter by selecting that let-
ter from the Yupik alphabet displayed above the
search box (Figure 3a), or search for Yupik sub-
strings (Figure 3b), uninflected morphemes (Fig-
ure 3d), or fully inflected Yupik words (Figure 3e)
including those with multiple morphemes (Fig-
ure 3f). The search results present all Yupik dic-
tionary entries (both roots and derivational mor-
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(a) After the user selects letter S from the search interface, all words beginning with that letter are
displayed. The first three results are shown here.

(b) The user can enter a search term either in Yupik or in English. Here, partial results are shown
for the incomplete Yupik search term aghna. Yupik words containing that substring are displayed.

(c) The user may alternatively search in English. Here, partial results are shown for the search
term family. Note that derivational suffixes containing the English search term are returned in
addition to roots.

(d) Yupik searches may also return entries corresponding to Yupik derivational suffixes. Here,
partial results are shown for the search term nkut.

(e) The user may search for fully inflected Yupik words. Here, results are shown for the search
term nagatunga ‘I listened.’

(f) Preliminary support is included for multi-morphemic Yupik word searches. Here, partial re-
sults for the Yupik word mangteghaghrugllangllaghyunghitunga ‘I didn’t want to make a huge house’
are shown.

(g) Preliminary support is included for Yupik searches using the Cyrillic orthography. Here, par-
tial results for the Yupik word qikmiq are shown. The search was performed in Cyrillic.

Figure 3: Dictionary results for various types of searches.
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phemes) that completely or partially match the
Yupik search string. Users may also search in En-
glish. In that case, search results return any dic-
tionary entries that contain the search term as a
substring in the English definition (Figure 3c).

In order to facilitate use by Yupik speakers in
Chukotka as well as Alaska, preliminary support
is included for searches where the Yupik search
term is input in the Yupik Cyrillic orthography.
Figure 3g depicts results where the search term
was written in Cyrillic. Currently, searches per-
formed in Cyrillic return English entries only,
as entries pull from the English-language Badten
et al. (2008) dictionary. This may be useful for
a user who does not speak Russian but who has
come across a Yupik word written in Cyrillic and
wishes to find out its meaning. However, it does
not address the needs of Yupik speakers who also
speak Russian, but not English. We intend fu-
ture iterations to integrate entries from Russian-
language dictionaries of Yupik, such that a search
performed in Cyrillic will return Yupik or Russian
entries, depending on the search term, just as a
search performed in the Latin orthography returns
Yupik or English entries.

4 Community & Research Impacts

The electronic dictionary with its existing func-
tionalities has the ability to make a significant im-
pact on the Yupik language community as well
as researchers working on the language. The
current version of the electronic dictionary in-
cludes preliminary support for multi-morphemic
searches using the integrated morphological an-
alyzer, and preliminary support for searches per-
formed in Cyrillic. More robust implementations
of these features are ongoing.

We anticipate that the electronic dictionary will
greatly facilitate access to knowledge that was
otherwise difficult to obtain, and make it read-
ily available to all community members. Ver-
sions of the print dictionary have been available
through the University of Alaska Press in vari-
ous editions since 1983, with revisions in 1987
and 2008. However, the print edition is bulky and
relatively expensive; while the school libraries in
Gambell and Savoonga have copies, most com-
munity members (including some members of the
Yupik Bible translation project) do not.

While the dictionary should impact all commu-
nity members, regardless of age, we expect it to

most positively shape the language experience of
the younger generations, promoting language use
among youth who may be unlikely (for social rea-
sons) to ask elders about word-forms. Moreover,
one of the most promising features of the dictio-
nary with respect to language learning is the inte-
gration of the foma finite-state analyzer, which al-
lows fully inflected word forms with multiple mor-
phemes to be searched in order to either define
parts of the word or to reconstruct its full mean-
ing. This should be especially valuable for stu-
dents who have not yet mastered the polysynthetic
aspects of the Yupik language. For example, stu-
dents could be allowed to use the dictionary in the
classroom to help them read through Yupik texts
that contain vocabulary that is at a higher level
than they might otherwise be able to handle. Stu-
dents would not need to be able to parse an unfa-
miliar word to be able to look up the meaning of
the root.

The electronic dictionary is practical in much
the same ways for linguists and researchers, al-
lowing them to swiftly search for word forms and
definitions via a resource that is significantly more
portable than a two-volume paper dictionary. The
integration of the foma finite-state analyzer is of
particular note, however, since it can be used in the
construction of morphological interlinear glosses
(see Figure 1), which are critical for the processing
and sharing of linguistic data. The electronic dic-
tionary supplemented with the morphological an-
alyzer greatly expedites this process, which must
otherwise be done by hand.

We plan to conduct live user field testing of the
electronic dictionary in the Gambell School dur-
ing spring and summer 2019. User feedback will
inform user-interface redesign decisions and will
provide valuable feedback regarding which fea-
tures are most valued by Yupik community mem-
bers. We also plan to embed the dictionary in na-
tive mobile apps for Android and iOS, and to con-
duct field testing of those user interfaces as well.

While this electronic dictionary provides direct
support for the language revitalization efforts of
the Yupik community specifically, we hope that
it might serve as a blueprint for similar tools for
other endangered languages, particularly those of
a polysynthetic nature. Such an analyzer-linked
dictionary may be of use both to the language
communities themselves, and to researchers work-
ing with the communities to reinforce their efforts.
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Abstract

We present a web-based system that facilitates
the exploration of complex morphological pat-
terns found in morphologically rich languages.
The need for better understanding of such pat-
terns is urgent for linguistics and important
for cross-linguistically applicable natural lan-
guage processing. We give an overview of
the system architecture and describe a sample
case study on Abui [abz], a Trans-New Guinea
language spoken in Indonesia.

1 Introduction

Understanding and describing morphological pat-
terns is a fundamental task in both documentary
linguistics and the development of language tech-
nology. Many low-resource or underdescribed
languages evince a high degree of morphological
complexity, with large numbers of distinct affix
types and many affix tokens possible within a sin-
gle word. At the same time, building language
technology for morphologically complex low-
resource languages requires a rule-based mor-
phological analyzer when datasets are not large
enough for ML approaches (see Garrette et al.
2013; Erdmann and Habash 2018, inter alia). Our
contribution is within the context of the AGGRE-
GATION project, which aims to automatically in-
fer broad typological characteristics and morpho-
logical patterns for understudied languages (Ben-
der et al., 2013; Zamaraeva et al., 2017). We
developed this visualization tool to help linguists
to understand the morphological system implicit
in large datasets and to refine automatically gen-
erated grammar specifications which model that
morphological system. Thus we expect this tool
to directly assist in language description. Because
linguistic typology depends on accurate language
description, and truly language-independent NLP
depends on linguistic typology (see Bender 2011

and Gerz et al. 2018), we also anticipate long-term
benefits for NLP.
We present a visualization component for the

MOM morphological inference system (see §2.1)
which takes as input a collection of morpheme-
segmented, glossed text and produces a set of hy-
potheses about classes of stems and affixes, and
the cooccurrence and ordering possibilities be-
tween them. This set of hypotheses is cast as
a grammar specification that can be used by the
Grammar Matrix customization system (Bender
et al., 2010) to automatically create an imple-
mented grammar capable of morphological pars-
ing. Our system helps the linguist visualize and
explore these hypotheses, facilitating both further
linguistic theorizing of the dataset and the pro-
duction of a more accurate implemented gram-
mar. The grammar can be used to produce an-
notations for additional unglossed data, as in Za-
maraeva et al. 2017, because the inferred system
generalizes beyond the specific combinations of
morphemes observed.1

2 System overview

2.1 Back-end
The morphological graph that our system visu-
alizes comes from the MOM morphological in-
ference software (Wax, 2014; Zamaraeva, 2016).
MOM outputs a directed acyclic graph specified
in DOT (Gansner et al., 1993) where nodes are
inflectional classes of words and position classes
of affixes, and edges reflect the ordering possi-
bilities of those affixes. This graph is translated
by the Grammar Matrix customization system to

1The (frequently updated) Alpha-version of the system
can be accessed via http://uakari.ling.washington.
edu/aggregation/. The demonstration video is at https:
//youtu.be/qn96Zg-6wkE. All of the code and sample
data are available in the repository: https://git.ling.
washington.edu/agg/mom
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Figure 1: A portion of the visualization window, with two of the nodes selected. The contents of the nodes can
also be explored via the sidebar which has a search field. Moving nodes around helps the user explore the denser
parts of the graph.

a grammar that includes: (i) lexical types, each
instantiated by (ii) lexical entries, and (iii) lexical
rule types, defining position classes, and each in-
stantiated by (iv) lexical rules, which each attach
a specific affix. The position classes also define
the possible order of attachment of morphemes,
known as the morphotactics of the language.
These graphs tend to be quite large, because of

the underlying complexity of the systems they de-
scribe and because of noise introduced by glossing
inconsistencies and the inference process. For ex-
ample, the graph we use in our case study (see §3)
is the visualization of an analysis of a dataset con-
sisting of 8609 glossed verb tokens and includes
65 nodes (20 for stems and 45 for affixes).
2.2 Visualization window
The first component of our visualization front-end,
built using the Network library of vis.js,2 is a vi-
sual network of all the morphological data that
MOM outputs as a text (DOT) file. When a user
imports a DOT file into the system, the gold, right-
hand side of the webpage will load a visual repre-
sentation of the graph.
Roots are represented as dark purple nodes,

while prefixes are a medium purple, and suffixes
are light purple. The morphemes are labeled with

2http://visjs.org/docs/network/

a unique ID, such as “verb1”, and hovering over
a node with a cursor will bring up a truncated list
of root and affix spellings assigned to that stem or
position class in the inferred graph.
The relationships between these morphemes are

represented by directed arrows, showing in what
ways the roots and affixes in a language can be
combined. The root will point to the first af-
fix, such as a prefix, and that affix will point to
whichever next affix is possible.3
There are a number of actions that the user

can take within this visualization. When the user
clicks on a node, the node and all its associated
linkages become bold, to aid the user in viewing
the relationships. The user can also drag nodes
and arrows to examine particular linkages, and
zoom in on specific relationships. A “cluster”
button above the visualization will combine nodes
with many linkages into one, allowing the user to
better see the morphemes with fewer connections.
Double-clicking on the cluster will reset the graph
to a full view.

3On the analysis provided by the backend system, word
construction starts with the root, prefixes are added from the
root out, and suffixes are attached last, again from the root
out. Thus the leftmost prefix is the input for the first suffix.
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2.3 Manipulation
The primary purpose of giving researchers a vi-
sual representation of a graph is to give a new
perspective that may elicit the discovery of new
patterns or possibly inconsistencies in the glossing
of the underlying data. A secondary purpose is to
help the user make improvements to the graph, so
that the resulting grammar output by the Gram-
mar Matrix customization system will also func-
tion better. For both purposes, it is important that
the user be able to manipulate the analysis while
looking at the visual representation. Thus the sec-
ond component of the interface is the function-
ality for the user to manipulate the graph within
the visualization. At the top of the network win-
dow, there is a purple button called “Edit”. When
clicked, the Add Edge button appears, with Re-
move Edge appearing once an edge is selected.
The simplest modification that the user is ex-

pected to make to the graph is adding and deleting
edges. MOM typically infers lots of possibilities
for morpheme orderings from the data (see Figure
1). Some of these orderings may reflect noise in
either the underlying data or in the inference re-
sults; there may also be missing orderings that the
linguist is aware of based on their expertise. Ei-
ther way, the morphological hypothesis presented
by the system will normally require revisions. To
add an ordering possibility between a stem and an
affix or between two affixes, the user may add a
directed arrow by clicking on a node and dragging
the new arrow to another node before releasing the
click. If the user notices an incorrect linkage be-
tween the morphemes, they can select the arrow
and click “remove edge”.
When the user clicks on a node, two more op-

tions appear: Remove Edge (explained above) and
Merge Nodes. “Merge” allows the user to com-
bine two previously separate nodes. This is use-
ful if the researcher notices that the MOM infer-
ence system has done insufficient generalization
and failed to combine two sets of affixes into one
position class or two sets of stems in one inflec-
tional class. “Split”, when implemented, will split
a node into two if the visualization allows the re-
searcher to see that the graph incorrectly combines
two position or inflectional classes. With “Split”,
we will be adding the functionality to select sub-
sets of node contents (e.g. some but not all of the
stem spellings associated with a node). This will
also add the functionality to merge a subset of a

node with another node.
Once the user has made changes to the graph,

they can click the “Export” button above the win-
dow. The system will save the adjusted analysis to
a downloadable DOT file, which can be imported
into MOM or reloaded into the visualization sys-
tem at a later time.
2.4 Sidebar
The third component of the interface is the purple
sidebar on the left-hand side of the page. When
the user loads a graph, the sidebar populates with
a list of every node in the graph. When the user
clicks on a plus sign on a row in the list, the
row will expand, listing every associated content
item, such as stems for inflectional classes and af-
fix spellings and glosses for position classes.
In a large graph, it can be difficult to find a

specific morpheme in the visual representation.
At the top of the sidebar, there is a search box
in which the user can search for any node ID or
spelling, or gloss. The user can reset the results
by clicking the “Reset” button.
3 Case study

In this section we demonstrate how the system can
be used to refine morphological hypotheses sug-
gested automatically by the MOM system and in
the process discover a glossing inconsistency in
the underlying data.
We run the MOM system (the back end) on

the Abui dataset (Kratochvíl, 2017, abz; Trans-
New Guinea). The dataset comes from a multi-
year fieldwork project which involves data collec-
tion, transcription, and linguistic analysis, includ-
ing that of morphology. Our tool targets this last
stage. Example 1 illustrates the original input.
(1) Na

1sg.agt
aloba
thorn.loc

he-mia
3und.loc-take.ipfv

‘I am taking out the thorn.’ [abz;
N12.064]

Glossed examples like this one present an analysis
of morphology on one particular sentence; the lin-
guist will want to generalize to a set of hypotheses
about the general morphological system in the lan-
guage. For example, a question might be: Which
prefixes occur with which verb stems (Zamaraeva
et al., 2017) and is there any semantic coherence
to the verb inflectional classes identified this way
(Kratochvíl and Delpada, 2015)? In order to an-
swer this kind of question more fully, linguists
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Figure 2: Some nodes ended up separate from the main
portion of the morphological graph.

may find it helpful not only to find all possible
cooccurrences of, say, prefixes and verbs, but also
to visualize them as a graph. The MOM system
produces a DOT file which represents all possi-
ble cooccurrences, and our tool visualizes it. The
morphological hypotheses that the DOT file repre-
sents are the result of all of the cooccurrence pat-
terns found in the original data being compressed
in such a way that nodes which share more than
20% of edges are combined (Wax, 2014).4
Examining the graph, we notice that, while

most of it is connected, there are a couple of nodes
on the right that stand alone. Upon inspection, it
turns out that the node “verb79” contains only one
stem, the serial verb l (‘give’). The position class
that it is linked to, “verb-pc14”, contains prefixes
which are glossed as 3rd person, benefactive. Af-
ter we search for “ben-”, we see that there are
two more nodes in the graph which contain af-
fixes with this gloss (see Figure 1). Now we can
hypothesize that two or all three of them actually
should be one position class and we can merge
them in the graph as described above and the result
shown in Figure 3. Furthermore, after we search
for “give”, we discover that the serial verb l is
present in the graph both as a root and as a pre-
fix (l-). In other words, the visualization helped
us to discover that a single morpheme (pairing of
form and meaning) was analyzed in two different
ways in the annotations (as a stem and as a prefix).
This could be the result of simple inconsistency in
glossing in the dataset or it could be indicative of
variation in the language meriting further attention
by the linguist. Finally, recall that the graph is a

4The compression rate is a configurable parameter.

Figure 3: Two nodes for the benefactive prefix were
merged in one.

specification of a morphological grammar, so any
revisions of the hypotheses that we make in this
fashion can be tested by creating a grammar auto-
matically using the Grammar Matrix customiza-
tion system and then parsing held-out data.
4 Future work

Among the technical improvements we envision
are more manipulation functions, such as the abil-
ity to split a node in two. We also plan to allow
the user to manipulate the graph from the side-
bar in addition to from the visual representation.
With these improvements in place, we plan to in-
vite field linguists to try out the system and map
out further features based on user feedback.
A second direction for future work is to update

the back-end MOM system so it can run infer-
ence constrained by user-specified improvements
to the graph. Our goal here will be to assist the
linguist in discovering the further implications of
split/merge decisions and more generally facilitate
collaborative human-machine discovery of mor-
phological systems.
5 Conclusion

We have presented a visualization tool that allows
users to explore automatically inferred morpho-
logical grammar specifications based on linguisti-
cally annotated datasets. For the linguist-user, this
tool has two purposes: (i) to help them better un-
derstand the systems inherent in their datasets and
annotations and (ii) to help them refine the result-
ing morphological analyzer so as to produce better
annotations of unglossed data. In the longer term,
more thorough glossing of linguistic datasets and
analyses of morphological systems benefits both
linguistic typology and, ultimately, NLP.
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Abstract

This paper presents a research platform that
supports spoken dialogue interaction with
multiple robots. The demonstration show-
cases our crafted MultiBot testing scenario in
which users can verbally issue search, nav-
igate, and follow instructions to two robotic
teammates: a simulated ground robot and an
aerial robot. This flexible language and robotic
platform takes advantage of existing tools for
speech recognition and dialogue management
that are compatible with new domains, and im-
plements an inter-agent communication pro-
tocol (tactical behavior specification), where
verbal instructions are encoded for tasks as-
signed to the appropriate robot.

1 Introduction

We investigate dialogue dynamics between a hu-
man and multiple robotic teammates in scenarios
that reflect the urgency of tasks, such as search
and rescue. While multi-participant dialogue has
long been studied (Sacks et al., 1978), human-
robot communication remains an area that merits
further investigation. Natural language offers hu-
man teammates a hands-free way to interact with
multiple robots, unlike direct teleoperation where
a robot is controlled with a hand-held device. Lan-
guage also encourages human teammates to issue
complex, abstract-level instructions, rather than
lower-level command-and-control instructions.

This demonstration shows the completed inte-
gration of spoken dialogue with simulated robots
in a simulated environment. A ground robot
(Clearpath Husky) and a small, quadrotor aerial
robot (Qualcomm Snapdragon Flight) work with
a human teammate in a search and rescue sce-
nario using a platform we call MultiBot. Spo-
ken instructions are interpreted and independent
tasks are delegated by a dialogue manager to

these robots, including waypoint navigation, ex-
ploration, and object detection, as well as joint
tasks such as following one another. The robots
adapt their behavior to meet human-specified con-
ditions, e.g., moving quickly given an urgent task.

One contribution of this research is a soft-
ware platform for exploring new aspects of multi-
robot dialogue to explore language, robotics, and
human-robot interaction research. Natural lan-
guage serves as a single interface to consistently
interact with multiple robots on a team, despite
these robots having different capabilities. The
robotic behaviors are built on top of the Robot
Operating System (ROS), an open-source frame-
work that uses the same communication protocols
for physical platforms as in simulation, to explore
how interaction dynamics change in new environ-
ments and tasks.

A second contribution of this research is
methodological: the software components within
our platform for dialogue management and robot
navigation are “wizard-swappable”, meaning that
human operators (i.e., wizards) may stand-in func-
tionally for software components yet to be devel-
oped, typically in the initial design stage of an
autonomous system. This approach supports col-
lecting training data for the underlying algorithms.
The most immediate application of our research
platform is for collecting natural language data
from experiment participants to use in modeling
how humans communicate with multiple robots in
task-oriented dialogue.

2 Scenarios and Research Approach

Our platform allows for the testing and imple-
mentation of new testing scenarios for language,
robotics, and human-robot interaction research. A
testing scenario may vary the number and types of
robots and robotic capabilities, language under-
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Exp 1 Exp 2 Exp 3 Exp 4 ScoutBot MultiBot
(Marge et al.,
2016)

(Bonial et al.,
2017)

completed
2018

ongoing data
collection

(Lukin et al.,
2018)

current

Dialogue wizard + wizard + wizard + ASR + ASR + ASR +
Processing typing button presses button presses auto-DM auto-DM auto-DM
Robotic wizard + wizard + wizard + wizard + finite state auto-assign
Behaviors joystick joystick joystick joystick machine via TBS
Robot(s) 1 physical 1 physical 1 simulated 1 simulated 1 simulated 2 simulated
Environment indoors + indoors + indoors + indoors + indoors + outdoors +

real building real building sim building sim building sim building sim buildings

Table 1: Testing scenarios over time. Columns depict progression of testing scenario experimentation and devel-
opment; rows represent scenario components (DM: Dialogue Management; TBS: tactical behavior specification)

standing and dialogue management capabilities,
as well as the physical or simulated environment
and user task. Scenarios can be crafted for the
following interdisciplinary research objectives:
Language research, to test linguistically-
challenging instructions that are situationally-
relevant given different objects, structures,
landmarks, and locations within the environment;
Robotics research, to demonstrate robotic behav-
iors on the ground and in the air, feasible for the
physical robots and their simulated counterparts;
Human-robot interaction research, to track effec-
tive navigation and coordinated exploration in the
environment by multiple autonomous robots as a
result of spoken dialogue with human teammates.

The MultiBot Platform was built upon a foun-
dation of prior research and development efforts
in these areas of research. The columns of Table 1
show the temporal progression and development
of various testing scenarios leading up to Multi-
Bot. Technical details specific to MultiBot follow
in Section 3.

Components supported by the MultiBot Plat-
form are depicted as rows in Table 1. The key
milestones in the progression included using hu-
man wizards through Experiments 1-4 (prior and
ongoing work) with different methods of per-
forming the task (typing or pressing buttons that
have predefined text messages) to build up the
databases of dialogue interactions, a dialogue
manager, and robot behaviors. The data col-
lected in these prior experiments was used to train
the ScoutBot system as an end-to-end, fully au-
tonomous dialogue management and autonomous
robot implementation (Lukin et al., 2018) for con-
trol of a single simulated robot in an indoor simu-
lated building.

The crafting of a new, realistic testing scenario
for dialogue with more than one autonomous robot
made evident new integration requirements in our

research platform. We needed a testing scenario
with a coherent, structured narrative involving a
ground and an aerial robot demonstrating new be-
havior sequences as the software components were
being developed. To develop MultiBot, we used a
simulated outdoor environment that covers a com-
plex region of roads and buildings. MultiBot also
builds on the ScoutBot testing scenario with two
other significant changes: (i) the human operator
can now address these two robots, each of which
may verbally respond with their own feedback,
and (ii) the navigation commands to the robot from
the dialogue manager are now adaptable, pivot-
ing through an intermediary computational repre-
sentation language that can in turn be mapped to
robot-specific behaviors.

The MultiBot Platform supports targeted eval-
uation of the individual components (the rows in
Table 1) as well as holistic, systematic evaluation.
Possible measures of these components include
evaluation of the robot behaviors (e.g., distance to
goal), the performance of the robot itself (e.g., en-
ergy efficiency in performing tasks), and dialogue
processing (e.g., coverage of utterances and appro-
priateness of recovery strategies). Holistic evalu-
ation in human subject experiments can measure
perceived task workload, success, and satisfaction,
as well as overall task completion and efficiency
both for individual robots and as a team in com-
parison to a system using direct teleoperation of
the robots.

3 Architecture Overview

Figure 1 showcases a high-level view of the flow
of information in our platform, depicting the
MultiBot testing scenario as an example. The
user visually observes the simulated environment,
listens to audio feedback from the robots (lower
left-hand corner of Figure 1), and speaks verbal
instructions. A speech recognizer (top left-hand
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Figure 1: Platform Architecture, MultiBot Testing Sce-
nario

corner of Figure 1) passes the user utterance to a
Natural Language Understanding (NLU) and Dia-
logue Management (DM) process. The NLU/DM
module ensures the utterance is well-formed and
executable, and may prompt for additional infor-
mation from the user. Well-formed instructions
are then sent to a process that formats them into an
unambiguous, structured command that triggers
robot behaviors (lower right-hand corner) which
work in tandem with the environment simulator
to continuously update the status of the robot(s)
within the simulated environment. The platform
generates verbal feedback from the robots, and the
visualization is updated based on the actions of the
robot(s).

3.1 Spoken Dialogue and Dialogue
Management

The MultiBot Platform is designed to support ex-
perimentation through the swapping of different
language understanding and processing capabil-
ities. The capabilities chosen for the MultiBot
testing scenario leverage existing components of a
spoken dialogue and dialogue management inter-
face, extending these tools to support conversing
with multiple robots. Speech recognition is sup-
ported by Google’s Automatic Speech Recogni-
tion API. Dialogue processing utilizes the NPCEd-
itor dialogue manager (Leuski and Traum, 2011;
Hartholt et al., 2013). The NLU/DM module inter-
prets dialogue instructions and produces responses
using statistical retrieval algorithms from prior
dialogue system implementations (Traum et al.,
2015; Lukin et al., 2018) which allow for a range
of unconstrained speech input. This testing sce-

nario uses a novel configuration with five cate-
gories of instructions: (1) wake (get a particular
robot’s attention), (2) waypoint navigation of one
or more robots, (3) follow-behind commands, (4)
inspection, and (5) patrol of a pre-defined area.

We use the simultaneous message generation
that the ScoutBot system implements to support
generating clarification responses to the human
teammate and to the robotic platforms, the latter of
which are converted into an instruction issued us-
ing a Tactical Behavior Specification (TBS) mes-
sage (Oh et al., 2015) for MultiBot. This provides
a common format for issuing a high level action
with relevant location data and object information.
When robot actions are completed, a text message
signal is sent that may either be converted from
text to speech, as depicted in Figure 1, or shown
in a chat window if the environment is noisy or
if stealth is desired. Text-to-speech synthesis of
the robots and the NLU/DM module is performed
using the Festival Speech Synthesis System1 with
MBROLA voices.2

3.2 Robotic Behaviors

Robotic behaviors tailored for a particular task
may be substituted using the MultiBot Platform.
For the teaming application supported by the
MultiBot testing scenario, robots need the abil-
ity to make independent decisions once a verbal
instruction has been issued. To support complex
actions, we implement a behavior tree based on
the open-source Smach library3 within ROS.4 The
library is an implementation of a finite state ma-
chine that manages the robot’s behavior, chain-
ing simple actions into more complex actions or
tasks. Each robot state (e.g., searching, follow-
ing, landing) must terminate with one of multiple
specific outcomes (e.g., succeeded, failed, inter-
rupted). This outcome determines the next action
according to the behavior tree. Once an instruction
is implemented as a chain of actions, it can be used
as a building block in other instruction, providing
a framework for more advanced behaviors.

TBS messages are defined in ROS in coordi-
nation with the Smach-based behavior trees. The
output of the behaviors are any discovered objects
of interest and the resulting state of the robot, such
as position, and are provided back to the human

1
http://www.cstr.ed.ac.uk/projects/festival/

2
http://tcts.fpms.ac.be/synthesis/mbrola.html

3
http://wiki.ros.org/smach

4
http://www.ros.org/
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Figure 2: Behavior tree for “scout” instruction

operator through the speech synthesis previously
described. Included behaviors are “go-to”, “fol-
low”, “scout”, “search”, and (for the aerial robot)
“takeoff/land”. The “scout” instruction is pre-
sented in Figure 2. As the robot moves, it uses an
onboard camera and an object classifier (Bjelonic,
2016–2018) to search for objects of interest. In
the MultiBot testing scenario, if it recognizes an
injured person it can consider multiple actions on
how best to continue observation. If a suitable
landing location is nearby, the robot will execute a
“perch and stare” behavior, otherwise it will hover
nearby and observe.

4 Demo Summary

A demonstration of the developed behaviors for
the MultiBot testing scenario was performed in
a software in the loop simulation (SITL). This
simulates the robotic sensors and actuators, al-
lowing for verification of the developed language
comprehension, perception algorithms, and be-
havior trees by maximizing the similarity of the
code between the robot and the simulator. The
demonstration showcases the natural language in-
terface and robot capabilities in a search scenario
in which the ground and aerial robotic teammates,
named Husky and Snapdragon respectively, are
given verbal instructions from a Commander to
explore the environment and identify injured in-
dividuals. A video recording of the testing sce-
nario can be found at https://youtu.be/
5kVvj9xEK3E.

In the live demonstration, visitors will engage
with the two simulated robots in a game scenario
to coordinate and navigate both robots to a desig-
nated zone along a route with injured individuals.
Visitors will be given a 2D map of the environ-
ment as well as a set of navigation functions and

robot names. The robots will follow the visitor’s
instructions autonomously, allowing the visitor to
analyze the entire map and plan the best route for
the robots while simultaneously overcoming sev-
eral challenges in the task and environment.

5 Ongoing Research

This research platform has been used to inves-
tigate multi-participant dialogue, with a particu-
lar focus on interaction between one human and
multiple robots. The testing scenario presented in
this demo utilizes an explicit addressee approach,
where tasks require first getting an individual
robot’s attention before issuing a task. In our on-
going research, we explore an implicit addressee
approach by leveraging the NPCEditor dialogue
retrieval algorithm, which matches responses to
instructions using a word co-occurrence metric.
This required creating a synthetic dataset of possi-
ble instructions. By associating tasks to robots di-
rectly in the training data, the dialogue retrieval al-
gorithm can automatically match tasks specific to
one robot without requiring mention of that robot’s
name. For example, tasks related to flying, such as
“Scout route bravo”, will be automatically bound
to the aerial robot when the instruction is passed as
a TBS. No commonsense reasoning is required for
this capability. In this research, robot capabilities
have been shown to disambiguate which robot per-
forms which task implicitly, an improvement over
the explicit addressee approach and allows further
research on multi-participant dialogue.

Another application of this platform is to cat-
egorize user preferences in instructed robot navi-
gation behavior to reduce user workload and im-
prove task efficiency (Hayes et al., 2018). The
aim is to reflect individual user preferences by
automatically fine-tuning robot movements as the
interaction history between the user and robot
grows, thereby reducing the need for users to ver-
bally provide instruction clarifications or correc-
tions. The first stage of this research implements
inverse reinforcement learning to train a general,
automated navigation model from manual human
demonstrations. The second stage will use speech
as part of a reward signal to modify the general
navigation model on a per-user basis using tradi-
tional reinforcement learning techniques.
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6 Related Work

Several other architectures have explored dialogue
with robots. TeamTalk (Marge and Rudnicky,
2019) for example, controls multiple ground
robots by way of a predefined grammar, while
DIARC (Scheutz et al., 2019) also supports di-
alogue with multiple robots, and has been im-
plemented on ground, aerial, and social robots.
Open-source architectures such as OpenDial (Li-
son and Kennington, 2016), IrisTK (Skantze and
Al Moubayed, 2012), and Microsoft’s PSI (Bohus
et al., 2017) can be used to build many situated
dialogue agents, including robots. Compared to
similar architectures, MultiBot leverages wizard-
swappable components from ScoutBot and ex-
tends the mode of interaction to multi-participant
dialogue. Training data for a MultiBot-based sys-
tem can be collected from Wizard-of-Oz studies or
synthetically derived and easily incorporated into
MultiBot to accommodate a new domain, feature,
or capability, as Table 1 details.

7 Summary and Future Work

This paper presents a platform to conduct spo-
ken dialogue interaction with robots in a flexible,
scenario-based architecture. The demonstrated
testing scenario, MultiBot, is an implementation
of autonomous dialogue management and naviga-
tion of two simulated robots in a large, outdoor
simulated environment. This platform enables the
crafting of various testing scenarios to perform
language, robotics, and human-robot interaction
research in a physical or simulated environment
with multiple robots, while testing various lan-
guage and robotic behavior capabilities. The plat-
form provides the opportunity to study human-
robot communication and behaviors in compet-
itive and cooperative teaming and train future
human-robot teams for a variety of challenging
environments. Additionally, the platform may be
used to experiment with new tasks in simulation
as new autonomous robot navigation capabilities
emerge.
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Abstract

In this paper we introduce Chat-crowd, an in-
teractive environment for visual layout com-
position via conversational interactions. Chat-
crowd supports multiple agents with two con-
versational roles: agents who play the role of
a designer are in charge of placing objects in
an editable canvas according to instructions or
commands issued by agents with a director
role. The system can be integrated with crowd-
sourcing platforms for both synchronous and
asynchronous data collection and is equipped
with comprehensive quality controls on the
performance of both types of agents. We ex-
pect that this system will be useful to build
multimodal goal-oriented dialog tasks that re-
quire spatial and geometric reasoning.

1 Introduction

There has been growing interest in building visu-
ally grounded dialog systems (Ren et al., 2015;
Bisk et al., 2016; Das et al., 2017; Chen et al.,
2018; El-Nouby et al., 2018; Shridhar and Hsu,
2018). Building interactive agents that can com-
plete goal-oriented tasks in a situated environ-
ment using natural language is a challenging prob-
lem that requires both robust natural language un-
derstanding (NLU) and natural language genera-
tion (NLG). Datasets for visually grounded dialog
tasks have started to emerge but more general and
effective tools for data collection are still missing.

We introduce an interactive data collection and
annotation tool1 for the collaborative tasks of vi-
sual layout composition through natural language
dialogs (see Figure 1). In this work, we refer to
layouts to the spatial distribution of objects in a
2D canvas as well as their attributes such as name,
shape, or color. More specifically, Chat-crowd is
designed to support a basic model task consisting

1 chatcrowd.github.io

 Draw 4 circles in-line in the following order
- green, blue, green and blue. 

designer-1:

 Move green ones 2 spaces away.

designer-3:

 You mean moving down?

designer-2:

director-1: 

director-2: 

 That's correct.
director-3: 

 That was not enough for 2 spaces.
 Please move them down further.

director-4: 

DA: REQUEST (instruction)

DA: CONFIRM

DA: INQUIRY (clarification question)

DA: CORRECTION designer-4: 
... 

DA: REQUEST (instruction)

Figure 1: An illustration of the interactions and dialog
acts (DA) between a director and a designer for one of
our sample tasks. In asynchronous mode, the role of an
agent can be taken by a different user in each round.

of dialogs between a director agent that is pro-
vided with a visual layout as a reference, and a de-
signer agent that is provided with a canvas where
one can add, remove, resize, or relocate visual el-
ements. The two agents can communicate using
natural language within the context of various di-
alog acts (“DA”) as illustrated in Figure 1. The
director provides instructions to modify elements
in the canvas, and the designer optionally writes
clarifying questions or modifies the canvas. While
the director can see the progress of the designer
as the dialog proceeds, the designer only sees the
instructions from the director. The dialog ends
when the visual layout composed by the designer
matches the given visual layout to the director.

One key feature of our system is that it allows
asynchronous conversations, i.e. the director and
designer do not need to be online at the same time,
or be persistent throughout the task. This means
that different users can pick up the task where it
was left off in the previous interaction, thus simpli-
fying the overall collection process. Furthermore,
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it enables a process for data validation and job dis-
tribution at a finer level. Additionally, our sys-
tem optionally employs a bot agent to inject syn-
thetic utterances that trigger diversified or less rep-
resented dialog activities. Such injections can also
be used for evaluating the responses from human
agents since the optimal responses to the synthetic
utterances are already given. We show that under
this asynchronous mode, crowdsourced contribu-
tors are still able to converse based on the dialog
history and complete the tasks.

To validate our system, we first apply the sys-
tem on a task with more controllable visual lay-
outs consisting of visual primitives (e.g., circles,
rectangles, triangles); we also test our system on
grounding for visual layouts corresponding to ob-
jects in real-images from an object recognition
dataset (Lin et al., 2014). Separating the pat-
tern recognition task from the visual understand-
ing task through visual layouts allows us to ex-
plore richer language for spatial reasoning yet still
connects to real-world images.

Our contributions are the following: (1) a new
multi-modal dialog simulation system with a focus
on spatial reasoning; (2) an asynchronous dialog
collection platform that can trigger more diverse
dialog activities and evaluate the performance of
crowdsourced contributors in ongoing tasks; (3)
an analysis of the difficulty and the type of lan-
guage used by people to accomplish the proposed
collaborative task of re-constructing visual layouts
from asynchronous dialogs.

2 Visual Layout Dialog Collection

This work aims to demonstrate the usage of Chat-
crowd for obtaining dialog data for geometric and
spatial reasoning, ranging from abstract to more
complex scenes. To this end, we explore two types
of visual layouts: layouts in a shape-world with
automatically generated simple 2D shape primi-
tives, and layouts of objects from real images.

2D-shape Layouts We propose a synthetic lay-
out world where objects of different shapes (circle,
square, triangle) and colors (blue, red, green) are
pinned to a set of 5 × 5 grid locations on a can-
vas. This setup allows us to focus on the language,
and the accurate reconstruction of the visual lay-
outs by discarding the additional complexities of
real-world scenes. We generate two types of 2D-
shape layouts: (1) 2d-shape-random: con-
sisting of scenes with 4 to 6 objects with shapes,

color, and locations selected randomly, and 2d-
shape-pattern: consisting of objects gener-
ated by following a set of customizable produc-
tion rules that encourage adjacent objects. Figure
3 presents our user interface for the data collection
tasks of 2D-shape layouts. For the real-image lay-
outs, the interface includes additional features for
resizing, moving, and naming objects.

COCO Layouts We use as reference and test
bed of the object layouts of real-world images
from the COCO dataset (Lin et al., 2014). The
layout of an image includes objects and their loca-
tions. All objects are represented by a set of rect-
angles (proportional to the size of the correspond-
ing object) and the object class (e.g., people,
dog and surfboard). We also experiment with
two types of scenarios: (1) COCO-simple: cor-
responding to images with simple layouts with 3 to
4 object instances belonging to 3 distinct classes,
and (2) COCO-complex: corresponding to im-
ages consisting of layouts with 6 to 8 object in-
stances belonging to 6 distinct object classes.

2.1 Crowdsourcing Task Design

In our task, crowd agents interact under two roles:
director and designer. In the director mode,
agents direct the drawing in the following ways:
(1) providing instructions for how layouts should
be modified; (2) giving suggestions for correct-
ing or improving the current layout; (3) answer-
ing questions from the designer agents. In the
designer mode, the agents either follow the in-
structions to draw on the canvas by specifying the
attributes and locations for 2D-shapes/COCO, or
ask clarifying questions if needed.

Data Collection One challenge for such multi-
model dialog collection via crowdsourcing is that
it could be very complicated and expensive to
pair two qualified contributors to converse in real
time (Lasecki and Bigham, 2013). Our system is
designed to support both synchronous as well as
asynchronous interactions. In the asynchronous
mode, the agents are asked to review and under-
stand a chat history before taking an action. Thus,
we design quizzes to assist agents in learning how
to examine the chat history to determine what ac-
tions are helpful for reconstructing the layouts.

Quality Control The most common quality as-
surance provided by crowdsourcing platforms is to
evaluate the performance with gold standard data,
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which is not applicable in our case. We propose
to verify and ensure the success of the task using
the following criteria: a task is considered success-
ful if a layout is reconstructed with high similarity
with respect to the reference layout. For 2D shape
layouts, a layout similarity is tested by computing
an exact match; For COCO layouts the matching is
confirmed by the director agents who determines
when the task should end.

Output Data The output includes free-form tex-
tual utterances from director and designer agents
annotated with dialog acts, a sequence of drawings
on the canvas and the final layouts of images. In
our task setting, the dialog data can be potentially
divided into sub-dialogs or atomic dialog interac-
tions accordingly.

3 Experiment Results and Analysis

3.1 System Overview
Figure 2 presents an overview of our system. In
synchronous mode, it allows the agents to con-
verse in real time to perform a given task. In asyn-
chronous mode, the automated Job Dispatcher de-
termines a job of a role for next turn to inter-
face with the crowdsourcing platforms. The latest
canvas and dialog history of a given job are dy-
namically generated by Dialog Interface Renderer.
Once an input (e.g, dialog act, utterance, or latest
canvas) is submitted, Input Validator first examine
the content via its sub-module Input Analyzer. It
identifies the modification to the previous canvas;
object features and locations in the utterance2 and
the dialog acts etc.. Additionally, Synthetic Gen-
erator is applied to inject certain responses: (1)
to intrigue more diverse dialog activities such as
designer asking clarification questions; (2) to in-
spect the performance of the contributors, for in-
stance, when a designer submits a canvas given a
non-viable instruction by Synthetic Generator.

2We employ NLP tools by spacy.io

3.2 Experimental Settings
We post the jobs on the FigureEight crowdsourc-
ing platform. We collected dialogs for 100
2d-shape-random layouts, 100 2d-shape-
pattern layouts, and additionally run a pi-
lot study on 10 COCO-simple layouts and 10
COCO-complex layouts, leading to 2, 520 indi-
vidual user interactions for 2d-shapes and 595 for
real scene COCO layouts.

3.3 Quantitative and Qualitative Analysis
Director Word Usage Analysis We first ana-
lyzed the types of words that people in the director
agent role used to provide instructions to the de-
signers. We found that people mention location,
color, and shape words in over 90% of the total of
instructions and often all three with a slight pref-
erence for mentioning shape over color informa-
tion. For the 2d-shape-pattern task there
was slightly lower preference to mention shape
and color, than in 2d-shape-random. This is
because when each object is placed randomly, then
people have to more often refer to each object in-
dividually on each round.

Designer Reactions Analyzing the interactions
by designer agents we found that about 60% of
the times they modify the canvas without necessar-
ily asking clarification questions. Here is a set of
example responses: “I did not understand instruc-
tions from instructor ...”, “please give instruction”,
examples of questions are: “where to put circle?”,
“do the boxes mean squares”, “where exactly, in
the middle, left or right?”, “It is done?”.

Task Duration We additionally analyze the dif-
ficulty of each task by the number of rounds that it
takes to complete a layout, and the average length
(in words) for the instructions issued by the direc-
tor. Table 1 shows these statistics for our four
type of layouts. We found, unsurprisingly, that
for 2d-shape-pattern layouts, the average
number of rounds is significantly lower than for
2d-shape-random, indicating that the pattern
in the distribution of objects in the canvas is in-
deed being exploited by the agents. Additionally,
we can gauge the difference in difficulty between
COCO-complex and COCO-simple, where the
number of rounds is more than double even when
the average instruction is only two words larger.

Instruction Efficiency In terms of single in-
struction efficiency, we found that for 2d-
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Figure 3: UI for director (left) and designer (right) agents for 2D-shape layout task.

LAYOUT-TYPE #ROUNDS AVG-WORDS

2d-shape-random 7.23 18.0 ± 14.3
2d-shape-pattern 5.37 19.4 ± 15.8
COCO-simple 7.6 18.7 ± 13.9
COCO-complex 22.1 20.9 ± 28.2

Table 1: Statistics for task duration for each type of lay-
out based on the number of rounds needed and average
number of words in the instructions.

shape-random layouts, designer agents were
able to modify more than three objects per turn
only 14% of the times, while this number was 20%
for 2d-shape-pattern layouts. Thus, it fur-
ther confirms that people are effective at using the
patterns to optimize language for the task. We also
notice how the COCO layouts elicit semantic re-
lations that are not present in the 2D-shape lay-
outs, so while we expect that some of the language
from 2D-shape layouts will translate to real-world
scenes, such as references to locations, and shapes,
the realm of semantic relations might need a sepa-
rate treatment.

4 Related Work

Given some of the limitations of tasks such as
human-robot interactions, text-to-scene conver-
sion or visual question answering, there has been
recent interest on building more complex multi-
modal datasets of visually grounded dialogs (Ge-
man et al., 2015; Mostafazadeh et al., 2017; Das
et al., 2017; Kim et al., 2017). Our goal ori-
ented task of re-constructing the spatial distribu-
tion of objects in a canvas through conversational
interactions sets our task apart from these previ-
ous works. In our work, we additionally explore
re-construction of layouts corresponding to real-
world images with a focus on the inclusion of spa-

tial and geometric reasoning and more dynamic di-
alog activities while completing the tasks.

Another aspect that sets our work apart from
previous efforts in this domain is that we lever-
age asynchronous dialog interactions. However,
there have been important previous works study-
ing this type of dialogs in the more general set-
ting (e.g. Blaylock et al. (2002); Joty et al. (2011);
Tavafi et al. (2013)). We similarly show that our
proposed visually grounded task is feasible under
asynchronous dialogs.

Finally, object layouts, and visual grounding on
geometric primitives has generally been of inter-
est to study the compositionality of language. The
work of Mitchell et al. (2013); FitzGerald et al.
(2013) used synthetic object layouts and simple
scenes to study referring expressions, while Yin
and Ordonez (2017) used layouts from real images
for image captioning. Andreas et al. (2016), and
Johnson et al. (2017) introduced synthetic abstract
scene datasets to test visual question answering.
Our work is instead focused on visually grounded
dialogs for spatial reasoning.

5 Conclusions
We developed Chat-crowd, a framework and asso-
ciated platform to collect dialogs for goal-oriented
tasks involving visual reasoning. Our platform in-
corporates mechanisms to encourage diverse dia-
log activities and provides a new way of evaluating
the performance of crowdsourcing agents during
the task. Our system demonstrated the feasibil-
ity of a director-designer agent interaction to re-
construct input visual layouts based only on asyn-
chronous dialog interactions.
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