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Abstract

Neural sequence-to-sequence models have
been successfully applied to text compression.
However, these models were trained on huge
automatically induced parallel corpora, which
are only available for a few domains and tasks.
In this paper, we propose a novel interactive
setup to neural text compression that enables
transferring a model to new domains and com-
pression tasks with minimal human supervi-
sion. This is achieved by employing active
learning, which intelligently samples from a
large pool of unlabeled data. Using this setup,
we can successfully adapt a model trained on
small data of 40k samples for a headline gener-
ation task to a general text compression dataset
at an acceptable compression quality with just
500 sampled instances annotated by a human.

1 Introduction

Text compression is the task of condensing one or
multiple sentences into a shorter text of a given
length preserving the most important information.
In natural language generation applications, such
as summarization, text compression is a major step
to condense the extracted important content of the
source documents. But text compression can also
be applied in a wide range of related applications,
including the generation of headlines (Filippova
et al., 2015), captions (Wubben et al., 2016), sub-
titles (Vandegehinste and Pan, 2004; Luotolahti
and Ginter, 2015), and the compression of text for
small screens (Corston-Oliver, 2001).

Neural sequence-to-sequence (Seq2Seq) mod-
els have shown remarkable success in many areas
of natural language processing and specifically in
natural language generation tasks, including text
compression (Rush et al., 2015; Filippova et al.,
2015; Yu et al., 2018; Kamigaito et al., 2018). De-
spite their success, Seq2Seq models have a ma-
jor drawback, as they require huge parallel cor-
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pora with pairs of source and compressed text to
be able to learn the parameters for the model. So
far, the size of the training data has been propor-
tional to the increase in the model’s performance
(Koehn et al., 2003; Suresh, 2010), which is a ma-
jor hurdle if only limited annotation capacities are
available to manually produce a corpus. That is
why existing research employs large-scale auto-
matically extracted compression pairs, such as the
first sentence and the presumably shorter headline
of a news article. However, such easy-to-extract
source data is only available for a few tasks, do-
mains, and genres and the corresponding models
do not generalize well from the task of headline
generation to other text compression tasks.

In this paper, we propose an interactive setup to
neural text compression, which learns to compress
based on user feedback acquired during training
time. For the first time, we apply active learning
(AL) methods to neural text compression, which
greatly reduces the amount of the required train-
ing data and thus yields a much more data-efficient
training and annotation workflow. In our experi-
ments, we find that this approach enables the suc-
cessful transfer of a model trained on headline
generation data to a general text compression task
with a minimum of parallel training instances.

The objective of AL is to efficiently select unla-
beled instances that a user should annotate to ad-
vance the training. A key component of AL is the
choice of the sampling strategy, which curates the
samples in order to maximize the model’s perfor-
mance with a minimum amount of user interac-
tion. Many AL sampling strategies have proven
effective for human-supervised natural language
processing tasks other than compression (Hahn
et al., 2012; Peris and Casacuberta, 2018; Liu
et al., 2018).

In our work, we exploit the application of
uncertainty-based sampling using attention disper-
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sion and structural similarity for choosing samples
to be annotated for our interactive Seq2Seq text
compression model. We employ the AL strategies
for (a) learning a model with a minimum data, and
(b) adapting a pretrained model with few user in-
puts to a new domain.

In the remaining paper, we first discuss related
work and introduce the state-of-the-art Seq2Seq
architecture for the neural text compression task.
Then, we propose our novel interactive compres-
sion approach and demonstrate how batch mode
AL can be integrated with neural Seq2Seq mod-
els for text compression. In section 4, we in-
troduce our experimental setup, and in section 5,
we evaluate our AL strategies and show that our
approach successfully enables (a) learning the
Seq2Seq model with a minimum of data, (b) trans-
fer of a pretrained headline generation model to a
new compression task and dataset with minimal
user interaction. To encourage further research
and enable reproducing our results, we publish our
code as open-source software. !

2 Related Work

In this section, we discuss related work to our re-
search concerning: (1) neural text compression
models, (2) existing text compression corpora and
(3) active learning for neural models.

Neural text compression. Neural text compres-
sion models can be broadly classified into two cat-
egories: (a) deletion-based extractive models and
(b) abstractive models. The goal of the deletion-
based models is to delete unimportant words from
a source text to generate a shorter version of the
text. In contrast, abstractive models generate a
shorter text by inserting, reordering, reformulat-
ing, or deleting words of the source text.
Previously, deletion-based extractive methods
explored various modeling approaches, includ-
ing the noisy-channel model (Knight and Marcu,
2002; Turner and Charniak, 2005), integer linear
programming (Clarke and Lapata, 2007), varia-
tional autoencoders (Miao and Blunsom, 2016),
and Seq2Seq models (Filippova et al., 2015). Sim-
ilarly, recent abstractive models have seen tree-to-
tree transduction models (Cohn and Lapata, 2013)
and variations of Seq2Seq models, such as atten-
tion (Rush et al., 2015), attentive long short-term
memory (LSTM) models (Wubben et al., 2016)

'https://github.com/UKPLab/
NAACL2019-interactiveCompression

and operation networks where the Seq2Seq model
decoder is replaced with a deletion decoder and a
copy-generate decoder (Yu et al., 2018).
Filippova et al. (2015) show that Seq2Seq mod-
els without any linguistic features have the abil-
ity to delete unimportant information. Kami-
gaito et al. (2018) incorporate higher-order de-
pendency features into a Seq2Seq model and re-
port promising results. Rush et al. (2015) pro-
pose an attention-based Seq2Seq model for gen-
erating headlines. Chopra et al. (2016) further im-
prove this task with recurrent neural networks. Al-
though Seq2Seq models show state-of-the-art re-
sults on different compression datasets, there is yet
no work which investigates whether large train-
ing corpora are needed to train neural compression
models and if there are efficient ways to train and
adapt them to other datasets with few annotations.

Text compression corpora. Early publicly
available text compression datasets are manually
curated but small (Cohn and Lapata, 2008; Clarke
and Lapata, 2006, 2008). These datasets are
typically used by unsupervised approaches as
they are 200 times smaller in size compared to the
annotated data used for training state-of-the-art
supervised approaches.  Filippova and Altun
(2013) introduce an extractive compression
dataset of 250k headline and first sentence com-
pression pairs based on Google News, which they
use for training a supervised compression method.
Similarly, Rush et al. (2015) create another large
abstractive dataset of 4 million headline and first
sentence compression pairs from news articles
extracted from the Annotated Gigaword corpus
(Napoles et al., 2012). Although these datasets
are large, they predominantly address headline
generation for news.

Creating such large corpora manually for a
new task or domain is hard. Toutanova et al.
(2016) pioneered the manual creation of a multi-
reference compression dataset MSR-OANC with
6k sentence—short paragraph pairs from business
letters, newswire, journals, and technical doc-
uments sampled from the Open American Na-
tional Corpus?. They provide five crowd-sourced
rewrites for a fixed compression ratio and also
acquire quality judgments. This dataset cov-
ers multiple genres compared to the large au-
tomatically collected compression datasets, and
Toutanova et al. (2016) show that neural Seq2Seq

https://www.anc.org/data/oanc

2544


https://github.com/UKPLab/NAACL2019-interactiveCompression
https://github.com/UKPLab/NAACL2019-interactiveCompression
https://www.anc.org/data/oanc

Attention Mechanism

Training Data
Compression Pairs

Encoder

Training

Unlabeled
Instances

Active

Interactive
Text
Compression

Learning

Figure 1: Pipeline of our interactive text compression model. The pipeline is divided into three main components:
(1) Neural Seq2Seq text compression model, (2) active learning, and (3) interactive text compression

models trained on headline generation datasets fail
to achieve state-of-the-art results as compared to
an ILP-based unsupervised method. In our work,
we go beyond that and investigate strategies to eas-
ily adapt pretrained models to such small datasets
employing minimal user input.

Active learning for neural models. AL has
been successfully applied to various natural lan-
guage processing tasks, including corpus anno-
tation (Hahn et al., 2012; Yan et al., 2011), do-
main adaptation (Chan and Ng, 2007), personal-
ized summarization (P. V. S. and Meyer, 2017),
machine translation (Haffari and Sarkar, 2009),
language generation (Mairesse et al., 2010), and
many more. Only recently, it has been applied
to neural models: Wang et al. (2017a) propose
an AL approach for a black box semantic role
labelling (SRL) model where the AL framework
is an add-on to the neural SRL models. Peris
and Casacuberta (2018) use AL in neural machine
translation. They propose quality estimation sam-
pling, coverage sampling, and attention distraction
sampling strategies to query data for interactive
machine translation. Liu et al. (2018) addition-
ally propose an AL simulation trained on a high-
resource language pair to transfer their model to
low-resource language pairs. In another line of re-
search, Sener and Savarese (2018) discuss a core-
set AL approach as a batch sampling method for
neural image classification based on convolutional
neural networks. Although AL techniques have
been widely used in natural language processing,
to our knowledge, there is yet no work on the use
of AL for neural text compression. We fill this gap
by putting the human in the loop to learn effec-
tively from a minimal amount of interactive feed-
back and for the first time, we explore this data-

efficient AL-based approach to adapt a model to a
new compression dataset.

3 Approach

To address this research problem, we first describe
the neural Seq2Seq text compression models we
use. Then, we introduce our active learning strate-
gies to select the training samples interactively for
in-domain training as well as for domain adapta-
tion, and we describe a novel interactive neural
text compression setup. Figure 1 illustrates the
main components of our system.

3.1 Neural Seq2Seq Text Compression

In this work, we employ state-of-the-art Seq2Seq
models with attention (Seq2Seq-gen) (Rush et al.,
2015) and pointer-generated networks with cover-
age (Pointer-gen) (See et al., 2017) as our base
models, which we use for our AL-based interac-
tive text compression setup.

Both Seq2Seq models are built upon the
encoder-decoder framework by Sutskever et al.
(2014). The encoder encodes the input sequence
x = (z1,%2..,x,) represented by an embedding
matrix into a continuous space using a bidirec-
tional LSTM network and outputs a sequence of
hidden states. The decoder is a conditional bidi-
rectional LSTM network with attention distribu-
tion (Luong et al., 2015)

J
o exp(e;) '
i J
> k=1 exp(ey,)
where e] is computed at each generation step j

with the encoder states 2" and the decoder states
hdec.
G

ey

o] = q- tanh(WE™ B + WEh 1 byy) ()
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enc dec

where g , Wp"¢, W and b,y are learnable pa-
rameters. The attention distribution a‘g is used to
compute the weighted sum of the encoder hidden

states, also known as the context vector
n .
c; = Z alh$"e 3)
i

To obtain the vocabulary distribution PjVocalo at
generation step j, we concatenate the fixed con-
text vector with the decoder state h;iec and pass it
through two linear layers:

vocab dec,
P} = softmax(Wv(Wé[hj ;¢ + b,) + by)
4)

where W, W/, b, and b/, are learnable parame-
ters. P]V"wb is a probability distribution over all
words in the vocabulary V. Based on the vocab-
ulary distribution, the model generates the target
sequence y = 41,42, - - - , Ym, m < n with

yj = argmawajyocab(w), wevV Q)

for each generation step j.

Finally during training, we define the loss func-
tion for generation step j as the negative log like-
lihood of the target word y; and the overall loss
function for the target word sequence as L:

m

1 vocab
c=m§—m6 () 6)
J =

Another state-of-the-art approach we use for
our experiments is the pointer-generator networks
(Pointer-gen) proposed by See et al. (2017). This
model uses a pointer-generator network that deter-
mines a probability function to generate the words
from the vocabulary V' or copy the words from the
source text by sampling from the attention distri-
bution a] as shown in Eq. 8. The model achieves
this by calculating an additional generation prob-
ability pgen for generation step j, which is calcu-
lated from the context vector c;f, the decoder state

’

h?ec, and the current input to the decoder x;

pan = WG+ W 4 W + by
(7)

n
Pj(w) = pgenpgyocab(w) + (1 — Pgen) Z a;
i=0

®)

where vectors We, Wyace, W/, bgen are learnable
parameters, n is the number of words in the source
text and o is the sigmoid function.

The model also uses an extra feature of cover-
age to keep track of words generated by the model
to discourage repetition. In the coverage model,
a coverage vector is calculated which is the sum
of the attention distribution across all the previous
decoding steps and it is passed on as an extra input
to the attention mechanism:

' -1
d=> af 9)

=0

<.

o

el = q - tanh(W"°he™ + Wil*hd
+ Wed +bare)  (10)

where W, is an additional learnable parameter.

3.2 Active Learning

Toutanova et al. (2016) show that Seq2Seq mod-
els, which perform well on large news headline
generation datasets, fail to achieve good perfor-
mance on their MSR-OANC multi-genre com-
pression dataset. A major issue with training
Seq2Seq models is the lack of domain-specific
data and the expensive process to create parallel
compression pairs. It is therefore indispensable to
minimize the cost of data annotation. Thus, AL
comes into play whose key element is to find a
strategy for selecting samples the user should an-
notate which yield a more efficient training pro-
cess. For text compression, we suggest AL strate-
gies to maximize the model’s coverage and the
diversity of the samples. To this end, we build
upon work in uncertainty sampling by (Peris and
Casacuberta, 2018; Wang et al., 2017b) and pro-
pose a new strategy to predict the sample diversity
at a structural level.

Coverage constraint sampling (Coverage-AL).
An important factor on which text compression
models are evaluated is the coverage (Marsi et al.,
2010). Coverage can be defined as the text com-
pression models being able to learn the deletion
or generation rules from the training samples and
apply them on an input source text. Wu et al.
(2016) first proposed the idea of using attention
weights to calculate coverage penalty for active
learning based machine translation systems. The
attention weights were further extended by Peris
and Casacuberta (2018) to estimate an attention

2546



dispersion based uncertainty score for a sentence.
The idea of attention dispersion is that if the neu-
ral Seq2Seq compression model is uncertain then
the attention weights will be dispersed across the
source text while generating the target words. The
samples with higher dispersion will have their at-
tention weights uniformly distributed across the
source sentences. Thus, the goal is to find the
samples with high uncertainty based on attention
dispersion. As we want to define to the extent
to which the attention distribution differs from a
normal distribution we propose to use a skewness
score. The skewness score calculates the attention
dispersion while decoding a target word ;.

%Z?:l(ag - %)3

(3 i (@] = D)2

af is the attention weight assigned by the attention
layer to the i-th source word when decoding the
j-th target word and % is the mean of the attention
weights of the target word y;.

The skewness for a normal distribution is zero,
and since we are interested in the skewness of sam-
ples with heavy tails, we take the negative of the
skewness averaged across all target words to ob-
tain the uncertainty coverage score Cicore.

(1D

skewness(y;) =

> 7w —skewness(y;)
m

Cscore (X7 Y) = (12)

where m is the number of target words.

Diversity constraint sampling (Diversity-AL).
Diversity sampling methods have been used in in-
formation retrieval (Xu et al., 2007) and image
classification (Wang et al., 2017b). The core idea
is that samples that are highly similar to each other
typically yield little new information and thus low
performance. Similarly, to increase the diversity
of the samples in neural text compression, we
propose a novel scoring metric to measure the
diversity of multiple source texts at a structural
level. Our intuition is that integrating part-of-
speech, dependency and named entity information
is useful for text compression, e.g., to learn which
named entities are important and how to compress
a wide range of phrase types and syntactically
complex sentences. Thus, we consider part of
speech tags, dependency trees, and named entity
embeddings and calculate the structural similarity
of the source text with regard to the target text.
We use a multi-task convolutional neural network

similar to Sggaard and Goldberg (2016) trained on
OntoNotes and Common Crawl to learn the struc-
tural embeddings consisting of tag, dependency
and named entity embeddings. The diversity score
Dagcore 18 calculated using the cosine distance be-
tween the average of the structural embeddings of
the words in the source sentence and the average
of the structural embeddings of the words in the
target compression as in Eq. 13:

Estruc(x) : Estruc (Y>
D XY) =
0 (%) = TR I MEarac )]

13)

where Egiuc(+) is the average structural embed-
ding of a text.

These AL sampling strategies are applied in-
teractively while training to make better use of
the data by selecting the most uncertain instances.
Additionally, both strategies can be applied for do-
main adaptation by actively querying user annota-
tions for a domain-specific dataset in an interactive
text compression setup, which we describe next.

3.3 Interactive Text Compression

In this subsection, we introduce our interactive
text compression setup. Our goal is to select the
batch of samples for training efficiently with min-
imal samples and to become able to transfer the
models to new datasets for different domains and
genres with few labeled data.

We consider an initial collection of parallel in-
stances D = {(x;,y;) | 1 <1i < N} consisting of
pairs of input text x; and their corresponding com-
pression y;. Additionally, we consider unlabeled
instances D’ = {x; | ¢« > N}, for which we only
know the uncompressed source texts. Our goal
is to sample sets of unlabeled instances S; C D’
which should be annotated by a user in each time
step t. The interactive compression model can
only see the labeled pairs from the initial dataset
D in the beginning, but then incrementally learns
from the user annotations.

Algorithm 1 provides an overview of our in-
teractive compression setup. The inputs are the
labeled compression pairs D and the unlabeled
source texts D’. D is used to initially train the
neural text compression model M. In line 5, we
start the interactive feedback loop iterating over
t = 0,...,7. We first sample a set of unla-
beled source texts S; (line 6) by using our AL
strategies introduced in section 3.2 and then loop
over each of the unlabeled samples to be annotated
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or supervised by the human in line 10. As the
user feedback in the current time step of sample
St, we obtain the compressions Y; of the sampled
source texts .S; from the user and use them for on-
line training of the model M. After T iterations
or if there are no samples left for querying (i.e.,
Sy = (), we stop the iteration and return the up-
dated Seq2Seq model M.

Algorithm 1 Interactive Text Compression

1: procedure INTERACTIVECOMPRESSION()
2 input: Text Compression Pairs D,

3 Unlabeled Text D’

4. M < learnSeq2Seq(D)

5: fort=0,...,T do

6 S; < getSample(D’)

7

8

9

if S; = 0 then
return M
: else
10: Y; < queryUser(.S;)
11: M < update(M, S;, Yy)
12: D'« D -85
13: end if

14: end for
15: end procedure

4 Experimental Setup

4.1 Data

For our experiments, we use the large Google
News text compression corpus® by Filippova and
Altun (2013), which contains 250k automatically
extracted the deletion-based compressions from
aligned headlines and first sentences of news arti-
cles. Recent studies on text compression have ex-
tensively used this dataset (e.g., Zhao et al., 2018;
Kamigaito et al., 2018). We carry out in-domain
active learning experiments on the Google News
compression corpus.

To evaluate our interactive setup, we adapt the
trained models to the MSR-OANC text compres-
sion corpus by Toutanova et al. (2016), which
contains 6k crowdsourced multi-genre compres-
sions from the Open American National Corpus.
This corpus is well-suited to evaluate our inter-
active setup, since it is sourced from mixture of
newswire, letters, journals, and non-fiction genres,

*https://github.com/
google-research-datasets/
sentence—compression

in contrast to the Google News corpus covering
only newswire.

Dataset # Train #Dev  # Test
Google News 195,000 5,000 10,000
MSR-OANC 5,000 448 785

Table 1: Statistics of the compression datasets

For evaluating the compressions against the ref-
erence compressions, we use a Python wrapper* of
the ROUGE metric (Lin, 2004) with the parame-
ters suggested by Owczarzak et al. (2012) yielding
high correlation with human judgments (i.e., with
stemming and without stopword removal).’

4.2 Preprocessing and Parameters

To preprocess the datasets, we perform tokeniza-
tion. We obtain the structural embeddings for a
sentence using spaCy® embeddings learned using
a multi-task convolutional neural network.

To evaluate and assess the effectiveness of our
active learning-based sampling approaches, we
set up our interactive text compression approach
for the two state-of-the-art Seq2Seq models con-
sisting of a generative model (Seq2Seq-gen) and
a generate-and-copy model (Pointer-gen) as de-
scribed in Section 3.1. For the neural Seq2Seq
text compression experiments, we set the beam
size and batch size to 10 and 30 respectively. We
use the Adam optimizer (Kingma and Ba, 2015)
for the gradient-based optimization. Finally, the
parameters for the neural network parameters like
weights and biases are randomly initialized.

In order to asses the effectiveness of AL for neu-
ral text compression we extend the OpenNMT’
implementations with our interactive framework
following Algorithm 1. The sampling strategy se-
lects instances to be annotated interactively by the
user in batches. Next, the neural text compression
model is incrementally updated with the selected
samples.

Due to the presence of a human in the loop, it
typically demands real user feedback, but the cost
of collecting sufficient data for various settings of
our models is prohibitive. Thus in our experi-
ments, the users were simulated by using the com-

*https://github.com/pltrdy/files2rouge
5.n2-¢ 95 -r 1000 -a -m

*https://spacy.io/
"https://github.com/OpenNMT/OpenNMT-py
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UB Random
R1 R2 RL R1 R2

Methods

Coverage-AL Diversity-AL
RL Rl R2 RL Rl R2 RL

Seq2Seq-gen 59.94 52.08 59.78 61.60 50.03 61.37 62.89 51.38 62.56 62.54 50.19 62.13

Pointer-gen

79.26 71.77 79.08 71.61 61.15 71.28 78.11 70.50 77.89 77.45 70.30 77.38

Table 2: ROUGE-1 (R1), ROUGE-2 (R2) and ROUGE-L (RL) achieved by the state-of-the-art models using our
sampling strategies evaluated on the Google compression test set. Bold marks best AL strategy.
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Figure 2: Analysis of the active learning approaches
combined with state-of-the-art Seq2Seq compression
models on Google compression dataset while varying
the training sizes.

pression pairs from our corpus as the sentences an-
notated by the user.

5 Results and Analysis

Our experiments address two main research ques-
tions for in-domain training and domain adapta-
tion of neural text compression:

e Which active learning strategies are useful in
text compression to select training samples
such that higher performance can be achieved
with a minimum of labeled instances?

e Which instances are to be annotated interac-
tively by the user such that the model adapts
quickly to a new dataset?

In-domain Active Learning. For in-domain ac-
tive learning experiments, we choose the Google
News text compression training corpus and sam-
ple for corpus sizes between 10% and 100% in

ten percent point steps. As a baseline, we use
a random sampling strategy to test the state-of-
the-art Seq2Seq neural text compression models.
Figure 2 suggests that our coverage-based sam-
pling (Coverage-AL) and diversity-based sam-
pling (Diversity-AL) strategies outperform the
random sampling strategy throughout all training
sizes. A key observation is that our sampling
strategies are behind the upper bound by just 0.5%
ROUGE-2 when only 20% of the training data is
used. Table 2 illustrates the results of our sampling
strategies when 20% of the data is used for train-
ing. All the results are in comparison to the upper
bound (UB) receiving 100% of the training data.

Coverage-AL performs better than the
Diversity-AL for both the Seq2Seq-gen and
Pointer-gen models. However, they are still not
effective in the Seq2Seq-gen model where random
sampling performs on par with the active learning
sampling approaches. We believe this is due to the
Seq2Seq-gen model’s inability to copy from the
source text in the sampled set as a consequence
of active learning in the batch setting. Whereas
for Pointer-gen model, we observed that both
Coverage-AL and Diversity-AL strategies of
adding new samples for training had a greater
impact when the model has not adapted. We
attribute the effectiveness of the Coverage-AL
strategy over Diversity-AL to the exploitation
of the model uncertainty, as the Diversity-AL
only uses the similarity based on the samples, but
misses to integrate the model uncertainty.

Table 3 presents an example sentence com-
pression pair from the Google News dataset
and the generated compressions of both neu-
ral Seq2Seq models when using one of the
three sampling strategies. The example shows
that detailed descriptions like the names of the
ships “JING GANGSHA” and “HENG SHUI”
are dropped by all models. In particular, the
Seq2Seq-gen model has the problem of generat-
ing words not present in the original text (e.g.,
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Source text:

Two Chinese war ships , “ JING GANGSHA ” and “ HENG SHUI ” arrived at the

port of Trincomalee on 13 th January 2014 on a good will visit .

Reference:

Two Chinese war ships , arrived at the port of Trincomalee will visit .

Seq2Seq-gen
+ Random:

Two Chinese war ships , arrived at the port of toddlers on 13 th January 2014 .

+ Coverage-AL: Two Chinese war ships , arrived at the port of Trincomalee on a good will visit .
+ Diversity-AL: Two Chinese war ships arrived at the port of Scottsbluff on 13 th .

Pointer-gen
+ Random:

Two Chinese war ships , arrived at the port of Trincomalee on 13 th January 2014 .

+ Coverage-AL: Two Chinese war ships arrived at the port of Trincomalee will visit .
+ Diversity-AL: Two Chinese war ships , arrived at the port of Trincomalee .

Table 3: In-domain active learning example sentence and compressions for Google News compression dataset
when using 20% of labelled compressions with Random, Coverage-AL, Diversity-AL sampling strategies

Methods MSR-OANC ID

Random
R1 R2 RL R1 R2

Coverage-AL Diversity-AL
RL Rl R2 RL Rl R2 RL

Seq2Seq-gen 30.05 10.42 26.87 33.51 13.60 30.26 35.10 15.00 32.78 34.85 14.92 3241

Pointer-gen

35.24 16.57 32.56 38.19 21.87 37.94 39.59 24.87 37.02 39.42 24.70 36.86

Table 4: ROUGE-1 (R1), ROUGE-2 (R2) and ROUGE-L (RL) achieved by the state-of-the-art models using our
sampling strategies when interactively retrained using 10% of the MSR-OANC training set. The results are in
comparison to the models trained on in-domain training set (MSR-OANC ID). Bold marks best AL strategy.

“toddlers”, “Scottsbluff”). In contrast, the Pointer-
gen model’s ability to copy from the original
text restrains the model from generating irrele-
vant words. Although Diverysity-AL based mod-
els recognized the phrasal constructs crucial for
the sentence meaning, Coverage-AL generated the
closest compression to the reference.

Active learning for domain adaptation. To test
our interactive Seq2Seq model using active learn-
ing strategies for the domain adaptation scenario,
we train the model on the Google News compres-
sion corpus and test it on the multi-genre MSR-
OANC compression dataset. Additionally, for
domain adaptation, the neural Seq2Seq model is
updated incrementally using our interactive com-
pression Algorithm 1. The sampling strategies
select the instances to be interactively annotated
by the user. As the cost of interactive experi-
mentation with real users, we use simulated feed-
back from the labeled sentence compressions from
the MSR-OANC training data. The two sampling
strategies used for in-domain active learning are
used for interactive compression with the state-of-
the-art Seq2Seq models. Table 4 illustrates the
results of the interactive text compression model
when applied to the MSR-OANC text compres-

sion dataset. One interesting observation is the
fact that our sampling strategies at 10% of the
training data (= 500 samples) perform better than
models trained on in-domain training data (MSR-
OANC ID) with 5k training instances by +8.3%
and +8.2% ROUGE-2.

Figure 3 shows the results for the various sam-
ple sizes of the 5k training instances. The results
show a similar trend as the active learning for the
interactive data-selection scenario. The Coverage-
AL and Diversity-AL strategies do not show sig-
nificant differences from each other. However, the
two active learning strategies achieve on average
+2.5% ROUGE-2 better results than the random
sampling. The results demonstrate that the use of
relevant training samples is useful for transferring
the models to new domains and genres.

Table 5 shows an example from the MSR-
OANC compression dataset. The example illus-
trates similar compression properties as seen in
the in-domain settings. In particular, the two mod-
els learned to drop appositions, optional modifiers,
detailed clauses, etc. Additionally, we also ob-
served that the difficult cases where those where
there is little to be removed, but due to higher
compression ratios during the training, the models
removed more than required. This confirms the
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Source text:

Given the urgency of the situation in Alaska , Defenders needs your immediate

assistance to help save Alaska ’s wolves from same - day airborne land - and - shoot

slaughter .
Reference:

Given the urgency of the situation in Alaska , Defenders needs your immediate

assistance saving Alaska ’s wolves from slaughter .

Seq2Seq-gen
+ Random:

Immediate assistance to save Alaska’s tundra .

+ Coverage-AL: Sometimes needs your assistance to help save Alaska ’s wolves .
+ Diversity-AL: The situation in Alaska, help save Alaska ’s tundra .

Pointer-gen
+ Random:

Immediate assistance to help save Alaska s wolves .

+ Coverage-AL: The urgency of the situation in Alaska , Defenders needs your immediate assistance .
+ Diversity-AL: Defenders needs your assistance to help save Alaska ’s wolves .

Table 5: Domain adaptation example from the MSR-OANC dataset when trained on a 20% of labelled compres-
sions with Random, Coverage-AL, and Diversity-AL sampling strategies
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Figure 3: Analysis of the active learning for domain
adaptation on the MSR-OANC dataset while varying
the training data.

cause for lower ROUGE scores compared to the
Google News corpus.

6 Conclusion

We propose a novel neural text compression ap-
proach using a neural Seq2Seq method with an
interactive setup that aims at (a) learning an in-
domain model with a minimum of data and (b)
adapting a pretrained model with few user inputs
to a new domain or genre. In this paper, we inves-
tigate two uncertainty-based active learning strate-
gies with (a) a coverage constraint using atten-
tion dispersion and (b) a diversity constraint us-
ing structural similarity to make better use of the
user in the loop for preparing training data pairs.
The active learning based data selection method-
ology samples the data such that the most uncer-

tain samples are available for training first. Ex-
perimental results show that the selected samples
achieve comparable performance to the state-of-
the-art systems, but trained on 80% less in-domain
training data. Active learning with an interactive
text compression model helps in transferring mod-
els trained on a large parallel corpus for a headline
generation task to a general compression dataset
with just 500 sampled instances. Additionally, the
same in-domain active learning based data selec-
tion shows a notable performance improvement
in an online interactive domain adaptation setup.
Our experiments demonstrate that instead of more
training data, relevant training data is essential for
training Seq2Seq models in both in-domain train-
ing as well as domain adaptation.

In future work, we plan to explore several lines
of work. First, we intend to investigate further ap-
plications of our interactive setup, e.g., in movie
subtitle compression or television closed captions
where there is no sufficient training data to build
neural models. On a more general level, the inter-
active setup and the active learning strategies pre-
sented can also be used for other natural language
processing tasks, such as question answering, to
transfer a model to a new domain or genre.
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