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Abstract

Online reviews have become a popular portal
among customers making decisions about pur-
chasing products. A number of corpora of re-
views have been widely investigated in NLP
in general, and, in particular, in argument min-
ing. This is a subset of NLP that deals with
extracting arguments and the relations among
them from user-based content. A major prob-
lem faced by argument mining research is the
lack of human-annotated data. In this pa-
per, we investigate the use of weakly super-
vised and semi-supervised methods for auto-
matically annotating data, and thus providing
large annotated datasets. We do this by build-
ing on previous work that explores the classifi-
cation of opinions present in reviews based on
whether the stance is expressed explicitly or
implicitly. In the work described here, we au-
tomatically annotate stance as implicit or ex-
plicit and our results show that the datasets
we generate, although noisy, can be used to
learn better models for implicit/explicit opin-
ion classification.

1 Introduction

Sentiment analysis and opinion mining are widely
researched NLP sub-fields that have extensively
investigated opinion-based data such as online re-
views (Pang et al., 2008; Cui et al., 2006). Re-
views contain a wide range of opinions posted by
users, and are useful for customers in deciding
whether to buy a product or not. With abundant
data available online, analysing online reviews be-
comes difficult, and tasks such as sentiment analy-
sis are inadequate to identify the reasoning behind
a user’s review. Argument mining is an emerg-
ing research field that attempts to solve this prob-
lem by identifying arguments and the relation be-
tween them using ideas from argumentation the-
ory (Palau and Moens, 2009).

An argument can be defined in two different
ways — (1) abstract arguments which do not re-
fer to any internal structure (Dung, 1995) and (2)
structured arguments where an argument is a col-
lection of premises leading to a conclusion. One
major problem that is faced by argument min-
ing researchers is the variation in the definition
of an argument, which is highly dependent on
the data at hand. Previous work in argument
mining has mostly focussed on a particular do-
main (Grosse et al., 2015; Villalba and Saint-
Dizier, 2012; Ghosh et al., 2014; Boltuzic and
Snajder, 2014; Park and Cardie, 2014; Cabrio and
Villata, 2012). Furthermore, an argument can be
defined in a variety of ways depending on the
problem being solved. As a result, we focus on
the specific domain of opinionated texts such as
those found in online reviews.

Prior work (Carstens et al., 2014; Rajendran
et al., 2016a) in identifying arguments in online
reviews has considered sentence-level statements
to be arguments based on abstract argumentation
models. However, to extract arguments at a finer
level based on the idea of structured arguments
is a harder task, requiring us to manually anno-
tate argument components such that they can be
used by supervised learning techniques. Because
of the heterogenous nature of user-based content,
this labelling task is time-consuming and expen-
sive (Khatib et al., 2016; Habernal and Gurevych,
2015) and often domain-dependent.

Here, we are interested in analysing the problem
of using supervised learning where the quantity of
human-annotated or labelled data is small, and in-
vestigating how this issue can be handled by us-
ing weakly-supervised and semi-supervised tech-
niques. We build on our prior work (Rajendran
et al., 2016b), which created a small manually an-
notated dataset for the supervised binary classifi-
cation of opinions present in online reviews, based
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Opinion Stance Aspect Annotation

Great hotel! direct hotel Explicit
don’t get fooled by book reviews and movies, this hotel is not a five star
luxury experience, it dosen’t even have sanitary standards!

direct and indirect hotel Explicit

another annoyance was the internet access, for which you can buy a
card for 5 dollars and this is supposed to give you 25 mins of access,
but if you use the card more than once, it debits an access charge and
rounds minutes to the nearest five.

indirect internet Implicit

the other times that we contacted front desk/guest services (very diffi-
cult to tell them apart) we were met by unhelpful unknowledgable staff
for very straightforward requests verging on the sarcastic and rude

indirect staff Implicit

the attitude of all the staff we met was awful, they made us feel totally
unwelcome

direct and indirect staff Explicit

Table 1: Examples of opinions along with the following information: whether the stance is directly (and) or
indirectly expressed, the aspect present and whether the opinion is annotated explicit or implicit.

on how the stance is expressed linguistically in the
structure of these opinions. One disadvantage of
that work is the lack of a large labelled dataset,
but there is a large amount of unannotated (un-
labelled) online reviews available from the same
source, TripAdvisor.

Our aim in this paper is to investigate whether
automatically labelling a large set of unlabelled
opinions as implicit/explicit can assist in creating
deep learning models for the implicit/explicit clas-
sification task and also for other related tasks that
depend on this classification. In our investigation,
we are interested in automatically labelling such a
dataset using the previously proposed supervised
approach described in (Rajendran et al., 2016b).

We report experiments that are carried out using
two different approaches — weakly-supervised
and semi-supervised learning (Section. 4). In
the weakly-supervised approach, we randomly di-
vide the manually annotated implicit/explicit opin-
ions into different training sets that are used to
train SVM classifiers for automatically labelling
unannotated opinions. The unannotated opinions
are labelled based on different voting criteria —
Fully-Strict, Partially-Strict and No-Strict. In the
semi-supervised approach, an SVM classifier is
either trained on a portion of the annotated im-
plicit/explicit opinions or using the entire data.
The resulting classifier is then used to predict the
unannotated opinions and those with highest con-
fidence are appended to the training data. This
process is repeated for m iterations.

All the approaches give us a set of automat-
ically labelled opinions. A Long Short-Term
Memory (LSTM) (Hochreiter and Schmidhuber,
1997) model is trained on this data and tested
on the original manually-annotated dataset. Re-
sults show that the maximum overall accuracy of

0.84 on the annotated dataset is obtained using an
LSTM model trained using the labelled data gen-
erated by the weakly-supervised approach using
the Partially-Strict voting criterion.

2 Related work

Research in argument mining attempts to automat-
ically identify arguments and their relations that
are present in natural language texts. Lippi and
Torroni (2016) present a detailed survey of exist-
ing work in argument mining. This is carried out
on different domains such as debates (Cabrio and
Villata, 2012; Habernal and Gurevych, 2016), re-
views (Wyner et al., 2012; Gabbriellini and San-
tini, 2015), tweets (Bosc et al., 2016), and dia-
logues (Biran and Rambow, 2011). Amgoud et al.
(2015) find arguments in such texts as not for-
mally structured with most of the content left im-
plicit. An argument, in general, is treated as a
set of premises that are linked to a claim or con-
clusion and, those arguments in which the ma-
jor premises are left implicit are termed as en-
thymemes. It is important to understand whether
the content that is left implicit in natural language
texts are to be dealt as enthymemes or not. In our
earlier work (Rajendran et al., 2016b), we propose
an approach for reconstructing structures similar
to enthymemes in opinions that are present in on-
line reviews. However, the annotated dataset used
in our approach was small and not useful for deep
learning models. Recent work in argument min-
ing is able to achieve better performance for the
argument identification task using neural network
models with the availability of a large corpus of
annotated arguments (Habernal et al., 2018; Eger
et al., 2017). Annotating a large corpus by hand
is a tedious task and little existing work in ar-
gument mining has explored alternative ways to
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do it. Naderi and Hirst (2014) propose a frame-
based approach for dealing with arguments present
in parliamentary discourse and suggest that us-
ing a semi-supervised approach can help in de-
veloping their dataset into a large corpus. Haber-
nal and Gurevych (2015) have proposed a semi-
supervised based approach for identifying argu-
ments using a clustering based approach on unla-
belled data. Their results outperform several base-
lines and provide a way of developing their cor-
pus without having to manually annotate the en-
tire dataset. In this paper, we show that a small
labelled dataset trained using an existing SVM-
based classifer with the best features can help in
automatically labelling a large dataset and we also
evaluate its usefulness for modelling deep learning
models.

3 Implicit/Explicit classification

Our prior work (Rajendran et al., 2016b) de-
fines a sentence-level statement that is of a pos-
itive/negative sentiment and talks about a target
as being a stance-containing opinion. Biber and
Finegan (1988) define stance as the expression of
the user’s attitude and judgement in their message
to convince the audience towards the standpoint
taken by them. This is different from the defini-
tion used for stance detection in NLP, in which,
a given piece of text is classified as being for or
against a given claim. Based on the definition
given in Biber and Finegan (1988), we take stance-
containing opinions to be classified as being im-
plicit or explicit based on how the stance or the
standpoint of the reviewer towards the target is ex-
pressed in the linguistic structure of the opinion.
This definition of what we term implicit or ex-
plicit may depend on the audience interpretation
and may vary for evey individual. In order to make
the human annotation task less subjective, Rajen-
dran et al. (2016b) use the following cues to label
the opinions as implicit or explicit. These opinions
are extracted from hotel reviews present in the Ar-
guAna corpus (Wachsmuth et al., 2014). Some ex-
amples from Rajendran et al. (2016b) are given in
Table. 1.
Explicit opinion

1. Direct approval/disapproval is expressed by
the reviewer. Few examples are: I do not
like the hotel, I would definitely recom-
mend this hotel

2. Strong intensity of expression. Certain

words or clauses have a strong posi-
tive/negative intensity towards a particu-
lar target. For example, worst staff! has
a strong negative intensity in compari-
son to the staff were not helpful.

Implicit opinion
1. Words or clauses indicate positive/negative

expression but do not express it with a
strong intensity. For example, the staff
were friendly and helped us with our
baggages.

2. Opinions that are expressed as personal
facts. Few examples are small room,
carpets are dirty etc.

3. Opinions that express a form of justi-
fication such as describing an incident
that indirectly is meant to imply the re-
viewer’s satisfaction or dissatisfaction.
For example, they made us wait for a
long time for the check-in and the staff
completely ignored us.

To overcome the data imbalance for the two
classes, the original dataset annotated by a single
annotator was undersampled in (Rajendran et al.,
2016b) into 1244 opinions (495 explicit and 749
implicit). Next, two annotators were asked to in-
dependently annotate this undersampled dataset,
and the inter-annotator agreement for this task is
0.70, measured using Cohen’s κ (Cohen, 1960).

4 Methodology

4.1 Weakly-supervised Approach
Our first experiment uses a method that is simi-
lar to bagging (Breiman, 1996). Starting from a
randomly selected subset of the undersampled an-
notated data, we first create three different train-
ing sets, T1, T2 and T3. These training sets are
then each used to train an SVM classifier which
uses the highest discriminative features (Rajen-
dran et al., 2017) identified for predicting implicit
and explicit stance:

Unigrams and Bigrams Each word present in an
opinion and each pair of consecutive words
present in an opinion are considered as fea-
tures.

Noun-Adjective pattern Let us consider N to
represent the list of k nouns in an opinion and
A to represent the list of l adjectives. The
combination of each noun with an adjective
is considered as a Noun tag + Adjective tag

30



Dataset Labelled Data Average-based Fully-Strict Partially-Strict No-Strict

Exp Imp Size Acc Size Acc Size Acc Size Acc

D1 100 749 4931 73.95 4376 72.99 4541 75.56 4931 67.76
D2 200 749 4931 79.5 4310 75.64 4575 82.07 4931 71.66
D3 300 749 4931 80.99 4427 79.50 4655 83.36 4931 73.71
D4 400 749 4931 81.50 4541 78.13 4726 84.08 4931 76.36

D5 495 100 4931 76.41 3411 76.20 4113 75.32 4931 82.23
D6 495 200 4931 81.72 3742 83.52 4276 80.30 4931 83.19
D7 495 300 4931 83.01 4054 83.36 4409 83.44 4931 79.90
D8 495 400 4931 82.42 4054 83.60 4498 84.08 4931 82.31
D9 495 500 4931 83.54 4501 83.44 4762 84.00 4931 82.63
D10 495 600 4931 83.75 4484 83.52 4762 83.52 4931 82.39
D11 495 700 4931 82.15 4678 83.19 4797 84.00 4931 82.55

Table 2: Datasets vary in the number of explicit and implicit opinions that are randomly sampled from the labelled
data to be trained by the SVM classifier. For each of the weakly supervised approach, we give size, the number of
the predicted labels that are used to train an LSTM-based model. This model was then tested on the entire labelled
data, and the accuracy of this LSTM model is reported.

feature. Thus there are k.l combined Noun +
Adjective features in total for each opinion.

Average-based sentence embedding We com-
pute the mean of the 300-dimensional
pre-trained word embedding vectors trained
using GloVe (Pennington et al., 2014) to
create a sentence embedding, and use each
dimension in the sentence embedding as a
feature in the classifier.

v =
1

|S|

|S|∑

i=1

si (1)

where |S| represents the size of the opinion
and si represents the pre-trained word em-
bedding for the ith word in the opinion.

The three resulting SVM classifiers are then
used to annotate 4931 unannotated opinions, and
these newly annotated opinions are then used to
train an LTSM classifier. We generate the an-
notated opinions in two different ways — what
we call the average-based method and the voting-
based method — and for each method we use
the resulting annotated opinions differently as de-
scribed next.

Average-Based Each training set T1, T2 and T3
is used to train separate SVM classifiers, which
are used to label the unlabelled opinions, giving
corresponding annotated opinion sets U1, U2 and
U3. Separate LSTM models are trained on each of
U1, U2 and U3, and tested on the original set of
annotated data. Finally, the averaged performance
across the three LSTMs is reported.

Iterations Self-training Reserved

Size Accuracy Size Accuracy

1 22 49.43 511 67.68
5 2110 80.86 1717 68.24
10 2574 81.83 2194 70.25
15 3600 82.71 3152 70.98
20 3613 82.71 3708 68.81
25 4931 82.71 4931 64.22

Table 3: Accuracy of the LSTM model on annotated
data using a set of automatically labelled unannotated
opinions of Size.

Voting-Based Again, each training set T1, T2
and T3 is used to train separate SVM classifiers,
which are used to label the unlabelled opinions,
giving corresponding annotated opinion sets U1,
U2 and U3. We then followed an approach that is
similar to Ng and Cardie (2003) to combine the
opinions in U1, U2 and U3 into a single set, de-
noted by UF , using the following voting criteria:
Fully-Strict An opinion is included in UF if all

three SVM classifiers predict the same stance
label.

Partially-Strict An opinion is included inUF if all
three SVM classifiers identify it as explicit,
or if at least two of them classify it as im-
plicit.

No-Strict An opinion is included inUF as implicit
if at least one of the classifiers predict it to
be implicit, otherwise it is included in UF as
explicit.

UF was then used to train an LSTM classifier and
this was tested on the original annotated data.

Note that moving from Fully-strict→ Partially-
Strict → No-Strict relaxes the requirement on in-
cluding an opinion in UF so that the number of
opinions in the training data increases.
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4.2 Semi-supervised approach
We conduct a second experiment to test the com-
bination of both labelled (1244 opinions) and un-
labelled (4931 opinions) data using the following
popular semi-supervised learning methods.
Self-training method We train an SVM using the

labelled data D and use this to annotate the
unannotated data U . The annotated opinions
from U which are labelled with the highest
probability are then added toD. This process
is repeated m times.

Reserved method Here we use the method of Liu
et al. (2013), where a portion of the training
data R is reserved, and the remainder is used
for training the SVM. The resulting classifier
is run on the combination of U and R. The
annotated opinions from U with the highest
probability and the opinions fromR that have
the lowest probability of having a correct la-
bel generated by the SVM are appended to
the training dataset. This operation is re-
peated m times. We chose 222 explicit opin-
ions and 287 implicit opinions as the training
data, and took 273 explicit opinions and 462
implicit opinions as the reserved portion.

After the final iteration, the final set of annotations
of the opinions in U is used to train an LSTM
model. The resulting classifier is then tested on
the original set of annotated data.

5 Experiment and Results

We used Keras1 to implement an LSTM model
with an embedding layer using pre-trained 300
dimensional GloVe embeddings, followed by an
LSTM layer of size 100 with a dropout rate of 0.5
and a sigmoid output layer. The input length is
padded to 50. Parameter optimisation is done us-
ing Adam (Kingma and Ba, 2014). For the semi-
supervised approaches, we consider the number of
iterations, m = 1− 25.

Table. 2 reports under Size the number of unan-
notated data that is automatically labelled using
the weakly-supervised approaches. The corre-
sponding columns Exp and Imp contain the num-
ber of manually annotated opinions that are used
to train the SVM classifier used in the first-step of
the proposed method. The Acc column denotes the
accuracy for predicting the labels of the annotated
dataset using the LSTM model trained on the au-
tomatically labelled, unannotated data.

1https://keras.io/

Looking at the performance of the weakly-
supervised approach in Table. 2, we observe the
effect of varying the size of the explicit and the im-
plicit opinion sets that are used to train the SVM-
based classifier (see columns Emp and Imp in Ta-
ble. 2). Comparing these with the accuracy scores,
we find that using the largest set of explicit opin-
ions in training the initial SVMs gives new an-
notated data that can train classifiers that perform
best on the original annotated data. Overall, us-
ing the entire undersampled data for training the
SVMs and using the Partially-Strict voting based
method gives the best performance with an accu-
racy of 0.84.

Table. 3 reports the results obtained using the
self-training method and the reserved method.
These show how the size of the labelled unanno-
tated dataset increases at each iteration and these
newly annotated opinions are added to the train-
ing data. The accuracy of the LSTM model in pre-
dicting the labels of annotated opinions improves
with the size of the automatically labelled dataset.
However, the accuracy of the reserved method de-
creases in performance after 20 iterations2. Of the
two methods, the self-training method performs
best, showing that using training data with the
lowest confidence does not help in this task.

Overall, the results are positive, showing a
range of methods that can create automatically la-
belled data which is accurate enough to be useful
for deep-learning methods. The dataset is publicly
available at https://goo.gl/Bym2Vz.

6 Conclusion

This work investigated a particular task related to
argument mining where we have a small anno-
tated dataset. Our results show that using a semi-
supervised method with the available small anno-
tated dataset is sufficient to label a larger unla-
belled dataset so it can be used to train a deep
learning LSTM model for argument mining.
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