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Abstract

Multilingual topic models enable document
analysis across languages through coherent
multilingual summaries of the data. However,
there is no standard and effective metric to
evaluate the quality of multilingual topics. We
introduce a new intrinsic evaluation of multi-
lingual topic models that correlates well with
human judgments of multilingual topic coher-
ence as well as performance in downstream ap-
plications. Importantly, we also study evalua-
tion for low-resource languages. Because stan-
dard metrics fail to accurately measure topic
quality when robust external resources are un-
available, we propose an adaptation model that
improves the accuracy and reliability of these
metrics in low-resource settings.

1 Introduction

Topic models provide a high-level view of the main
themes of a document collection (Boyd-Graber
et al., 2017). Document collections, however, are
often not in a single language, driving the develop-
ment of multilingual topic models. These models
discover topics that are consistent across languages,
providing useful tools for multilingual text analy-
sis (Vulić et al., 2015), such as detecting cultural
differences (Gutiérrez et al., 2016) and bilingual
dictionary extraction (Liu et al., 2015).

Monolingual topic models can be evaluated
through likelihood (Wallach et al., 2009b) or co-
herence (Newman et al., 2010), but topic model
evaluation is not well understood in multilingual
settings. Our contributions are two-fold. We in-
troduce an improved intrinsic evaluation metric
for multilingual topic models, called Crosslingual
Normalized Pointwise Mutual Information (CNPMI,
Section 2). We explore the behaviors of CNPMI at
both the model and topic levels with six language
pairs and varying model specifications. This metric

correlates well with human judgments and crosslin-
gual classification results (Sections 5 and 6).

We also focus on evaluation in low-resource lan-
guages, which lack large parallel corpora, dictio-
naries, and other tools that are often used in learn-
ing and evaluating topic models. To adapt CNPMI

to these settings, we create a coherence estimator
(Section 3) that extrapolates statistics derived from
antiquated, specialized texts like the Bible: often
the only resource available for many languages.

2 Evaluating Multilingual Coherence

A multilingual topic contains one topic for each
language. For a multilingual topic to be meaning-
ful to humans (Figure 1), the meanings should be
consistent across the languages, in addition to co-
herent within each language (i.e., all words in a
topic are related).

This section describes our approach to evaluating
the quality of multilingual topics. After defining
the multilingual topic model, we describe topic
model evaluation extending standard monolingual
approaches to multilingual settings.

2.1 Multilingual Topic Modeling

Probabilistic topic models associate each document
in a corpus with a distribution over latent topics,
while each topic is associated with a distribution
over words in the vocabulary. The most widely
used topic model, latent Dirichlet allocation (Blei
et al., 2003, LDA), can be extended to connect lan-
guages. These extensions require additional knowl-
edge to link languages together.

One common encoding of multilingual knowl-
edge is document links (indicators that documents
are parallel or comparable), used in polylingual
topic models (Mimno et al., 2009; Ni et al., 2009).
In these models, each document d indexes a tuple of
parallel/comparable language-specific documents,
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d(`), and the language-specific “views” of a docu-
ment share the document-topic distribution θd. The
generative story for the document-links model is:

1 for each topic k and each language ` do
2 Draw a distribution over words φ`k ∼ Dirichlet(β);

3 for each document tuple d =
(
d(1), . . . , d(L)

)
do

4 Draw a distribution over topics θd ∼ Dirichlet(α);
5 for each language ` = 1, . . . ,L do
6 for each token t ∈ d(`) do
7 Draw a topic zn ∼ θd;
8 Draw a word wn ∼ φ`z;

Alternatively, word translations (Jagarlamudi
and Daumé III, 2010), concept links (Gutiérrez
et al., 2016; Yang et al., 2017), and multi-level
priors (Krstovski et al., 2016) can also provide mul-
tilingual knowledges. Since the polylingual topic
model is the most common approach for building
multilingual topic models (Vulić et al., 2013, 2015;
Liu et al., 2015; Krstovski and Smith, 2016), our
study will focus on this model.

2.2 Monolingual Evaluation
Most automatic topic model evaluation metrics use
co-occurrence statistics of word pairs from a refer-
ence corpus to evaluate topic coherence, assuming
that coherent topics contain words that often ap-
pear together (Newman et al., 2010). The most suc-
cessful (Lau et al., 2014) is normalized pointwise
mutual information (Bouma, 2009, NPMI). NPMI

compares the joint probability of words appearing
together Pr(wi,wj) to their probability assuming
independence Pr(wi) Pr(wj), normalized by the
joint probability:

NPMI(wi,wj) =
log

Pr(wi,wj)
Pr(wi) Pr(wj)

log Pr(wi,wj)
. (1)

The word probabilities are calculated from a ref-
erence corpus, R, typically a large corpus such
as Wikipedia that can provide meaningful co-
occurrence patterns that are independent of the
target dataset.

The quality of topic k is the average NPMI of all
word pairs (wi,wj) in the topic:

NPMIk =
−1(
C
2

)
∑

i∈W(k,C)

∑

j 6=i

NPMI(wi,wj), (2)

where W(k,C) are the C most probable words
in the topic-word distribution φk (the number of
words is the topic’s cardinality). Higher NPMIk
means the topic’s top words are more coupled.

computer
Internet
Google

web
Twitter

dator
kabel
webb
nättet

Google

tree
species
biology

sun
plants

spaghete
aur
vin

cafea
sos

star
car
cars
desk

cream

yulduz
mushuk
kabellar

stol
cream

Topic 5
EN SV EN RO EN UZ

Topic 6 Topic 7

Figure 1: Topic 5 is multilingually coherent: both
the English and Swedish topics are about technology.
Topic 6 is about biology in English but food in Roma-
nian, so it is low quality although coherent monolin-
gually. Topic 7 is monolingually incoherent, so it is a
low quality topic even if it contains word translations.

2.3 Existing Multilingual Evaluations

While automatic evaluation has been well-studied
for monolingual topic models, there are no robust
evaluations for multilingual topic models. We first
consider two straightforward metrics that could be
used for multilingual evaluation, both with limita-
tions. We then propose an extension of NPMI that
addresses these limitations.

Internal Coherence. A simple adaptation of
NPMI is to calculate the monolingual NPMI score
for each language independently and take the av-
erage. We refer this as internal NPMI (INPMI) as it
evaluates coherence within a language. However,
this metric does not consider whether the topic
is coherent across languages—that is, whether a
language-specific word distribution φ`1k is related
to the corresponding distribution in another lan-
guage, φ`2k.

Crosslingual Consistency. Another straightfor-
ward measurement is Matching Translation Accu-
racy (Boyd-Graber and Blei, 2009, MTA), which
counts the number of word translations in a topic
between two languages using a bilingual dictio-
nary. This metric can measure whether a topic is
well-aligned across languages literally, but cannot
capture non-literal more holistic similarities across
languages.

2.4 New Metric: Crosslingual NPMI

We extend NPMI to multilingual models, with a
metric we call crosslingual normalized pointwise
mutual information (CNPMI). This metric will be
the focus of our experiments.

A multilingually coherent topic means that if
wi,`1 in language `1 and wj,`2 in language `2 are
in the same topic, they should appear in similar
contexts in comparable or parallel corporaR(`1,`2).
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Figure 2: The coherence estimator takes multilingual
topics and features from them then outputs an estimated
topic coherence.

Our adaptation of NPMI is based on the same prin-
ciples as the monolingual version, but focuses on
the co-occurrences of bilingual word pairs. Given a
bilingual word pair (wi,`1 ,wj,`2) the co-occurrence
of this word pair is the event where word wi,`1 ap-
pears in a document in language `1 and the word
wj,`2 appears in a comparable or parallel document
in language `2.

The co-occurrence probability of each bilingual
word pair is:

Pr (wi,`1 ,wj,`2)

,
∣∣{d : wi,`1 ∈ d(`1),wj,`2 ∈ d(`2)

}∣∣
∣∣R(`1,`2)

∣∣ ,
(3)

where d =
(
d(`1), d(`2)

)
is a pair of paral-

lel/comparable documents in the reference corpus
R(`1,`2). When one or both words in a bilingual
pair do not appear in the reference corpus, the co-
occurrence score is zero.

Similar to monolingual settings, CNPMI for a
bilingual topic k is the average of the NPMI scores
of all C2 bilingual word pairs,

CNPMI(`1, `2, k) =

∑C
i,j NPMI (wi,`1 ,wj,`2)

C2
. (4)

It is straightforward to generalize CNPMI from a
language pair to multiple languages by averaging
CNPMI(`i, `j , k) over all language pairs (`i, `j).

3 Adapting to Low-Resource Languages

CNPMI needs a reference corpus for co-occurrence
statistics. Wikipedia, which has good coverage of
topics and vocabularies is a common choice (Lau
and Baldwin, 2016). Unfortunately, Wikipedia
is often unavailable or not large enough for low-
resource languages. It only covers 282 languages,1

and only 249 languages have more than 1,000
pages: many of pages are short or unlinked to

1
https://meta.wikimedia.org/wiki/List_of_Wikipedias

a high-resource language. Since CNPMI requires
comparable documents, the usable reference corpus
is defined by paired documents.

Another option for a parallel reference corpus is
the Bible (Resnik et al., 1999), which is available in
most world languages;2 however, it is small and ar-
chaic. It is good at evaluating topics such as family
and religion, but not “modern” topics like biology
and Internet. Without reference co-occurrence
statistics relevant to these topics, CNPMI will fail
to judge topic coherence—it must give the ambigu-
ous answer of zero. Such a score could mean a
totally incoherent topic where each word pair never
appears together (Topics 6 in Figure 1), or an un-
judgeable topic (Topic 5).

Our goal is to obtain a reliable estimation of
topic coherence for low-resource languages when
the Bible is the only reference. We propose a model
that can correct the drawbacks of a Bible-derived
CNPMI. While we assume bilingual topics paired
with English, our approach can be applied to any
high-resource/low-resource language pair.

We take Wikipedia’s CNPMI from high-resource
languages as accurate estimations. We then build a
coherence estimator on topics from high-resource
languages, with the Wikipedia CNPMI as the target
output. We use linear regression using the below
features. Given a topic in low-resource language,
the estimator produces an estimated coherence (Fig-
ure 2).

3.1 Estimator Features

The key to the estimator is to find features that
capture whether we should trust the Bible. For
generality, we focus on features independent of
the available resources other than the Bible. This
section describes the features, which we split into
four groups.

Base Features (BASE) Our base features include
information we can collect from the Bible and the
topic model: cardinality C, CNPMI and INPMI,
MTA, and topic word coverage (TWC), which
counts the percentage of topic words in a topic
that appear in a reference corpus.

Crosslingual Gap (GAP) A low CNPMI score
could indicate a topic pair where each language
has a monolingually coherent topic but that are not
about the same theme (Topic 6 in Figure 1). Thus,
we add two features to capture this information

2The Bible is available in 2,530 languages.
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CNPMI = 0.081
Cardinality = 5
TWC (EN) = 0.6
TWC (AM) = 1.0
MTA = 0.0

Word Era (mean) = 1923
Word Era (std) = 60

WS (mean) = 0.212
WS (std) = 0.224

Figure 3: As the estimator adds additional features, the estimated topic coherence scores (solid lines) approach to
Wikipedia CNPMI (dashed lines).

using the Bible: mismatch coefficients (MC) and
internal comparison coefficients (ICC):

MC(`1; `2, k) =
CNPMI(`1, `2, k)

INPMI(`1, k) + α
, (5)

ICC(`1, `2, k) =
INPMI(`1, k) + α

INPMI(`2, k) + α
, (6)

where α is a smoothing factor (α = 0.001 in
our experiments). MC recognizes the gap be-
tween crosslingual and monolingual coherence, so
a higher MC score indicates a gap between coher-
ence within and across languages. Similarly, ICC

compares monolingual coherence to tell if both
languages are coherent: the closer to 1 the ICC

is, the more comparable internal coherence both
languages have.

Word Era (ERA) Because the Bible’s vocabu-
lary is unable to evaluate modern topics, we must
tell the model what the modern words are. The
word era features are the earliest usage year 3 for
each word in a topic. We use both the mean and
standard deviation as features.

Meaning Drift (DRIFT). The meaning of a word
can expand and drift over time. For example, in the
Bible, “web” appears in Isaiah 59:5:

They hatch cockatrice’ eggs, and weave
the spider’s web.

3
https://oxforddictionaries.com/

The word “web” could be evaluated correctly in an
animal topic. For modern topics, however, Bible
fails to capture modern meanings of “web”, as in
Topic 5 (Figure 1).

To address this meaning drift, we use a method
similar to Hamilton et al. (2016). For each English
word, we calculate the context vector from Bible
and from Wikipedia with a window size of five
and calculate the cosine similarity between them as
word similarity. Similar context vectors mean that
the usage in the Bible is consistent with Wikipedia.
We calculate word similarities for all the English
topic words in a topic and use the average and
standard deviation as features.

3.2 Example
In Figure 3, Topic 1 is coherent while Topic 8 is
not. From left to right, we incrementally add new
feature sets, and show how the estimated topic co-
herence scores (dashed lines) approach the ideal
CNPMI (dotted lines). When only using the BASE

features, the estimator gives a higher prediction to
Topic 8 than to Topic 1. Their low MTA and TWC

prevent accurate evaluations. Adding GAP does
not help much. However, ICC(EN, AM, k = 1) is
much smaller, which might indicate a large gap of
internal coherence between the two languages.

Adding ERA makes the estimated scores flip be-
tween the two topics. Topic 1 has word era of 1823,
much older than Topic 8’s word era of 1923, in-
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Pair Training Reference
Wikipedia The Bible Wiktionary

EN-RO 1,272 8,126 1,189 29,836
EN-SV 3,378 9,067 1,189 42,953
EN-AM 421 1,581 1,189 1,091
EN-TL 542 4,166 1,189 10,970
EN-TR 874 5,524 1,189 16,853
EN-ZH 874 10,000 1,189 22,946

Table 1: Number of document pairs in the training and
reference datasets and number of dictionary entries for
each language pair.

dicating that Topic 8 includes modern words the
Bible lacks (e.g., “computer”). Using all the fea-
tures, the estimator gives more accurate topic co-
herence evaluations.

4 Experiments: Bible to Wikipedia

We experiment on six languages (Table 1) from
three corpora: Romanian (RO) and Swedish (SV)
from EuroParl as representative of well-studied and
rich-resource languages (Koehn, 2005); Amharic
(AM) and Tagalog (TL) from collected news, as low-
resource languages (Huang et al., 2002a,b); and
Chinese (ZH) and Turkish (TR) from TED Talks
2013 (Tiedemann, 2012), adding language variety
to our experiments. Each language is paired with
English as a bilingual corpus.

Typical preprocessing methods (stemming, stop
word removal, etc.) are often unavailable for low-
resource languages. For a meaningful comparison
across languages, we do not apply any stemming or
lemmatization strategies, including English, except
removing digit numbers and symbols. However,
we remove words that appear in more than 30% of
documents for each language.

Each language pair is separately trained using
the MALLET (McCallum, 2002) implementation of
the polylingual topic model. Each experiment runs
five Gibbs sampling chains with 1,000 iterations
per chain with twenty topics. The hyperparameters
are set to the default values (α = 0.1, β = 0.01),
and are optimized every 50 iterations in MALLET
using slice sampling (Wallach et al., 2009a).

4.1 Evaluating Multilingual Topics

We use Wikipedia and the Bible as reference cor-
pora for calculating co-occurrence statistics. Dif-
ferent numbers of Wikipedia articles are available
for each language pair (Table 1), while the Bible
contains a complete set of 1,189 chapters for all
of its translations (Christodoulopoulos and Steed-

rights, government, newspaper, country, justice, democratic
ፕሬስ (press), ነፃ (free), ጋዜጣ (newspaper), መብት (right), 
ጋዜጠኞች (journalists), ሕዝብ (people), ሥርዓት (system)

Are these two groups of words talking about the same thing?

Yes Somewhat No

Figure 4: The interface for topic quality judgments.
Users read the topic first, and make a judgment on
whether the words in this pair are talking about the
same thing. The translations are here for illustration;
they are not shown to the users.

Wikipedia The Bible
MTA

CNPMI INPMI CNPMI INPMI

EN-RO 0.490 0.118 −0.096 0.031 0.592
EN-SV 0.453 −0.295 0.164 −0.351 0.248
EN-AM 0.110 0.019 0.289 0.249 0.172
EN-TL 0.512 0.277 0.166 0.002 0.289
EN-TR 0.664 0.243 0.209 −0.246 0.677
EN-ZH 0.436 0.297 0.274 0.157 0.411

Table 2: Pearson correlations between human judg-
ments and CNPMI are higher than INPMI, while MTA
correlations are comparable to CNPMI.

man, 2015). We use Wiktionary as the dictionary
to calculate MTA.

4.2 Training the Estimator

In addition to experimenting on Wikipedia-based
CNPMI, we also re-evaluate the topics’ Bible coher-
ence using our estimator. In the following experi-
ments, we use an AdaBoost regressor with linear
regression as the coherence estimator (Friedman,
2002; Collins et al., 2000). The estimator takes
a topic and low-quality CNPMI score as input and
outputs (hopefully) an improved CNPMI score.

To make our testing scenario more realistic,
we treat one language as our estimator’s test lan-
guage and train on multilingual topics from the
other languages. We use three-fold cross-validation
over languages to select the best hyperparameters,
including the learning rate and loss function in
AdaBoost.R2 (Drucker, 1997).

5 Topic-Level Evaluation

We first study CNPMI at the topic level: does a
particular topic make sense? An effective evalu-
ation should be consistent with human judgment
of the topics (Chang et al., 2009). In this section,
we measure gold-standard human interpretability
of multilingual topics to establish which automatic
measures of topic interpretability work best.
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Test Bible Train
RO+SV ZH+TR RO+SV+ZH+TR

AM −0.015 0.332 0.315 0.333
TL −0.309 0.767 0.631 0.705

AM+TL ZH+TR AM+TL+ZH+TR
RO −0.269 0.736 0.681 0.713
SV 0.000 0.787 0.645 0.683

RO+SV AM+TL RO+SV+AM+TL
ZH 0.217 0.751 0.732 0.741
TR 0.113 0.680 0.642 0.666

Table 3: Correlations between the Wikipedia-based
CNPMI and the Bible-based CNPMI, before and af-
ter using the coherence estimator, at the topic level.
Strong correlations indicate that the estimator improves
CNPMI estimates.

5.1 Task Design

Following monolingual coherence evaluations (Lau
et al., 2014), we present topic pairs to bilingual
CrowdFlower users. Each task is a topic pair with
the top ten topic words (C = 10) for each language.
We ask if both languages’ top words in a multi-
lingual topic are talking about the same concept
(Figure 4), and make a judgment on a three-point
scale—coherent (2 points), somewhat coherent (1
point), and incoherent (0 points). To ensure the
users have adequate language competency, we in-
sert several topics that are easily identifiable as
incoherent as a qualification test.

We randomly select sixty topics from each lan-
guage pair (360 topics total), and each topic is
judged by five users. We take the average of the
judgment points and calculate Pearson correlations
with the proposed evaluation metrics (Table 2).
NPMI-based scores are separately calculated from
each reference corpus.

5.2 Agreement with Human Judgments

CNPMI (the extended metric) has higher corre-
lations with human judgments than INPMI (the
naive adaptation of monolingual NPMI), while MTA

(matching translation accuracy) correlations are
comparable to CNPMI.

Unsurprisingly, when using Wikipedia as the
reference, the correlations are usually higher than
when using the Bible. The Bible’s archaic content
limits its ability to estimate human judgments in
modern corpora (Section 3).

Next, we compare CNPMI to two baselines:
INPMI and MTA. As expected, CNPMI outperforms
INPMI regardless of reference corpus overall, be-
cause INPMI only considers monolingual coher-
ence. MTA has higher correlations than CNPMI

design, film, artist, image, beautiful
�� (works), �� (art), �� (film), ��� (artist), �� (visual)

Russia, Noriega, pope, court, years
Russia (Russia), pamahalaan (government),
Noriega (Noriega), pope (pope), eroplano (plane)

Topic 1 (EN-ZH) MTA= 0.08, CNPMI = 0.37, INPMI = 0.40

Topic 2 (EN-TL) MTA= 0.12, CNPMI = 0.16, INPMI = 0.20

Figure 5: MTA fails to capture semantically related
words (Topic 1) and only looks at translation pairs re-
gardless of internal coherence (Topic 2).

scores from the Bible, because the Bible fails to
give accurate estimates due to limited topic cov-
erage. MTA, on the other hand, only depends on
dictionaries, which are more comprehensive than
the Bible. It is also possible that users are judging
coherence based on translations across a topic pair,
rather than the overall coherence, which would
closely correlate with MTA.

5.3 Re-Estimating Topic-Level Coherence

The Bible—by itself—produces CNPMI values
that do not correlate well with human judgments
(Table 2). After training an estimator (Sec-
tion 4.2), we calculate Pearson’s correlation be-
tween Wikipedia’s CNPMI and the estimated topic
coherence score (Table 3). A higher correlation
with Wikipedia’s CNPMI means more accurate co-
herence.

As a baseline, the correlation of Bible-based
CNPMI without adaptation has negative and near-
zero correlations with Wikipedia;4 it does not cap-
ture coherence. After training the estimator, the
correlations become stronger, indicating the esti-
mated scores are closer to Wikipedia’s CNPMI.

5.4 When MTA Falls Short

We analyze MTA from two aspects—the inability to
capture semantically-related non-translation topic
words, and insensitivity to cardinality—to show
why MTA is not an ideal measurement, even though
it correlates well with human judgments.

Semantics We take two examples with EN-ZH

(Topic 1) and EN-TL (Topic 2) in Figure 5. Topic 1
has fewer translation pairs than Topic 2, which
leads to a lower MTA score for Topic 1. However,
all words in Topic 1 talk about art, while it is hard to
interpret Topic 2. Wikipedia CNPMI scores reveals

4Normally one would not estimate CNPMI on rich-resource
languages using low-resource languages. For completeness,
however, we also include these situations.
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Topic 1 is more coherent. Because our experiments
are on datasets with little divergence between the
themes discussed across languages, this is uncom-
mon for us but could appear in noisier datasets.

Cardinality Increasing cardinality diminishes a
topic’s coherence (Lau and Baldwin, 2016). We
vary the cardinality of topics from ten to fifty at
intervals of ten (Figure 6). As cardinality increases,
more low-probability and irrelevant words appear
the topic, which lowers CNPMI scores. However,
MTA stays stable or increases with increasing cardi-
nality. Thus, MTA fails to fulfill a critical property
of topic model evaluation.

Finally, MTA requires a comprehensive multilin-
gual dictionary, which may be unavailable for low-
resource languages. Additionally, most languages
often only have one dictionary, which makes it
problematic to use the same resource (a language’s
single multilingual dictionary) for training and eval-
uating models that use a dictionary to build multi-
lingual topics (Hu et al., 2014). Given these con-
cerns, we continue the paper’s focus on CNPMI as a
data-driven alternative to MTA. However, for many
applications MTA may suffice as a simple, adequate
evaluation metric.

6 Model-Level Evaluation

While the previous section looked at individual
topics, we also care about how well CNPMI charac-
terizes the quality of models through an average of
a model’s constituent topics.

6.1 Training Knowledge
Adding more knowledge to multilingual topic mod-
els improves topics (Hu et al., 2014), so an effec-
tive evaluation should reflect this improvement as
knowlege is added to the model. For polylingual
topic models, this knowledge takes the form of the
number of linked documents.

We start by experimenting with no multilingual
knowledge: no document pairs share a topic distri-
bution θd (but the documents are in the collection
as unlinked documents). We then increase the num-
ber of document pairs that share θd from 20% of
the corpus to 100%. Fixing the topic cardinality at
ten, CNPMI captures the improvements in models
(Figure 7) through a higher coherence score.

6.2 Agreement with Machines
Topic models are often used as a feature extrac-
tion technique for downstream machine learning

Test Bible Train
RO+SV ZH+TR RO+SV+ZH+TR

AM 0.607 0.677 0.707 0.694
TL 0.796 0.875 0.924 0.918

AM+TL ZH+TR AM+TL+ZH+TR
RO 0.631 0.912 0.919 0.931
SV 0.797 0.959 0.848 0.878

RO+SV AM+TL RO+SV+AM+TL
ZH 0.907 0.918 0.951 0.939
TR 0.911 0.862 0.898 0.887

Table 4: At the model level, the estimator improves
correlations between CNPMI and downstream classifi-
cation for all languages except for Turkish.

applications, and topic model evaluations should
reflect whether these features are useful (Ramage
et al., 2009). For each model, we apply a docu-
ment classifier trained on the model parameters to
test whether CNPMI is consistent with classification
accuracy.

Specifically, we want our classifier to transfer
information from training on one language to test-
ing on another (Smet et al., 2011; Heyman et al.,
2016). We train a classifier on one language’s
documents, where each document’s feature vec-
tor is the document-topic distribution θd. We ap-
ply this to TED Talks, where each document is
labeled with multiple categories. We choose the
most frequent seven categories across the corpus
as labels,5 and only have labeled documents in
one side of a bilingual topic model. CNPMI has
very strong correlations with classification results,
though using the Bible as the reference corpus gives
slightly lower correlation—with higher variance—
than Wikipedia (Figure 8).

6.3 Re-Estimating Model-Level Coherence

In Section 5.3, we improve Bible-based CNPMI

scores for individual topics. Here, we show the es-
timator also improves model-level coherence. We
apply the estimator on the models created in Sec-
tion 6.2 and calculate the correlation between esti-
mated scores and Wikipedia’s CNPMI (Table 4).

The coherence estimator substantially improves
scores except for Turkish: the correlation is better
before applying the estimator (0.911). We suspect
a lack of overlap between topics between Turkish
and languages other than Chinese is to blame (Fig-
ure 9); the features used by the estimator do not
generalize well to other kinds of features; training
on many languages pairs would hopefully solve this

5design, global issues, art, science, technology, business,
and culture
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Figure 6: Increasing cardinality of topic pairs makes it harder to judge the coherence. Decreasing CNPMI scores
reflect the diminished interpretability of topics, while MTA scores do not.
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Figure 7: Adding more document links to the model
produces more multilingually coherent topics. CNPMI
captures this improvement.

issue. Turkish is also morphologically rich, and our
preprocessing completely ignores morphology.

6.4 Reference Size
One challenge with low-resource languages is that
even if Wikipedia is available, it may have too few
documents to accurately calculate coherence. As
a final analysis, we examine how the reliability of
CNPMI degrades with a smaller reference corpus.

We randomly sample 20% to 100% of document
pairs from the reference corpora and evaluate the
polylingual topic model with all document links
(Figure 10), again fixing the cardinality as 10.

CNPMI is stable across different amounts of ref-
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Figure 8: Pearson correlation between classification
F1 scores and CNPMI: both CNPMI data sources pre-
dict whether a classifier using topic features will work
well, but Wikipedia has slightly higher correlation with
lower variance.
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Figure 9: The overlap of topics and domain: only one
out of nine Turkish and Chinese topics have domain
overlap with Tagalog and Amharic topics. This hinders
the Turkish estimator from capturing model-level prop-
erties.

erence documents, as long as the number of refer-
ence documents is sufficiently large. If there are
too few reference documents (for example, 20% of
Amharic Wikipedia is only 316 documents), then
CNPMI degrades.
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Figure 10: CNPMI is stable once the number of refer-
ence documents is large enough (around five thousand
documents).

7 Related Work

Topic Coherence Many coherence metrics
based on co-occurrence statistics have been pro-
posed besides NPMI. Similar metrics—such as
asymmetrical word pair metrics (Mimno et al.,
2011) and combinations of existing measure-
ments (Lau et al., 2014; Röder et al., 2015)—
correlate well with human judgments. NPMI

has been the current gold standard for evalua-
tion and improvements of monolingual topic mod-
els (Pecina, 2010; Newman et al., 2011).

External Tasks Another approach is to use a
model for predictive tasks: the better the results
are on external tasks, the better a topic model is
assumed to be. A common task is held-out like-
lihood (Wallach et al., 2009b; Jagarlamudi and
Daumé III, 2010; Fukumasu et al., 2012), but as
Chang et al. (2009) show, this does not always re-
flect human interpretability. Other specific tasks
have also been used, such as bilingual dictionary
extraction (Liu et al., 2015; Ma and Nasukawa,
2017), cultural difference deteciton (Gutiérrez
et al., 2016), and crosslingual document cluster-
ing (Vulić et al., 2015).

Representation Learning Topic models are one
example of a broad class of techniques of learning
representations of documents (Bengio et al., 2013).
Other approaches learn respresentations at the
word (Klementiev et al., 2012; Vyas and Carpuat,
2016), paragraph (Mogadala and Rettinger, 2016),
or corpus level (Søgaard et al., 2015). However,
neural representation learning approaches are often
data hungry and not adaptable to low-resource lan-
guages. The approaches here could help improve
the evaluation of all multilingual representation
learning algorithms (Schnabel et al., 2015).

8 Conclusion

We have provided a comprehensive analysis of
topic model evaluation in multilingual settings, in-
cluding for low-resource languages. While evalua-
tion is an important area of topic model research,
no previous work has studied evaluation of multilin-
gual topic models. Our work provided two primary
contributions to this area, including a new intrin-
sic evaluation metric, CNPMI, as well as a model
for adapting this metric to low-resource languages
without large reference corpora.

As the first study on evaluation for multilingual
topic models, there is still room for improvement
and further applications. For example, human judg-
ment is more difficult to measure than in monolin-
gual settings, and it is still an open question on how
to design a reliable and accurate survey for multi-
lingual quality judgments. As a measurement of
multilingual coherence, we plan to extend CNPMI

to high-dimensional representations, e.g., multilin-
gual word embeddings, particularly in low-resource
languages (Ruder et al., 2017).
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