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Abstract

In recent years many knowledge bases (KBs)
have been constructed, yet there is not yet
a verb resource that maps to these growing
KB resources. A resource that maps verbs
in different languages to KB relations would
be useful for extracting facts from text into
the KBs, and to aid alignment and integration
of knowledge across different KBs and lan-
guages. Such a multi-lingual verb resource
would also be useful for tasks such as machine
translation and machine reading. In this pa-
per, we present a scalable approach to auto-
matically construct such a verb resource us-
ing a very large web text corpus as a kind of
interlingua to relate verb phrases to KB rela-
tions. Given a text corpus in any language
and any KB, it can produce a mapping of that
language’s verb phrases to the KB relations.
Experiments with the English NELL KB and
ClueWeb corpus show that the learned English
verb-to-relation mapping is effective for ex-
tracting relation instances from English text.
When applied to a Portuguese NELL KB and
a Portuguese text corpus, the same method au-
tomatically constructs a verb resource in Por-
tuguese that is effective for extracting relation
instances from Portuguese text.
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sTeam, City;, (2) another part of the ontology that
defines relations with these categories as argument
types (e.g., teamPlaysInCitySportsTeam, City)

(3) KB entities which instantiate these categories
(e.g., Steelerse SportsTeamm and (4) KB entity
pairs which instantiate these relations (e.&tegl-

ers, Pittsburgh € teamPlaysInCity. The KB on-
tology also specifies constraints (e.g., mutual exclu-
sion, subset) among KB categories and relations.

Despite recent progress in KB construction, there
is not yet a verb resource that maps to these KBs:
one that contains verb phrasehat identify KB re-
lations. Such a verb resource can be useful to aid KB
relation extraction. A distribution of verb phrases
associated with any given KB relation is also a KB-
independent representation of that relation’s seman-
tics which can form the basis of aligning ontologies
across arbitrary KBs (Wijaya et al., 2013). Given
a KB and verb resources in different languages that
map to the KB, we can also begin to align knowl-
edge expressed in different languages.

We introduce here an approach to mapping verb
phrases to KB relations using a very large ClueWeb
corpus (Callan et al., 2009) as a kind of interlin-
gua. Our approach grounds each KB relation in-
stance (e.gteamPlaysInCitySteelers, Pittsburgh
in mentions of its argument pair in this text, then
represents the relation in terms of the verb phrases
that connect these paired mentions (see Fig. 1). For

In recent years a variety of large knowledge baseshigh coverage mapping, we train on both labelled

(KBs) have been constructed e.g., Freebase (Boj— . . L
: nd unlabelled data using expectation maximization
lacker et al., 2008), DBpedia (Auer et al., 2007) g exp

EM). We introd tt hecking duri
NELL (Carlson et al., 2010), and Yago (Suchanelg ). We introduce argument type checking during

et al.,, 2007). These KBs consist of (1) an on-

1In this paper we use the term “verb phrase” and “verb” in-
tology that defines a set of categories (e®pprt- terchangeably; both referring to either verb or verb+preposition
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teamPlaysinCity ~ Knowledge Base wasBornin entity-category pairs e.g.Cleveland City) i.e., I
(SportsTeam, City) (Person, City) — {(em, Cj) | em € ¢iy ¢ c C}.
| aconne oy Ciy) _ R is the set of relations e.gteamPIayslnCity
s i.e,r; € R = {ry,..,ng}. We also definefy,.
to be a function that when applied to a relation
r; returns the argument type signature of the rela-
tion fyype(ri) = (¢j,ci) for somec;, ¢, € C e.q.,
5 frype(teamPlaysInCity = (SportsTeanCity).
""""""""" Ir is the set of relation instances which
are entity-relation-entity triples e.g.,(Cava-
liers, teamPlaysInCity Cleveland)i.e., I =
Figure 1: Mapping verb phrases to relations in KB through{(€m,7i,€n) | (ém,€n) € 1, 75 € R, €m € ¢j, €y €
Web-text as interlingua. Each relation instance is grounded by, fiype(ri) = (¢j, )} Ir = Iy Ulpy U. Iy .
its mentions in the Web-text. The verbs that co-occur with men-  Subset is the set of all subset constraints among
tions of the relation’s instances are mapped to that relation. relations in R i.e., Subset = {(i,k) : I,, C
I,, }. For example{(person,ceoOf company) C
{(personworksFor, company).
the EM process to ensure only verbs whose argu- pyytes is the set of all mutual exclusion con-
ment types match the relation’s argument types akgraints among relations Ri.e., Mutex = {(i, k) :
mapped to the relation. We also incorporate CONy. N I,, = ¢}. For example(drug, hasSideEffect
straints defined in the KB ontology to find a verb tophysiologicalCondition}) N {(drug, possiblyTreats
relation mapping consistent with these CO”Straints-physiologicalCondition} = 6.

Our contributions are: (1) We propose a scal- gach KB entitye,,, can be referred to by one or
able EM-based method that automatically maps vetgre noun phrases (NPs). For example, the entity
phrases to KB relations by using the mentions ofayaliers can be referred to in text using either the
the verb phrases with the relation instances in gp “cleveland Cavaliers”or the NP“The Cavs’s,
very large unlabeled text corpus. (2) We demongye defineN,,, (e.,) to be the set of English NPs cor-
strate the effectiveness of the resource for eXtra%sponding to entity, .
|ng relation instances in NELL KB. Spe.cifically, We defineSV O to be the English Subject-Verb-
it improves the recall of both the supervised- an@ject (SvO) interlinguhconsisting of tuples of the
the qnsuperwsed-.verb-to-rglatlon mapping; dgmor}brm (nPs, Uy, Mo, w), Wherenp, andnyp, are noun
strating the benefit of semi-supervised learning OBhrases (NP) corresponding to subject and object,

unlabeled Web-scale text. (3) We demonstrate ﬂ}%spectively,vp is a verb phrase that connects them,
flexibility of the method, which is both KB- and andw is the count of the tuple.

language-independent, by using the same method
for constructing English verb resource to automab, 5 pata Construction
ically construct a Portuguese verb resource. (4) We

(Barack_Obama, Honolulu)

| ' 1
 (Steslers, Pittsurgh) (Gavayers. Cleyeland) ¢

. ’ -
a, born in Hgnolulu, ...
]

N,
~ 0
. eelers is based in Pittsbulgh, PA

make our verb resources publicly availaBle We construct a datasét for mapping English verbs
to NELL KB relations. First, we convert each tu-

2  Method ple in SV O to its equivalent entity pair tuple(s) in
SVO' = {(em, vp, en,w) | nps € Nep(em), npo €

2.1 Terminology Nen(en), (nps, vp, npo, w) € SVO}. Then, we

f .
We define a NELL KB to be a 6-tuple constructD from SV O’ as a collection of labeled

(C,Ic, R, I, Subset, Mutez). C is the set of cate- 2nd uniabeled instances.

gories e.g.SportsTeame.,¢; € C' = {c1, ..., ¢c| }- 3defined by theanReferTorelation in NELL KB

Ic is the set of category instances which are “we use 600 million SVO triples collected from the entire

- ClueWeb (Callan et al., 2009) of about 230 billion tokens with
2http://www.cs.cmu.edu/%7Edwijaya/mapping.html some filtering described in Section 3.1.
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The set of labeled instances D! = If the task is to classify the unlabeled instance into
{(F(emen)s Viemen))} Wherey .y € {0,1}E  asingle relation, only the bit of the relation with the
is a bit vector of label assignment, each bit repredighest posterior probability is set ie’“ =1
senting whether the instance belongs to a particulgfheres 9)_
relation i.e.,yzem’en) =1 < (em,ey) € r; and
0 otherwise.v., .., € RVl is a|V|-dimensional _ _
vector of verb phrase counts that connegt and To estimate model parameters (the relation

= arg max; P(yée =1]d

em en

2.3.1 Parameter Estimatron

e in SVO' (V is the set of all verb phrases) i.e.,Prior probabilities 6,, = P(r;|f) and prob-
(6 o) is the number of times the verb phrasg ‘abilities of a verb glven a relatiord, Sl =
coﬁﬁectgm ande,, in SVO'. P(vplr:; 6)) from both labeled and unlabeled data,

we use an Expectation Maximization (EM) algo-
rithm (Nigam et al., 2006). The estimates are
assignmenty are unknown (its bits are all zero) COMputed by calculating a maximum a posteriori
e, D" = {(Y(em en)r Viem 671)) | (em,*, €n, %) € estimate of¢, ie. 0 = argmaxy L(6|D) =
SV, (em, *,¢n) & Ir}. arg maxy log(P(D | 0)P(0)).

An instance in our dataset , € Di The first term,P(D | 0) is calculated by the prod-
therefore either a labeled or urrrriatl)eled tuple |eUCt of all the instance likelihoods:

d(em7en) = (Y(em,en) ) V(em7en))'

The collection of unlabeled instances is con-
structed from entity pairs iSO’ whose label

We let fiype (d(e,, e,.)) return the argument type of P(D19) "
the instance i.e.fiype(d(c,, c,)) = (cj,cx) Where - TI S° P(ril0)P(dge, o0 lri30)
(em,c;) and(en, c;) € Ic. (e, enyEDY i=1
We let foerv(die, en)) _return _the set of aII_verb % I1 3 P(ri|0)P(de,, oylri;0)
phrases that co-occur with the instanc&iiO’ i.e., d(epm,en)EDY {ilyE, . =1}
fverb(d(em,en)) = {vp ’ (em>vp7en7 *) € SVO,}' @
When applied to a relation, we let f,¢,4(r;) re- The second term,P(6), the prior distribution

turn the set of all verb phrases that co-occur witl e parameters is represented by Dirichlet priors:
instances inD whose types match that of the rela-

tion i.e., foers(ri) = {vp | I d(e,en) € D, v, €  P(O) x H(( ol H( Op,ir)*> 1) Where oy

Foerb(den,en)): frupe(dienen)) = Frype(ri)}- and o are parameters that effect the strength of
the priors. In this paper we set; = 2 anday =

1+ o (P¢(vp|rsi)), whereP¢(vp|r;) is the initial bias
We train a Naive Bayes classifier on our datasebf the verb-to-relation mapping. Thus, in this paper
Given as input a collectio®’ of labeled instances we defineP(6) as

and D* of unlabeled instances, it outputs a classi-

fier, §, that takes an unlabeled instance and predicts |R| \4 .

its label assignment i.e., for each unlabeled instance ~ 7(?) = Hl(P(“'e) UI(P(”P‘”?@)U(P i@
den ey € D" the classifier predicts the label as- - ”

signmenty,, .. usingv., .., as features: We can see from this that(P*(vp|r;)) is a con-
jugate prior onP (v, |r;; 8) with o as the confidence

parameter. This conjugate prior allows incorpora-

2.3 Model

PWleren) = 1 depen)i 0) tion of any existing knowledge (Section 2.3.2) we
_ P(ril0) P(de, en)| 7i50) may have about the verb-to-relation mapping.
P(d(e, en)10) From Equation 2, we see thdbg P(D|0)

contains a log of sums, which makes a maxi-
mization by partial derivatives computationally in-
tractable. Using EM, we instead maximize tke
pectedlog likelihood of the data with respect to

(Tzw) H P(up|ri; ) Cemen)
= = ()

|R| R P
5 P(reld) 1 Ploglris) Termeer
k=1 p=1
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the posterior distribution of the labels given by:
arg maxy E(y|p.g)[log P(DI0)].

2.3.2 Prior Knowledge
In our prior P(#), we incorporate knowledge

In the E-step, we use the current estimates of théyout verb-to-relation mappings from the text pat-

parameter$' to computey’ = Ely|D; 6] the ex-

terns learned by NELL to extract relations. This is

pected label assignments according to the curreghr way ofaligning our verb-to-relation mappings
model. In practice it corresponds to calculating thgyith NELL's current extractions. Coupled Pattern

posterior distribution over thg labels for unlabeled
instancesP(yE'Em ey = 11 (e, en); 0") (Equation

Learner (CPL) (Carlson et al., 2010) is a component
in NELL that learns these contextual patterns for ex-

1) and using the estimates to compute its expecteghcting instances of relations and categories.

label assignmer;r,‘zf

emﬁ'n) '

We consider only CPL’s extraction patterns that

In the M-step, we calculate a new maximumcontain verb phrases. Given a g8t of CPL's ex-

a posteriori estimate foé(*+1) which maximizes

traction patterns for a relation, andEn.,vp as the

the expected log likelihood of the complete dataset of extraction patterns ifr,, that contains the

Lc(0|D;§°) = log(P(6")) + §' [log P(D|6")]:

Le(0]1D;§*) = log(P(6"))
L

S Sl 109 Pril)P(dee,, e, |35 6)
A en) €D =1

+
4

L.(0|D;y) bounds£(6|D) from below (by ap-
plication of Jensen’s inequalityE[log(X)] <

log(EX)).A The EM algorithm produces parameter(e.g.

_ | BEr,

op |
[Er, |

and use them as priors in our classifier (Equation 3).

verb phrasey,, we computeP®(v, | r;)

2.3.3 Argument Type Checking

Although some verbs are ambiguous (e.g., the
verb “play” may express several relationsnu-
sicianPlaysMusicallnstrument athletePlaysSport
actorPlaysMovie etc), knowing the types of the
verbs’ arguments can help disambiguate the verbs
the verb “play” that takes musicallnstru-

estimateg that corre_sponql to a Ioca_l _maximum Ofmenttype as object is more likely to express the
Lc(9]Dsy). The relation prior probabilities are thus msjcianPlaysMusicallnstrumentelation). There-

estimated using current label assignments as:

1+ yti
d(em,e,L)GD (em,en)

|R|+ D]

P(ry| 001 = ®)

The verb-to-relation mapping probabilities are es-

timated in the same manner:

Ploy | 6+D) =

dT(Pe(uy ) + X

P ti

v

p b (em.en) Yem.en)
(emien) €

(6)
s ti
Y(em.en) Y(em en)

A4l
(t+1)
g, + X
s=L deyy,en)€D

We start witho = |V'| and gradually reduce the
impact of prior by decaying with a decay parame-

ter of 0.8 at each iteration in the manner of (Lu and

Zhai, 2008)). This will allow the EM to gradually

pick up more verbs from the data to map to relations.

EM iteratively computes parametdts, ..., 6% us-

ing the above E-step and M-step update rule at ea

fore, we incorporate argument type checking in our
EM process to ensure that it maps verbs to relations
whose argument types match:

¢ In the E-Step, we make sure that unlabeled
instances are only labeled with relations that
have the same argument types as the instance
and that share some verbs with the instance.
In other words, in the E-step we compute

P(yéenuen) = 1 ’ d(eﬂ’hen)) If ftype(ri) =
ftype(d(em,en)) and (f(verb) (T1> U {’UP‘ETz'ﬂfp 7é
@}) N f(verb) (d(em,en)) 75 0.

In the M-step, we make sure that verbs are
only mapped to relations whose argument types
match at least one of the instances that co-occur
with the verbs inSVO’. In other words, in the
M-step we comput@ (v, | 7;) if vy, € fuern(ri)

or By, # 0.

ch SWe manually add a few verb phrases for relations wHose

IS an empty set when possible, to set the EM process on these

iterationt, halting when there is no further improve-e|ations with good initial guesses of the parameters. In average,

ment in the value of.(0|D;y).

821
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2.3.4 Incorporating Constraints Algorithm 1 The EM Algorithm for Verb-to-RelatioMapping

In the E_Step for each unlabeled Instance glvelﬁput D = D@ U D% and an initial naive Bayes CIaSSiﬁéi= from
’ ’ labeled document®* only (using Equations 5 and 6)

the probabilities over relation IabeB(yzem,en) = Output: AT that include verbs to relations mappings given by
A~ 9T
1| die,e);0'), and Subset and Mutex con- 4. plrls?)

straint§, similar to (Dalvi et al., 2015), we use a 2. E-Step:
Mixed-Integer Program (MIP) to produce its bit vec- > " dem.en) € D" do

. 4 ComputeP(y%em ) = d(e,, en);0") Vri € Rthat

tor of label ass.lgnment as OUtp'@tfjem,en)- ) satisfy argument types checking (Equation 1)

The constraints among relations are incorporatecb: Find a consistent label assignmeyft, _ , by solving
as constraints on bits in this bit vector. For exam- d'\’gfr’ (Equation 7)
ple, if for an unlabeled instancddff BezosAma- 7:  M-step: Recompute model paramete¥s™! based on current
zon), a bit corresponding to the relati@eoOfis set label assignments (Equation 5 and 6) respecting argument type
then the bit ding to the relatiorksF checking

en the bit corresponding to the relatiarksFor 5. it convergences, (6'+1), £.(0")) then
should also be set due to the subset constraedOf 9 break

. . 10: end if
C worksFor. For the same instance, the bit cor-17. .. tor

responding tacompetesWitlshould not be set due 12: return 67
to the mutual exclusion constraiseoOf N com-

petesWith= ¢. The MIP formulation for each un- English | Portuguese | Rrtuguese
labeled instance thus tries to maximize the sum of et N3El'-7'- NSE(')-Z'- NE'—,&LO;n
probabilities of selected relation labels after penaliz- [Tr| | 135267 5675 12,447
ing for violation of constraints (Equation 7), where (D] | 85192 2,595 5412
|Du[ | 240,490 595274 | 1,186,329

G, are slack variables fdubset constraints and;,

are slack variables fab/utex constraints: Table 1: Statistics of KB facts and dataset constructed

\R| , Dy, we follow the same approach as before to find

wai’iiﬁiﬁ%w(;yfem,em X PWie,, ) = Udieneni®) @ mapping of Portuguese verbs to relations. Since

Portuguese NELL is newly constructed, it contains

- > Gk Y 5ik> fewer facts (category and relation instances) than
Sub;;:;f:}“b“t (bR ENfutes English NELL, and hence its datasef, has fewer

labeled instances (see Table 1).

( Adding more relation instances to Portuguese
y! +yk <14 64,V(i, k) € Mutex : ; ;
(emsen) T Ylem en) NELL can result in more labeled instances in the
Gikr Ok 2 0:Y(e,, ) € 10,1}, Vi k () datasetD,:, a more productive EM, and a better

verb-to-relation mapping. Since each category and

_ Ouralgonthm.tha.tmcludes grgument type Chec:kéach relation in Portuguese NELL ontology has a
ing and constraints is summarized in Algorithm 1.

one-to-one mapping in English NELL ontology, we
can add relation instances to Portuguese NELL from

T Port bs to relations in Port the corresponding English NELL relations.
0 map Portuguese verps 1o relations in Por ugueseEng”Sh NELL however, has 0n|y Eng“Sh oun

NELL, which is an automatically and independently hrases (NPs) to refer to entities in its relation in-

constructed KB separate from English NELL, Wegtances. To add more labeled instance®jp us-

use the Portuguese NELL and Portuguese text cor- . o o
7 . ing English relation instances, we need to find in-

pus SVO,;" and construct a datasé?,;. Given L . . .
stantiations of these English relation instances in

The Subset and Mutex constraints are obtained PortuguesesV Oy, which translates to finding Por-
as part of the NELL KB ontology, which is publicly tuguese NPs that refer to English NELL entities. For
available at the NELL Read The Web project WEbs'teéxample, Portuguese NP: “Artria torcica interna” for

http://rtw.ml.cmu.edu/resources/. . Lo
"We obtain the Portuguese SVO from the NELL-PortuguesgngIISh NELL entity:internal mammary artery

team at Federal University of Sao Carlos. To automatically translate English NELL enti-

yéenuen) S yécenlaen) + Clk,v(l’ k) € Subset

2.4 Portuguese Verb Mapping
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NELL concept:person:brad_pitt tween the pages in DBPedia (gray edgeS). In this
graph we want to use the knowledge that NELL has

concaptipersrbaetinefole AN already learned about the entity to narrow its candi-
fconceptipersonidouglas pitt [ & e dates down to the page that the entity refers to. The
1 \ \ S, . . .y .
' 5 v \ “a idea is that relatedness among the entities in NELL
1 \‘ dbpedia:brad_pitt 1 dbpedia:brad_pitt_(boxer) . . )
: \ \ implies relatedness among the DBPedia pages that
' dpediazusa refer to the entities. We use Personalized Page Rank

dbpedia:angelina_jolie dbpedia:australia

E— (Page et al., 1999) to rank candidate DBPedia pages

in this graph and pick the top ranked page as the
Figure 2: Mapping NELL entityBrad Pittto DBPedia. page that can refer to the NELL entity.
For example, to find the DBPedia page that can
refer to our NELL entityBrad Pitt, we use NELL's
ties to Portuguese NPs, we use DBPedia (Auer nowledge about this entity to rank its candidate
al., 2007) which has structured information aboupages. As seen in Fig. 2, DBPedia pageBoad
Wikipedia pages in many languages. The idea iBitt, the US actordbpedia:bad.pitt) is highly con-
to map each English NELL entity,, to its corre- nected to other pageslifpedia:anglina_jolie, db-
sponding English DBPedia page and therefore ifgedia:douglas pitt dbpedia:usa that are in turn
Portuguese DBPedia pdgeWe use the structured connected to the NELL entityrad Pitt dbpe-
information of the Portuguese page in DBPedia: itdia:brad pitt is thus ranked highest and picked as
title and label as the set of Portuguese NPs corréhe page that can refer to the NELL entiByad Pitt
sponding to the English entityy,; (e, ). Once we have an English DBPedia page that can
More specifically, for each English NELL en- refer to the NELL entitye,,,, we can obtain the cor-
tity e, with English NPs that can refer to it, responding Portuguese page from DBPedia. The ti-
Nen(em), we findcandidateEnglish DBPedia pages tle and label of the Portuguese page becomes the set
that can refer to the entity. We do this by comOf Portuguese NPs that can refer to the NELL en-
puting Jaccard similarities (Jaccard, 1912; Chagity i.e., Nyi(en) (see Table 2 for examples). Us-
man, 2009) of the entity’s NPs with titles and la-iNg Nyt(en) We find instantiations of English re-
bels of English DBPedia pages. We select pagéation instances inSVO,; to add as labeled in-
with Jaccard similarities of more than 0.6 as canstances inD,;. Portuguese NELL enriched with En-
didates e.g., for English NELL entitrad Pittwe glish NELL (i.e., Portuguese NELL™") has more

dbpedia:douglas_pitt

find candidate English pagesttp://dbpedia. than double the amount of relation instances, la-
org/page/Brad_Pitt (Brad Pitt, the US actor) beled and unlabeled instances (Table 1) than Por-
and http://dbpedia.org/page/Brad_Pitt_ tuguese NELL. In the experiments, we observe that
(boxer)  (Brad Pit, the Australian boxer). this translates to a better verb-to-relation mapping.

Then, we construct a graph containing nodes that Mapping NELL to DBPedia is also useful because
are: (1) the NELL entity that we want to map toit can align existing knowledge and add new knowl-
DBPedia, (2) its candidate DBPedia pages, (3) oth&dge to NELL. For example, by mapping to DBPe-
entities that have relations to the entity in NELL KB,dia, we can resolve abbreviations (e.g., the NELL
and (4) the candidate DBPedia pages of these oth@tity: COO as “Chief Operations Officer” in En-
entities (see Fig. 2 for the NELL enti§rad Pit). ~ 9lish or “Diretor de Operages” in Portuguese), or

We add as edges to this graph: (1) the can-refef€Solve & person entity (e.g., the NELL entityta-
to edges between entities in NELL and their canfaroas “Kitagawa Utamaro”, the virtual artist).
didate pages in DBPedia (dashed edges in Fig. 2),
(2) the relation edges between the entities in NEL
KB (black edges), and (3) the hyperlink edges be3 1  pre-processing

Experiments

8Almost every DBPedia English page has a correspondingOr better coverage of verbs, we lemmatize verbs in
Portuguese page the EnglishSV O (using Stanford CoreNLP (Man-

823



English NELL entity PortugueseNPs

Amazonian Brown Brogt | “Veado-Roxo”,“Fuboca’ B Precision ™ Recall F1
COO “Diretor de Operages”

Utamao “KitagawaUtamaro” 1

Notopteridae “Peixe-faca” 0.9

1967 Arab Israeli \aIr “Guerra dos SeiBias’, 0.8

“Guerra de1967” 0.7

Food Pioducts “ProdutosAlimenticios”, 0.6

“Alimento”, “Comida”, ... 0.5

Table 2: Example Portuguese NPs learned for NELL entities g'g

0.2

. . . 0.1

ning et al.,, 2014)). We lemmatize verbs in Por,
tugueseSV O, (using LemPORT (Rodrigues et al., CPL DIRT| NB | EM | CPL |DIRT| NB | EM | EM
2014)) and expand contracted prepositions. NELL NELL
For better precision and to make our method sca +en

to a large text corpus, we focus on mapping verb
that are important for a relation based on how often
the verbs co-occur with entity pairs that match the Figure 3: Performance on leaf relations.
relation’s argument type. For each argument type in
the EnglishSV O we consider only the top 50 verbs
(in terms oftf-idf scores) for mapping. We ugeidf age of 23 (and a median of 11jining instances
scores to adjust for the fact that some verbs appeRgr relations. For experiments on the Portuguese
more frequently in general. For each of these verb&ELL™“", which is Portuguese NELL enriched with
we also use only the top 50 entity pairs that co-occuglation instances from English NELL, we evaluate
with the verb in theSV O (in terms of co-occurrence 85 relations, with an average of 31 (and a median of
counts) to construct our dataget 10)training instances per relations. We compare the
For Portuguese verb-to-relation mapping, sincerediction produced by our approadiiM with that
SV O, is much smaller than the Englisi/ O (i.e., of other systemsCPL, DIRT, andNB.
it contains only about 22 million entity pair-verb In CPL, we obtain verb-to-relation mapping
triples compared to the 600 million triples in the Enweights from NELL's CPL patterns and hand-
glish SV O), we use all the Portuguese entity pairdabeled verb phrases (see Section 2.3.2)DIRT,
and verbs for mapping. To adjust for the fact thatve obtain verb-to-relation mapping weights in an
some verbs appear more frequently in general, wgnsupervised manner (Lin and Pantel, 2001) based
usetf-idf scores instead of co-occurrence counts fa@n their mutual information over labeled training in-
the values o¥/(.,, ..y in the M-step (Equation 6).  stances. In Naive Baye8sIB) we learn the verb-to-
relation mapping weights from labeled training in-
3.2 Evaluation stances. In contrast to the other systeli, allows
We set aside 10% oD’ for testing. Given a test learning from both labeled and unlabeled instances.
instancét ., ., and the trained model, we can pre- To make other systems comparable to our pro-
dict the label assignmest, .., using Eq. 1. This posed method, FONB and DIRT we add CPL
simulates the task of relation extraction where waveights as priors to their verb-to-relation mapping
predict relation(s) that exist between the entity paiweights. For all these other systems, we also incor-
Nt en): porate type-checking during prediction in that unla-
We compare predicted labels of these test irbeled instances are only labeled with relations that
stances to the actual labels and measure precisidv@ve the same argument types as the instance.
recall and F1 values of the prediction. We evalu- We show the micro-averaged performance of the
ate NELL relations that have more than one labeleslystems omeaf relations of English NELL and Por-
instances inD¢ (constructed using the method detuguese NELL (Fig. 3), where we do not incorpo-
scribed in section 2.2). For experiments on the Emate constraints and classify each test instance into
glish NELL, we evaluate 77 relations, with an avera single relation. We observe in both English and

English NELL Portuguese
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Figure 4: Performance on all relations.

Figure 5: Performance on English NELL relations with and
without type-checking.

Portuguese NELL that the verb-to-relation mappingReiation Verbs Proposed
obtained byEM results in predictions that have & _ _ New Instances
much higher recall and comparable precision. bookwriter | as bf;’;r,'rtittz”a?y”' gjﬁg%g&i";ﬁgﬁg

In Figure 3, we also observe a gainin performande  city- a1 be known asiz, (Amman Philadelphig,

en : : Also- az be known asiy, (Chennaj Madras,
when we rureM on Portuguesg NELL . WhICh IS KnownAs a2 be renamed, (Southport Smithvillg
Portuguese NELL enriched with relation instanceS TiderDe- a1 fundadoras, @immy WalesWikipedia,
from English NELL obtained using our DBPedia| Or9anizacao| ai ceodefemi; | (Chad Hurley Youtubg
Lo . . . pessoa- a1 ser condenara, (Pedrinho Matadoy
linking in section 2.4. More labeled instances resullS acusada- | a; ser acusar des, Homicidio,
in higher recall and precision. This shows the useful- DoCrime ay serprender Omid Tahvili
, poras Trafico de Drogasp

ness of aligning and merging knowledge from man
different KBs to improve verb-to-relation mapping
and relation extraction in general.

Table 3: Some relations’ verbs and proposed new instances

We show the micro-averaged performance of th@.e., when more than one relation shares their ar-
systems orall relations of English NELL and Por- gument type signatures) to see the merits of verb-to-
tuguese NELL (Fig. 4). Here, we incorporate hitelation mapping on prediction (Fig. 5). We observe
erarchical and mutual exclusive constraints betweeanat verbs learned biM results in a better predic-
relations in ourEM, allowing a test instance to be tion even when used without type-checkifEM (-)
classified into more than one relation while respectfype) than using type-checking alone (by picking
ing these constraints. Like before, we observe thahajority class among relations that have the correct
type) (Type Only). Adding type checking improves
in predictions with a much higher recall and compaperformance even furtheEM). This shows how
rable precision to other systems which do not incolverbs learning is complementary to type-checking.

the verb-to-relation mapping obtainedBiyl results

porate constraints between relations. The results of our experiments also highlight the
In the experiments we also observe thég per- merit of learning from a large, though unlabeled cor-
forms comparably or better th@RT . We hypothe- pus to improve the coverage of verb-to-relation map-
size that it is becaud¥B obtains its verb-to-relation ping and hence the recall of predictions. We also
mapping in a supervised manner whildRT ob- observe the usefulness of incorporating constraints
tains its mapping in an unsupervised manner. and for merging knowledge from multiple KBs to
We also conduct experiments to investigate hownprove performance. Another advantageEdd is
much influence type-checking has on prediction. Wihat it produces relation labels for unlabeled data not
show performance over instances whose types aloget in NELL KB. We show some of these new pro-
are not enough to disambiguate their assignmenp®sed relation instances as well as some of the verb-
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to-relation mapping obtained M (Table 3). show that our approach outperforms CPL in terms
EM learns in average 177 English verbs and 3310f effectiveness for extracting relation instances.
Portuguese verbs per relation; and propose in av-In terms of the relation extraction, there are
erage 1695 new instances per relation for Englisiistantly-supervised methods that can produce verb
NELL, and 6426 new instances per relation for Porgroupings as a by product of relation extraction. One
tuguese NELL. It learns less English verbs than Postate-of-the-art uses matrix factorization and univer-
tuguese due to the filtering of English data (Secsal schemas to extract relations (Riedel et al., 2013).
tion 3.1) and a high degree of inflection in Pordn this work, they populate a database of a uni-
tuguese verbs. The smaller size of Portuguese Ki&ersal schema (which involves surface form predi-
also means more of its proposed instances are newates and relations from pre-existing KBs such as
Freebase) by using matrix factorization models that
4 Related Work learn latent feature vectors for relations and entity

tuples. One can envision obtaining a verb group-
Existing verb resources are limited in their ability t0ing for a particular relation by predicting verb sur-
map to KBs. Some existing resources classify vergce forms that occur between entity tuples that are
into semantic classes either manually (e.9. WordN@stances of the relation. However, unlike our pro-
(Miller et al., 1990)) or automatically (e.9. DIRT nosed method that learns mapping between typed-
(Lin and Pantel, 2001)). However, these class&grps to relations, they do not incorporate argument
are not directly mapped to KB relations. Other reynes in their learning, preferring to learn latent en-
sources provide relations between verbs and theirqrty representation from data. Although this im-
guments in terms of semantic roles (e.g. PropBankoves relation extraction, they observe that it hurts
(Kingsbury and Palmer, 2002), VerbNet (Kipper eherformance of surface form prediction because a
al., 2000), FrameNet (Ruppenhofer et al., 2006)}ingle surface pattern (like “visit’) can have mul-
However, it is not directly clear how the verbs MaRjple argument types (person-visit-location, person-
to relations in specific KBs. visit-person, etc). Unlike our method, it is not clear
Most existing verb resources are also manually, their method how argument types of surface pat-
constructed and not scalable. A verb resource thgdrns can be dealt with. Furthermore, it is not clear
maps to KBs should grow in coverage with the KBshow useful prior constraints between relations (sub-

possibly by leveraging large corpora such as thget, mutex, etc.) can be incorporated in their method.
Web for high coverage mapping. One system that

leverages Web-text as an interlingua is (Wijaya et conclusion
al., 2013). However, they use it to map KBs to
KBs, and obtain a verb-to-relation mapping only in4n this paper, we introduce an EM-based approach
directly. They also compute heuristic confidencegith argument type checking and ontological con-
in verb-to-relation mappings from label propagatiorstraints to automatically map verb phrases to KB re-
scores, which are not probabilities. In contrast, wgations. We demonstrate that our verb resource is
map verbs directly to relations, and obtdnv,|r;)  effective for extracting KB relation instances while
as an integral part of our EM process. improving recall; highlighting the value of learn-
In terms of systems that learn mappings of texing from large scale unlabeled Web text. We also
tual patterns to KB relations, CPL (Carlson et al.show the flexibility of our method. Being KB-, and
2010) is one system that is most similar to our prolanguage-independent, our method is able to con-
posed approach in that it also learns text patterns fstruct a verb resource for any language, given a KB
KB relations in a semi-supervised manner and usesd a text corpus in that language. We illustrate this
constraints in KB ontology to couple the learning tdoy building a verb resource in Portuguese and in En-
produce extractors consistent with these constraingglish which are both effective for extracting KB rela-
However, CPL uses a combination of heuristics itions. Future work will explore the use of our multi-
its learning, while we use EM. In our experimentslingual verb resource for relation extraction by read-
we use CPL patterns that contain verbs as priors amuy natural language text in multiple languages.
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