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Abstract

In this paper, we propose a method to find the
safest path between two locations, based on
the geographical model of crime intensities.
We consider the police records and news arti-
cles for finding crime density of different areas
of the city. It is essential to consider news arti-
cles as there is a significant delay in updating
police crime records. We address this prob-
lem by updating the crime intensities based
on current news feeds. Based on the updated
crime intensities, we identify the safest path.
It is this real time updation of crime intensities
which makes our model way better than the
models that are presently in use. Our model
would also inform the user of crime sprees
in a particular area thereby ensuring that user
avoids these crime hot spots.

Keywords: Crime detection, Hotspot identifi-
cation, Safest Path, Topic Modeling, Latent
Dirichlet Allocation, Latent Semantic Analy-
sis, Natural Language Processing.

1 Introduction

In today’s society, reports of criminal activity are on
the rise. Newspapers each day are replete with news
articles about incidents of crime from different parts
of our cities. Crime is not spread evenly across a
city, the level of criminal activity varies with region.
In traveling from one spot to another within a city,
people naturally desire not to be a victim to criminal
activity. In general, the likelihood of falling victim
to criminal activity is greater in areas with elevated
crime levels, hence the path one travels must prefer-
entially avoid areas with higher levels of crime.
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Our objective in this paper, is to find the safest
possible path between any two points on the street
map, based on actual or inferred knowledge of prior
criminal activity. The map may be viewed as a
graph, where junctions are vertices in the graph, and
streets are edges. The problem of finding a path
from an origin to a destination is simply that of find-
ing a path between the corresponding vertices in the
graph. For the purpose of this paper we have focused
on the city of New Delhi, India, a city which has re-
cently gained notoriety as being particularly unsafe
for commuters especially women.

We can now cast our “safest-path” problem as a
graph search problem. Each vertex and edge in the
graph can be assigned a risk. The safest path be-
tween junction A and junction B is the least risky
path, or, assuming the risk to be a cost, the least-cost
path between the graph vertices a and b. Thus now
we can restate the problem as finding the least-cost
path between vertices.

Given a graph, the algorithm for finding the least-
cost path between vertices is well known. We use the
well known Dijkstra’s algorithm (Dijkstra, 1959).
The greater challenge now is that of specifying the
graph. The structure of the graph, as mentioned ear-
lier, is simply the street map of the city. The real
challenge becomes that of assigning costs to the ver-
tices and edges, which reflect the risk of crime in the
junctions and streets they represent. We will do so
by assigning the cumulative count of the number of
instances of crime that were reported at any street or
junction as the cost of the corresponding edge.

We do not have a direct way of assigning these
costs, since detailed, updated crime information is
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generally not available for the city. So we will try
to infer this information using a variety of sources.
We will use police records to assign costs based on
historical data, and to compute a priori information
for further inference. For more updated scores, we
mine the newspaper reports. However mining news-
paper articles is not easy, since the articles are in nat-
ural language. Moreover, they are often imprecise
in locating the reported crimes and don’t specify the
roads or the junctions. So, we use a Bayesian for-
malism to determine the locations from the article.

Following the above mentioned steps, we can as-
sign costs to our graph and thus find the safest path
between any two locations. However, for simplic-
ity we have not considered the actual road networks
for finding the path, but do so based on neighbor-
hoods, which we then map on to the road network.
Our results show that we are able to infer location
from newspapers reports with relatively high accu-
racy, and that moreover, the hypothesized paths are
highly plausible.

The paper is organized as follows. Related liter-
ature is reviewed in Section 2. Section 3 presents
our data collection strategy. Sections 4-7 present de-
tailed methodology. Results and discussion are pre-
sented in Section 8. Our conclusions are presented
in Section 9.

2 Literature Review

The majority of the literature on crime-data mining
focuses on analyzing data and crime records to iden-
tify patterns and predict crime. (Chen et al. , 2004)
propose a generic machine learning framework for
various clustering and inference tasks that may be
used to detect or predict crime based on observed
activity. Other traditional approaches to crime data
mining focus on finding relations between attributes
of the crimes, or finding hot-spots from a set of
crime incidents. Another approach to detect patterns
within police records was presented in (Sukanya et
al. , 2012), where an expert based semi-supervised
learning method was used to cluster police crime
records based on their attributes. Weights were in-
troduced to the attributes, and various patterns were
identified from subsets of attributes. A step further
in this direction is crime forecasting, which was pre-
sented in (Yu et al. , 2011), which developed a
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model in collaboration with police, aiming at pre-
dicting the location, time and likelihood of future
residential burglary based on temporal and spacial
(over grids) information taken from police records.
Various classification techniques are used to develop
a model that best relates attributes to crimes. This is
pertinent to our model, as the group has investigated
data mining techniques to forecast crime.

For our purpose, it is sufficient to identify news
articles that pertain to relevant criminal activity, and
find the distribution of such crimes across the city.
Our challenge, then, is to automatically identify
news articles that relate to specific types of crime,
and to automatically locate the crime that is reported
with sufficient specificity that we can build a “path-
safety map”. As it turns out, little of the literature
on crime-data mining actually directly relates to this
task. The task of identifying news reports has its
closest analog in the literature on document classi-
fication (Sebastiani , 2002), although we have not
specifically encountered many that relate in particu-
lar to crime data.(Chau et al. , 2002) report on the
use of machine learning algorithms to derive named
entities from formal police reports, but do not spec-
ify the techniques used. As we see later from our
work, we do not require sophisticated algorithms;
simple classifiers can do this particular task quite ef-
fectively.

The current literature on crime mapping, e.g.
(Maltz et al. , 2000) , (Leong et al. , 2000) does not
significantly address the issue of generating maps
from free-form text report. An interesting idea is
division of the city into a grid, which is an intuitive
method of quantizing the locations. In our model,
we have assumed police stations to be a strong indi-
cator of population (and consequently crime) den-
sity, and have mapped each locality to it’s police
station. Perhaps the most relevant work is done in
(Mahendiran et al. , 2011), where the problem of
identifying patterns in combined data sources is ap-
proached by inferring clusters from spatial and tem-
poral distribution. Bayesian Belief Networks are
used to find a probabilistic relation between crime,
time and location. Creation of a “heat map” to repre-
sent unsafe areas was suggested but not part of this
report. The group has collated crime reports from
various websites. The distinguishing feature of our
model is that we have combined crime reports and



news feeds, and that we mapped our crime distribu-
tion into a graph with edges weighted according to
crime intensities.

3 Data Collection

For the experiments reported in this paper we focus
on Delhi, India, a city which has recently acquired
some notoriety because of the spate of crimes re-
ported from there, particularly against women. This
recent notoriety particularly motivates people to try
to find safe routes from origin to destination, making
the solution reported in this paper especially relevant
there.

In our proposed system, we gather data from dis-
parate sources such as the reports from the Delhi Po-
lice Website !. Here we have ignored the gravity of
crime and used only the number of crimes for al-
locating a cost to a location. We have used 42768
police crime records over a period of 3 years for
the state of Delhi to form our historical prior. We
parse the records and extract the location and type
of crime from the records. We now tag the records
to their nearest police station and maintain counts
of the number of crimes committed in the jurisdic-
tion area of every police station. This count is what
we have considered as ’crime intensity’ for that area.
These are used to derive the a priori probability dis-
tribution of crime in the various precincts. A total of
162 locations were considered, one for each police
station in Delhi.

We used a web crawler to obtain news articles
from various news paper websites? to get crime re-
lated news articles. A total of 32000 news articles
were obtained using the crawler out of which half
were crime related and the other half were not crime
related. These articles formed the prior for our k-
nearest neighbor and LDA based approach used for
classification as crime/non-crime and location iden-
tification described in the later sections.

'"The police recoreds were obtained from : http:
//delhipolice.serverpeople.com/firwebtemp/

Index.aspx
>The newspaper articles were obtained from:

e http://timesofindia.indiatimes.com/
(Times of India online portal)

e http://indiatoday.intoday.in/ (India Today
news portal)

e http://www.ndtv.com (NDTV news portal)
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4 Classification of Article as Crime or Non
Crime

The news articles picked from news paper websites
are not annotated. Besides, we are concerned only
with crimes which affect safety of a person travel-
ing through that region. For example cyber crimes,
suicides , etc., do not affect the safety of a person
traveling through a region and should not be classi-
fied as commuter affecting crimes by the model.

Therefore, in order to proceed with the “safety-
map” generation, we must first classify the news ar-
ticles as “crime” or “non-crime”. We find that the
language used to refer to such crime in the news ar-
ticles is diverse, ranging from direct to oblique ref-
erences. Even among the direct references, a variety
of different vocabularies and constructs may be em-
ployed. Direct analysis of language and vocabulary
may consequently require complicated classification
schemes to account for all possible variations.

Instead, we work on a simpler hypothesis — we
hypothesize that regardless of the manner in which
the crimes are being referred to, there exist underly-
ing semantic levels at which they are all similar, and
that by expressing the documents in terms of their
representation within these levels, we must be able
to perform the requisite classification relatively sim-
ply.

Uncovering the underlying semantic structure
must be performed in an unsupervised manner. A
variety of statistical models such as latent seman-
tic analysis, probabilistic latent semantic analysis
(Hoffmann , 1999), latent Dirichlet allocation (Blei
et al. , 2003) etc. have been proposed for this pur-
pose. We employ a relatively lightweight, simple
algorithm, latent semantic analysis (LSA)(Dumais
, 2004). LSA is a singular-value decomposition
(SVD) (Kumar , 2009) based statistical model of
word usage that attempts to recover abstract equiv-
alents of semantic structure from the co-occurrence
statistics of words in documents. Given a collec-
tion of documents, it first composes a term-count
matrix, where each column represents a document,
and each row represents a particular word. The total
number of columns represents the number of docu-
ments in the collection being analyzed, and the to-
tal number of rows represents the “vocabulary” of
words being considered. The (i, j)'" entry of the



term-count matrix represents the number of times
the i*" word in the vocabulary occurs in the ;" doc-
ument. The term-count matrix is decomposed using
SVD. The M most significant left singular vectors
recovered, corresponding to the M highest singular
values, are assumed to represent the M directions of
the underlying latent semantic space. Any document
can be represented in this space as the projection of
the term-count vector of the document (comprising
a vector of counts of the words from the vocabulary
in the document) onto the set of M singular vectors.
The projection is assumed to exist in the correspond-
ing semantic space.

To compute our model, we first stem our corpus,
and eliminate all stop word such as “a”, “an’, “the’,
etc. We compose a term-document matrix from the
documents, and employ LSA to reduce the dimen-
sionality of the data. All documents are represented
in the lower dimensional semantic space.

We annotate our training data instances to iden-
tify if they belong to the “crime” category or not.
Subsequently, given any test document, we use a k-
nearest neighbor classifier to classify it: we identify
the k closest training instances, where closeness is
computed based on cosine distance. If the majority
of the k instances are crime-related, we classify the
article as a crime article, otherwise we classify it as
non-crime.

5 Identification of Location of the Article

After identifying crime-related articles, we must
next identify the location where the reported crime
occurred. Again, we observe that newspaper articles
often do not make explicit identification of the lo-
cation of the crime, often not providing more than
city-level information explicitly. The exact location
must be inferred from the text used to describe the
area, and sometimes from other incidental informa-
tion that the articles may contain. Identification of
the location thus becomes a challenging problem.
Unlike the problem of identifying that the article
refers to a crime, this is a closed-set problem in that
the reported crime has indeed occurred, and hence
must have occurred in one of the areas of the city.
Thus, we only need to identify which of the vari-
ous locations in the city was the spot of occurrence
of the crime. We do so by a combination of meth-
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ods. In the First, we employ a named-entity extrac-
tor to identify potential location-related words from
the document, in case the location may be inferred
from direct references. Then we use a Naive Bayes
classifier based on a representation derived from la-
tent Dirichlet allocation analysis (Blei et al. , 2003)
of the articles to identify the location. We describe
both below.

5.1 Named Entity Recognition

Named Entity Recognition (Klein et al. , 2003) is
a Natural Language Processing technique which can
identify named entities like names, locations, orga-
nizations etc. from text. Specifically, we use the
technique described in the aforementioned work, to
identify locations from articles. It uses decision trees
and Conditional Random Fields(CRF’s) (Wallach ,
2004) to identify named entities. Conditional ran-
dom fields (CRFs) are a class of statistical modeling
method often applied in pattern recognition and ma-
chine learning, where they are used for structured
prediction. Whereas an ordinary classifier predicts a
label for a single sample without regard to “neigh-
boring” samples, a CRF can take context into ac-
count; e.g., the linear chain CRF popular in natural
language processing predicts sequences of labels for
sequences of input samples. Given the nature of our
problem we determined this technique to be most
appropriate for our data.

5.2 LDA-based Naive Bayes for Location
Determination

Named entity recognition cannot pull up location in-
formation when it is not actually specified in the ar-
ticle. Even when it is mentioned, the reference may
not be unambiguous. In order to deal with such ar-
ticles we use a simple Naive Bayes classifier based
on features derived using Latent Dirichlet Allocation
(LDA) (Blei et al. , 2003).

LDA is a well-known document-analysis tech-
nique which assumes a ’latent’ or underlying pat-
tern in the pattern of words in it. The model as-
sumes that documents are composed of topics. Top-
ics are distinguished by the probability distribu-
tions of words associated with the topic — differ-
ent topics have different distributions over words.
For instance, a sports-related topic may have a
higher prevalence of sports-related words, while a



politics-related topic will have a higher prevalence
of politics-related words. The generative model for
LDA assume that in order to compose a document,
for each word in the document a topic is selected ac-
cording to a document-specific probability distribu-
tion over topics, and subsequently a word is drawn
from the topic. Mathematically, the collection of
words {w € D} in any article A are assumed to have
been drawn from a distribution P(w|t; 0)P(t|A),
where P(t|A) represents the probability distribution
over topics ¢ within article, and P(w|t) is the proba-
bility distribution of words within topic ¢. The prob-
ability distributions P(¢|w) are learned from train-
ing data. The probability distribution P(t|w) of top-
ics within any document is also drawn from an a pri-
ori Dirichlet distribution, the parameters of which
are also learned from training data.

We employ the distribution over topics as the fun-
damental characterization of documents. We derive
a set of 7" topics from a training corpus comprising
crime-related news reports. Every article A is now
decomposed into these topics. The probability dis-
tribution P(t|A) of topics ¢ in the article, which is
derived using LDA, is now used as a representation
for the documents.

We view each document as bag of topics, and
P(t|A) as anormalized count of the number of times
the topic appears in the document. Now we cast the
location classification problem as follows.

We associate locations with police stations. The
city is partitioned into regions, one corresponding to
the jurisdiction of each station. We tag a number of
training articles with the location of the crime they
report. We ensure that every station is adequately
represented in the training set. Each article is now
decomposed into a topic histogram P(t|A).

We now compute a probability distribution of top-
ics with respect to each location to be identified us-
ing the following maximum likelihood estimator:

P(t|L) = Tic LHZPﬂA

where A € L represents the set of all training arti-
cles that refer to crimes in location L.

In order to appropriately represent the natural bias
of crime in the city, we derive a priori probability
distribution of crime in the various precincts, P(L)
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from historical police FIR records as
|C € L]
> 1C €L

where C € L represents the set of all FIR records of
crimes reported at location L.

We can now apply the following Bayesian clas-
sifier to identify the location L(A) of the crime re-
ported in any article A:

L(A) = arg max P(L|A) (1)

P(L) =

In other words, we are assigning the crime to the
location that is most probable a posteriori, given the
information in the article.

Using the usual modification of the above equa-
tion, the classification reduces to

L(A) = arg max P(A|L)P(L) (2)

and working in the log domain, taking into account
the monotonicity of the log function:

L(A) = arg max log P(A|L) +1log P(L) (3)

log p(L) in the above equation is directly obtained
from the a priori probability distribution P(L). We
only need to compute log P(A|L) to perform the
computation in Equation 3. To do so, we assume
that the article being classified has been obtained by
drawing topics from the location specific topic dis-
tribution P(¢|L) repeatedly. This leads us to the fol-
lowing equation for P(A|L).

p(AIL) = [] Pt

log P(A|L) = A P(t|A)log P(t|L)

where, as mentioned earlier, P(¢|A) is the normal-
ized count of the times topic ¢ in the article A, as
computed using LDA. The term A is required be-
cause we only know the normalized count of topic
occurrence; this must be scaled to obtain the true
counts. The overall classification rule thus becomes

L(A) = arg max A ; P(t|A)log P(t|L)+log P(L)
“)

In principle A is article specific. In practice, we de-
rive a global value of A by optimizing over a devel-
opment training set.



6 Mapping Crime Intensities

We apply the combination of the document-
identification and location-detection algorithms to
news articles and use it to generate a “heat map”
of crime for the city. Every new incoming article
that has been classified as relating to crime, and as-
signed to any police station, is used to increment the
crime count for that station. In our work we have
worked with a fixed number of articles, resulting in
a fixed heat map; in practice, to prevent the entire
map from being saturated, a forgetting factor must
be employed to assign greater weight to more recent
crimes. We associate the total crime count for any
station with every junction in its jurisdiction. Crime
counts for junctions that span multiple jurisdictions
accumulate the counts of all the stations that cover
them. This results in a crime-weighted street map
that we can now use to find the safest path between
locations.

7 Identifying Safest Path

Once the safety map showing the crime intensities is
known, we can convert the safest path problem to a
shortest path problem by modeling the edge weights
as the sum of crime frequencies of the two connect-
ing nodes. Now that we have a graph with well
defined positive edge weights, we can apply Dijk-
stra’s algorithm(Dijkstra, 1959) to identify the short-
est path which is the safest path here.

8 Results and Validation

The validation of the model is two-fold.In the first
step we check the effectiveness of the classification
of the article as crime or non crime. Then we check
how well does the model identify the location of the
article.

8.1 Result of Crime/Non Crime Classification

The test for crime/non-crime classification was done
on 5000 articles (3000 crime and 2000 non-crime ar-
ticles were taken) and various values of k were ex-
perimented with. The results of which are as fol-
lows:
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Value of k | Accuracy | F-score
1 82.14% 0.78
3 84.86% 0.81
5 86.52% 0.82
7 87.94% 0.83
9 89.36 % 0.84
11 87.60% 0.82
Table 1: Results of Classifying articles into

Crime/Non-crime categories

As the experiments demonstrated the most suit-
able value for k was found to be 9.

8.2 Result of Identification of location

Method Used | Accuracy | F-score
NER 81.48% 0.78
LDA 79.38% 0.75

LDA+NER | 83.64% 0.81

Table 2: Location Identification results

Clearly the combination of LDA and NER tech-
niques yields the best results.

8.3 Result for Safest Path search

We did a survey for 1200 commuters to use our
model for finding the safest transit path between two
locations and rate the path suggested by our model
on a scale of 1 to 10 based on their prior experience
of commuting between these locations. We received
an average rating of 8.75/10 from the 1200 users.

9 Conclusions

The model is able to predict the safest path between
2 locations to a very high degree of accuracy. The
accuracy of the model depends on the correct classi-
fication of the article as crime/non crime and on the
correct identification of crime’s location from arti-
cle. Clearly the model achieves both of these with
very high degrees of accuracy as can be seen from
Tables 1 and 2. The model also maps this safest
path correctly on the map and informs the user of
the route he should opt for to avoid crime prone re-
gions.



10 Assumptions used and Future Work

Our model presently doesn’t take into account the
actual road networks and instead gives the path
from one region(represented by that region’s police
station) to the other based on the assumption that
a region is connected directly only to it’s nearest
neighbors.

In the near future we plan to do away with this as-
sumption by incorporating the actual road network
in our model.

Other future work includes identifying safest paths
which also take into account the time of the day and
the traffic density of various routes.We also plan to
identify the exact type of crime and assign different
weights to different kinds of crimes in the near
future.
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