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Abstract

Translation models often fail to generate good
translations for infrequent words or phrases.
Previous work attacked this problem by in-
ducing new translation rules from monolin-
gual data with a semi-supervised algorithm.
However, this approach does not scale very
well since it is very computationally expen-
sive to generate new translation rules for only
a few thousand sentences. We propose a much
faster and simpler method that directly hallu-
cinates translation rules for infrequent phrases
based on phrases with similar continuous rep-
resentations for which a translation is known.
To speed up the retrieval of similar phrases,
we investigate approximated nearest neighbor
search with redundant bit vectors which we
find to be three times faster and significantly
more accurate than locality sensitive hashing.
Our approach of learning new translation rules
improves a phrase-based baseline by up to
1.6 BLEU on Arabic-English translation, it is
three-orders of magnitudes faster than existing
semi-supervised methods and 0.5 BLEU more
accurate.

1 Introduction

Statistical translation models (Koehn et al. 2003,
Chiang et al. 2005) are trained with bilingual data
and a simple solution to improve accuracy is to train
on more data. However, for many language pairs
we only have a very limited amount of bilingual
data and even when dealing with resource-rich lan-
guages, we still often perform poorly when dealing
with rare words or phrases.

On the other hand, there is plenty of monolingual
data and previous work has investigated its use in
learning translation models (Rapp, 1995; Callison-
Burch et al., 2006; Haghighi et al., 2008; Saluja et
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al., 2014). However, most methods rely on statistics
that are computationally expensive. As a concrete
example, the graph propagation algorithm of Saluja
et al. (2014) relies on pair-wise mutual information
statistics between any pair of phrases in the monolin-
gual corpus that is very expensive to compute, even
for moderately sized corpora.

In this paper, we study the use of standard con-
tinuous representations for words to generate trans-
lation rules for infrequent phrases (§2). We ex-
plore linear projections that map continuous repre-
sentations of rare foreign phrases to English phrases.
In particular, we propose to learn many local pro-
jections that are specific to a given foreign phrase.
We find this to be much more accurate than a sin-
gle globally learned mapping such as proposed by
(Mikolov et al. 2013; §3).

Our method relies on the fast retrieval of simi-
lar phrases in continuous space. We explore both
Locality Sensitive Hashing (LSH; Indyk and Mot-
wani, 2008) as well as the lesser known Redundant
Bit Vector method (RBV; Goldstein et al. 2005) for
fast k-nearest neighbor (k-NN) search. RBV outper-
forms the popular LSH algorithm by a large margin,
both in speed as well as accuracy (§4).

Our results show that the local linear projection
method is not only three orders of magnitudes faster
than the algorithm of Saluja et al. (2014) but also
by 0.5 BLEU more accurate. We achieve a 1.6
BLEU improvement in Arabic-English translation
compared to a standard phrase-based baseline (§5).

2 Continuous Phrase Representations

Continuous representations of words have been
found to capture syntactic and semantic regularities
in language (Turian et al., 2014; Collobert et al.,
2011; Mikolov et al., 2013c). The induced represen-
tations often tend to cluster similar words together
as illustrated in Figure 1.
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Figure 1: Illustration of word representations in Spanish
and English (Figure from Mikolov et al. (2013a)). The
plots are based on a two-dimensional projection of the
original vectors with principal component analysis.

A logical next step is to learn representations for
larger linguistic units, a topic which has received a
lot of interest (Mitchell and Lapata, 2010; Socher
et al., 2011; Le and Mikolov, 2014). For machine
translation there have been efforts to learn represen-
tations for entire bilingual phrases (Zou et al., 2013;
Zhang et al., 2014; Gao et al., 2014).

In this work, we only require representations for
monolingual phrases that are relatively short.! We
therefore decided to use off-the-shelf word repre-
sentations to build phrase vectors. In particular, we
chose the continuous bag-of-words model (Mikolov
et al., 2013b) which is very fast to train and scales
very well to large monolingual corpora.

The resulting word vectors are then used to build
phrase vectors via simple element-wise addition
which has been found to perform very competitively
in comparison to alternative approaches (Mitchell
and Lapata, 2010). Note that all the algorithms de-
scribed in this paper are agnostic to the choice of
phrase-representation and other schemes may per-
form better.

We use these monolingual phrase representations
to generate translation rules for infrequent, or unla-
beled, phrases. Unlabeled phrases do not appear in
the bilingual data and thus do not have translation
rules. The general idea behind the following algo-
rithms is to identify labeled phrases for which we
know translation rules that are similar to an unla-
beled phrase, and to use them to induce translation
rules for the unlabeled phrase.

"For simplicity, we only consider unigrams and bigrams on
the source side, see §5
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3 Translation Rule Generation

We first describe how we can learn a single mapping
between the foreign and English continuous spaces
to find translations for an infrequent foreign phrase
(6§3.1). Next, we make this approach more robust by
learning many mappings that are specific to a given
foreign phrase (§3.2). Finally, we review the semi-
supervised label propagation algorithm of Saluja et
al. (2014) which we make much faster using con-
tinuous word representations and k-NN algorithms

(§3.3).

3.1 Global Linear Projection

Mikolov et al. (2013a) find that the relative po-
sitions between words are preserved between lan-
guages (Figure 1), and, thus, it is possible to learn a
linear projection that maps the continuous represen-
tation of source phrases to points on the target side.
The hope is to learn a mapping that captures the re-
lationship between the source and target spaces. We
call this linear transform global linear projection,
since we use a single mapping that we apply to every
source phrase.

More formally, we denote f and e as source
side and target side phrases respectively, and f €
R4 and e € R'*? as the corresponding phrasal
vectors with dimension d. Following Mikolov et
al. (2013a), we learn a global linear projection
matrix W € R9*? based on the translations of
the n most frequent labeled source side phrases:
(f1,e1), (f2,e2),...,(f1,en),n > d? Let F
L 5, .. f1T, and E = [el el ... el]T. We
calculate W by solving the following linear system:

FW =F
whose solution is:
W~ (FTF)'FTE

Using the linear transform W, we can compute
e = fW for each unlabeled source phrase f, where
e will be close to target phrases that are potential
translation candidates for f. We denote the set of
all nearby English phrase vectors as N (€) and use

>We need more than d phrases to be fetched to make the
linear system solvable. Similar is for the local linear projection
in §3.2.
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Figure 2: (a) llustration of the global linear projection mapping the unlabeled Spanish phrase “un gato” to the target
space. The neighbors of the projected point serve as translation candidates and are fetched via a k-NN query. (b) A
local linear projection is learned individually for “un gato” based on the translations “the cats”, “the cat” of the labeled
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neighbors “los gatos”, “el gato”.

fast k-NN query algorithms to retrieve this set (§4).
Figure 2 (a) illustrates the method.

The translation probability for each translation
candidate e € N(e) is based on the similarity to
the projected point e:

exp{sim(e, e)}
Ze,eN(é) exp{sim(e’, &)}’

Plelf) = ey
Note that we normalize over the neighbor set N (e)
of the projected point € of foreign phrase f. This
uses the similarity sim(€, e) between € and e which
is defined symmetrically as

B 1

- - )
T+ ]e—e| 2)

sim(e, e)
where ||€ — e]| is the Euclidean distance between
vectors € and e.

Before adding the generated candidate transla-
tions to the MT system, we also calculate the back-
ward maximum likelihood translation probability
using Bayes’ Theorem:

P(e[f)P(f)

P(7Ie) = =Py

where the marginal probabilities are based on the
counts of phrases seen in the monolingual corpora.

Similar to Saluja et al. (2014), we use word-based
translation probabilities from the baseline system to
obtain forward and backward lexicalized translation
probabilities.
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3.2 Local Linear Projection

The global linear projection uses a single projection
matrix for all unlabeled source phrases. This is sim-
ple and fast but assumes that we can capture all re-
lations between the source and target representation
space with a single R%*¢ mapping. We show later
that this is clearly not the case (§5.4) and that a sin-
gle projection struggles particularly with infrequent
phrases - the precise situation in which we would
like our projection to be robust.

We therefore propose to learn many local lin-
ear projections which are individually trained for
each unlabeled source phrase. Specifically, for each
unlabeled source phrase f, we learn a mapping
We € R4 pased on the translations of m of f’s
labeled neighbors: (f1,eq1), (f2,€2),..., (£, €m),
fi e N(f), 1 <i<m,m > d(see Figure 2 (b)).

Compared to the global projection, we require an
additional k-NN query to find the labeled neighbors
for each unlabeled source phrase. However, this ex-
tra computation takes only a negligible amount of
time, since the number of labeled phrases on the
source side is significantly smaller than the number
of phrases on the target side.

Our approach of learning many different map-
pings is similar to the locality preserving projections
method of He and Niyogi (2004), which also con-
struct a locally precise projection in order to map to
another space.



3.3 Structured Label Propagation with
Continuous Representation

Saluja et al. (2014) use Structured Label Propaga-
tion (SLP; Liu et al. 2012) to propagate candidate
translations from frequent source phrases that are la-
beled to unlabeled neighbors that are infrequent.

The algorithm works as follows: for a known
translation rule (f’,¢’), SLP propagates the target
side phrases e € N(¢’), that are similar to €/, to the
unlabeled source phrases f € N(f), that are similar
to f’, as new translation rules. This propagation runs
for several iterations. At each iteration, the transla-
tion probability between known translations is fixed.
More formally, for iteration ¢ + 1 we have

P (el f) =D T(f1) Y T(ele)Pi(|f),
F'eEN(f) e'eH(f")

where T'(f'|f) is the probability that phrase f is
propagated through phrase f’, similarly for T'(e|e’);
H(f") is the set of translation candidates for source
phrase f’, which is learned from the bilingual cor-
pus.

In Saluja et al. (2014), both T'(f'|f) and T'(e|e’)
are based on the pairwise mutual information (PMI)
between two phrases. Computing PMI statistics be-
tween any two phrases over a large corpus is infea-
sible and therefore the authors resort to a simple ap-
proximation that only considers co-occurrences with
other phrases within a fixed-sized context window.
Even after this simplification the running time of
the SLP is vastly dominated by gathering similarity
statistics and by constructing the resulting graph.

However, once the PMI statistics are collected and
the graph is constructed, actual label propagation is
very fast. To speed up the algorithm, we replace
the costly PMI statistics by continuous phrase rep-
resentations and adopt the same similarity measure
that we used for the global and local projections (see
Equation 1). Moreover, we replace the static graph
construction with on-demand graph expansion us-
ing the fast phrase query mechanisms described in
the next section. These modifications allow us to
dramatically speed up the original SLP algorithm as
demonstrated in our experiments (§5).
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4 Fast Phrase Query with Continuous
Representation

The algorithms presented in the previous section re-
quire rapid retrieval of neighboring phrases in con-
tinuous space. Linear search over all n candidate
phrases is impractical, particularly for the SLP al-
gorithm (§3.3). SLP requires the construction of a
graph encoding the nearest neighbors for each tar-
get phrase, be it online or offline. To construct this
graph naively requires O(n?) comparisons which is
clearly impractical for our setup where we have over
one million target phrases (§5). For the linear projec-
tions, we still need to run at least one k£-NN query in
the target space for each infrequent foreign phrase.
Various methods, e.g., k-d trees, were proposed
for fast k-NN queries but most of them are not ef-
ficient enough in high dimensional space, such as
our setting. We therefore investigate approximated
k-NN query methods which sacrifice some accu-
racy for a large gain in speed. Specifically, we look
into locality sensitive hashing (LSH; §4.1), a popu-
lar method, as well as redundant bit vectors (RBV;
§4.2), which to our knowledge has not been previ-
ously used for natural language processing tasks.

4.1 Locality Sensitive Hashing

One popular approximated method is Locality Sen-
sitive Hashing (LSH; Indyk and Motwani, 1998),
which has been used in many NLP tasks such as
noun clustering (Ravichandran et al., 2005), topic
detection (Petrovi¢ et al., 2010), and fast k-NN
query for similar words (Goyal et al., 2012).

For our particular task, assume each phrase is rep-
resented by a d-dimensional vector p of real values.
The core of LSH is a set of hash functions. We
choose p-stable distribution based functions (Datar
et al., 2004) of the following form:

1,1 <i<s.

This function can be viewed as a quantized random
projection, where each element in x; is selected ran-
domly from a Gaussian distribution A (0,1), w is
the width of the bin, b; is a linear bias selected from
a uniform distribution (0, w) (see Figure 3 (a)).
By concatenating the results from h;, 1 <7 < s,
phrase p is projected from d-dimensional space to
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Figure 3: (a) A quantized random projection in LSH. The arrows show the direction of the projection. Points p;, p2, p3
are correctly projected to the same bin, while p,4 falls into another bin, despite being very close to p;. (b) A simplified
example illustrating RBV in two dimensions. The circle with radius r is centered at p; and contains all neighbors of
P1. RBV approximates the circle by a square of width d = 2 x 0.95r, which contains most of the neighbors of p; but
also p4, a false positive, while missing ps, a closer point. (c) On each dimension, RBV uses bit vectors to maintain
the set of points whose hypercubes (represented as the segments on the points in 1-dimensional view) intersect with a

bin.

an s-dimensional space. Phrases whose projections
collide in the s-dimensional space are considered
candidates to be neighbors. A fast retrieval of those
colliding phrases can be done via a hash table. How-
ever, since the projection is random, it is very likely
that true neighbors in the d-dimensional space fall
into different bins after projection (false negatives;
e.g., p1 and py in Figure 3 (a)). To ease this problem,
LSH employs a set of such projections and runs a
linear search over the union of all possible neighbor
candidates resulting from these projections to find
the approximated k-nearest neighbors.

4.2 Redundant Bit Vectors

The performance of LSH decreases as the number
of dimensions grows. Redundant bit vectors (RBYV;
Goldstein et al., 2005) address this problem and can
quickly search in high dimensional space, which
suits our task better.

RBYV is a combination of: a) an approximated
neighborhood test designed for high dimensional
space, and b) an efficient data structure for fast
neighborhood query.

First, for a given point p in high dimensional
space, the volume of a hypersphere of radius r cen-
tered at p can be approximately covered by a hyper-
cube of width d = 2er, e < 1.3 Figure 3 (b) shows

*Here we use < in an imprecise way. € < 1 does not mean
€ is smaller than 1 by orders of magnitudes; usually ¢ > 0.1.
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an illustration in two dimensional space where a
square of width d = 2 x 0.95r covers most of a
circle with radius r. In higher dimensional space,
e.g., d = 256 as in Goldstein et al. (2005), we can
cover 99% of the volume of a hypersphere of r =1
with a hypercube whose width is only ~2 x 0.2r.#

This surprising result allows us to use a very small
hypercube to approximate the hypersphere. Fur-
thermore, if two points q and p are within a cer-
tain radius 7, i.e., || — p|| < 7, then frequently
|q®¥ — p| < er, where x(V) denotes the i-th ele-
ment of vector x. Thus, the neighbor query can be
approximated as a check whether the distance be-
tween p and q on each dimension is less than er,
e 1.

Second, each dimension is quantized into bins.
Each bin redundantly maintains a set of points
whose hypercubes intersect with the bin on that di-
mension. This set is an approximation of the neigh-
bors of a query point p that falls into the same bin
on this dimension. RBV uses bit vectors to store this
set of points for each bin. (See Figure 3 (c).)

For a given query vector p, we fetch the bins
where p falls into for each dimension. We then per-

What we mean is that in high dimensional space, the volume of
a hypercube of width 2er is more than hundreds of magnitudes
smaller than a hypercube of width 2.

“Note that this does not mean the volume of the hypercube
is smaller than the hypersphere. It just means that most of the
volume of the hypersphere is covered in the hypercube.



English  Arabic Urdu
Token count 5b 5b 75m
Word vector count 2.9m 2.7m  0.2m
Word vector train time  100hrs  100hrs  3hrs

Table 1: Monolingual corpora statistics, number of word
vectors, and time to learn the word vectors (on single
CPU core) for each source language.

form a bitwise and over the corresponding bit vec-
tors to find the set of points that actually fall into p’s
hypercube, i.e., the approximated candidate neigh-
bor set of p. Finally, a linear search over this much
smaller set finds the approximate k-nearest neigh-
bors, similar to LSH.

S Experiments

We first evaluate the speed and accuracy of the pre-
sented approximate k-NN query algorithms (§5.2).
Next we experiment with the translation rule gen-
eration approaches (§5.3), and then we analyze the
global and local projection methods (§5.4). Fol-
lowing Saluja et al. (2014), we present most results
on Arabic-English translation and then validate our
findings on Urdu-English (§5.5), a low-resource set-
ting. Lastly, we discuss some qualitative results

(§5.6).

5.1 Datasets & Preprocessing

We test our approach on both Arabic-English and
Urdu-English translation. For Arabic-English our
bilingual training data comprises of 685k sentence
pairs. The NIST MTO08 and MTO09 data sets serve as
tuning and testing sets, respectively. Both are com-
binations of newswire and weblog articles, and each
Arabic sentence has four reference translations. For
Urdu-English our bilingual training corpus contains
165k sentence pairs, and the tuning and testing sets
are NIST MTOS8 and NIST MT09, respectively.

Table 1 shows some statistics for the monolingual
data we use. The majority of the data for Arabic and
English is drawn from the AFP Gigaword corpus.
For Urdu most of the data is mined by a web crawler,
mainly because there are not many official resources
for this language.

We run standard tokenization and segmentation
on the monolingual corpora. After that we use the
Word2Vec tool (Mikolov et al., 2013b) to generate
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False Negative (%) ‘ Time (s)

Linear Search 0 342
LSH 14.29 69
RBV 9.08 19

Table 2: Performance of linear search, locality sensitive
hashing, and redundant bit vectors, for k& = 200.

word embeddings for each language with the bag-
of-words model, where the number of dimensions is
set to d = 300. See Table 1 for the number of word
vectors learned for each language.

To obtain phrases in each language, we use a sim-
ilar strategy as in Saluja et al. (2014). For Arabic
and Urdu, we collect all unigrams and bigrams from
the tuning and testing sets. This gives 0.66m phrases
for Arabic and 0.2m phrases for Urdu. For English,
we collect unigrams and bigrams from the monolin-
gual data instead. However, the English monolin-
gual corpus is much larger than the tuning and test-
ing sets for Arabic and Urdu. We therefore train a
language model over the monolingual data, and col-
lect the unigrams and bigrams from the ARPA file,
filtering out all candidates that have a probability
smaller than 10~7. Similar to Saluja et al. (2014),
we use a baseline MT system to translate the Ara-
bic or Urdu phrases and add their translations to the
English phrase set. After this procedure we end up
with 1.5m English phrases.

We use simple component-wise addition to gen-
erate phrase vectors from word vectors. Some rare
words do not receive a vector representation after
running Word2Vec, and we simply remove phrases
containing those words, resulting in a total of 0.65m
phrases for Arabic, 0.18m phrases for Urdu, and
1.2m phrases for English.

5.2 Evaluation of Approximated k-NN Query

We first evaluate the performances of different k-NN
query approaches on English word vectors.

There are 2.9m word vectors in d 300 di-
mensional space. We randomly select 1,000 words,
and query for each word the 200 nearest neighbors,
k = 200, with either linear search, LSH, and RBV.
We measure the false negative ratio, i.e., the percent-
age of true neighbors missed by each query method,
as well as time. For LSH and RBV, we tune the pa-
rameters for best performance (LSH: number of pro-
jected dimensions, number of layers, and width of



Tune | Test | Time (hr)
Baseline 39.33 | 38.09 -
SLP w/ PMI 40.93 | 39.16 | ~10,000
SLP w/ Cont. Repr. | 41.31 | 39.34 | 120+200
GLP 40.46 | 38.68 | 20+200
LLP 41.17 | 39.57 | 30+200
LLP w/ backoff 41.48 | 39.70 | 30+200

Table 3: Arabic-English translation accuracy of struc-
tured label propagation with PMI (SLP) and with con-
tinuous representations (SLP w/ PMI), the global linear
projection (GLP), our local linear projection (LLP) and
with an added backoff scheme (LLP w/ backoff). For ap-
plicable methods, we list the running time to compute dis-
tributional representations as a separate term in the time
column. This is usually only required once per language
which is why we report it separately.

the bin; RBV: hypercube width and number of bins
for each dimension).

Table 2 shows that RBV gives significantly better
performance than LSH, both in terms of accuracy
and speed. RBV reduces the false negative ratio by
1/3 compared to LSH and is 3.6 times faster. This
is in line with Goldstein et al. (2005) who observed
that the performance of LSH degrades in high di-
mensional space. We therefore use RBV in the fol-
lowing experiments.

5.3 Evaluation of Rule Generation

Next, we evaluate the quality of the generated trans-
lation rules for Arabic-English translation (Table 3)
using either SLP, the global linear projection (GLP),
or the local linear projection (LLP).

Our baseline system is an in-house phrase-based
system similar to Moses with a 4-gram language
model. The underlying log-linear model comprises
of 13 features: two maximum likelihood transla-
tion probabilities, two lexicalized translation prob-
abilities, five hierarchical reordering model fea-
tures (Galley and Manning, 2008), one language
model, word penalty, phrase length, and distortion
penalty), and is tuned with minimum error rate train-
ing (MERT; Och 2003). Translation quality is mea-
sured with BLEU (Papineni et al., 2002).

For comparison, we reimplemented the graph-
based method in Saluja et al. (2014). This method
calculates the pairwise mutual information (PMI)
between phrases, and employs all the techniques
mentioned in Saluja et al. (2014) to speedup the
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computations. Our reimplementation achieves simi-
lar performance to Saluja et al. (2014) (with a neg-
ligible ~ 0.06 drop in BLEU). We parallelized the
algorithm on a cluster since a single core implemen-
tation would run for ~ 10k hours.’

Our continuous phrase based version of SLP is
orders of magnitudes faster than the SLP variant of
Saluja et al. (2014) because it replaces the compu-
tationally expensive PMI calculation by an approx-
imated k£-NN query in distributional space. More-
over, our variant of SLP even improves translation
quality by 0.2-0.3 BLEU. Overall, our version of
SLP improves the baseline by 2.0 BLEU on the tun-
ing set and by 1.3 BLEU on the test set.

The linear projection based methods, GLP and
LLP, are in turn again several times faster than SLP
with continuous representations. This is because
they require significantly fewer k-NN queries. For
both GLP and LLP, we retrieve the 200 nearest
neighbors of the projected point. For LLP, the lo-
cal projection is calculated based on the 500 nearest
labeled neighbors of the infrequent source phrase.
LLP achieves slightly better accuracy on the test set
than PMI-based SLP but at four times the speed.
GLP is the fastest method but also the least accurate,
improving the baseline only by about 0.6 BLEU. We
explore this result in more detail in the next section.
Overall, our local projection outperforms the global
projection by 0.9 BLEU on the test set.

For some infrequent source phrases, approxi-
mated £-NN query does not retrieve enough (> d)
neighbors to learn a local linear projection. For these
phrases, we employ a backoff strategy that uses the
translations of their neighbors as additional transla-
tion candidates. This strategy provides helpful addi-
tional rules for LLP (Table 3).6

5.4 Evaluation of Global Linear Projection

To learn why GLP does not generate high quality
translation rules, we run an extra experiment to mea-
sure the projection quality of GLP.

We train a global linear projection on an increas-

SConfirmed with the authors of Saluja et al. (2014) from per-
sonal communication.

8The backoff scheme in the Arabic-English setting generates
around 15% of the translations rules, which adds 0.13 BLEU on
the test set. This is not a big improvement and so we did not
employ this scheme for our Urdu-English experiments.



Training Set | Hit Rate: Freq | Hit Rate: Infreq.

500 0.87 0
1,000 0.6 0.01
5,000 0.42 0.07

25,000 0.4 0.05

Table 4: Quality of global linear projection measured by
the ratio that GLP can fetch the most possible translation
in the 200-nearest neighbors.

‘ Tune ‘ Test ‘ Time (hr)

Baseline 26.32 | 27.41 -

SLP w/ PMI 27.26 | 27.89 | ~7,000
SLP w/ Cont. Repr. | 27.34 | 27.73 | 100+103
LLP 27.06 | 27.98 | 30+103

Table 5: Urdu-English translation accuracy (cf. Table 3).

ing amount of training data and measure its accuracy
on two test sets (Table 4). The first test set contains
the 100 most frequent source phrases and their trans-
lations. The second test set contains less frequent
examples; we choose the 50,000 to 50,100 most fre-
quent source phrases. The training data uses the [
most frequent source phrases and their translations
which are not already contained in the first test. The
projection quality is measured by the ratio of how
many times the correct translation is one of the 200-
nearest neighbors of the projected point computed
by GLP.

The results in Table 4 clearly show that GLP can
find the best translation for very frequent source
phrases which is in line with previous work Mikolov
et al. (2013a). However, the accuracy for infrequent
phrases is poor. This explains why GLP helps rel-
atively little in our translation experiments because
our setup requires a method that can find good trans-
lations for infrequent source phrases.

5.5 Evaluation on Urdu-English

Resources for Urdu are limited compared to Arabic
(§5.1) which results in fewer word vectors and fewer
source phrases. This will also affect the quality of
the word vectors in Urdu, since more training data
usually results in better representations.

Table 5 shows that the improvements of both SLP
and LLP in Urdu-English are not as significant as
for Arabic-English. Our reimplementation of SLP
is ~ 1 BLEU better on the tuning set than the base-
line, and ~ 0.5 BLEU better on the test set. As ex-
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Figure 4: Examples of the generated rules from LLP.

pected, the translation quality improvement on small
corpora is not as significant as on large corpora like
Arabic, since the monolingual data in Urdu is much
smaller than for Arabic (75m tokens vs. 5b tokens)
which makes it more difficult to learn good represen-
tations. In general, with continuous representations,
SLP and LLP achieve similar performance to PMI-
based SLP but the projection based methods are or-
ders of magnitudes faster.

5.6 Analysis of Output

Figure 4 shows some examples of the translation
rules produced by our system. The first five ex-
amples are for the Arabic-English system, while the
last five are for the Urdu-English system. All source
phrases are unknown to the baseline system which
usually results in sub-optimal translations. Our sys-
tem on the other hand, managed to generate trans-
lation rules for them. The Arabic-English exam-
ples show mostly morphological variants of phrases
which did not appear in the parallel data; this can
be helpful for highly inflected languages since most
of the inflectional variations are underrepresented in
the parallel data. The Urdu-English examples show
mostly unknown phrases since there is much less
parallel data than for Arabic.

6 Conclusion and Future Work

In this work, we showed how simple continuous rep-
resentations of phrases can be successfully used to
induce translation rules for infrequent phrases and
demonstrated substantial gains in translation accu-
racy. Continuous representations not only increase
the speed of the semi-supervised approach of Saluja
et al. (2014) by two orders of magnitude but also
improve its accuracy at the same time. Simpler



linear projections are up to three orders of magni-
tudes faster once phrasal representations have been
learned and can be as accurate. Our novel local lin-
ear projection is much more accurate than the global
projection of Mikolov et al. (2013a) at only a small
increase in running time. This brings us closer to
generating new translation rules on-the-fly for un-
seen sentences. Finally, we showed that redundant
bit vectors are three times faster but also signifi-
cantly more accurate than locality sensitive hashing
in our setting. To our knowledge this is the first ap-
plication of redundant bit vectors on a natural lan-
guage processing task.

In future work, we would like to investigate more
elaborate projection schemes that use contextual in-
formation from the source side or non-linear projec-
tions. Furthermore, we would like to apply redun-
dant bit vectors to other NLP tasks.
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