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Abstract

This paper analyzes the topic identification
stage of single-document automatic text sum-
marization across four different domains, con-
sisting of newswire, literary, scientific and le-
gal documents. We present a study that ex-
plores the summary space of each domain
via an exhaustive search strategy, and finds
the probability density function (pdf) of the
ROUGE score distributions for each domain.
We then use this pdf to calculate the per-
centile rank of extractive summarization sys-
tems. Our results introduce a new way to
judge the success of automatic summarization
systems and bring quantified explanations to
guestions such as why it was so hard for the
systems to date to have a statistically signifi-
cant improvement over the lead baseline in the
news domain.

Umut Ozertem
Yahoo! Labs
701 First Avenue
Sunnyvale, CA 94089
umut @ahoo-i nc. com

Elena Lloret and Manuel Palomar
Department of
Software and Computing Systems
University of Alicante
San Vicente del Raspeig
Alicante 03690, Spain
{ell oret, mpal omar }@ll si . ua. es

units in this stage, as they are the smallest grammat-
ical units that can express a statement.

Since the sentences in a document are reproduced
verbatim in extractive summaries, it is theoretically
possible to explore the search space of this problem
through an enumeration of all possible extracts for
a document. Such an exploration would not only
allow us to see how far we can go with extractive
summarization, but we would also be able to judge
the difficulty of the problem by looking at the dis-
tribution of the evaluation scores for the generated
extracts. Moreover, the high scoring extracts could
also be used to train a machine learning algorithm.

However, such an enumeration strategy has an
exponential complexity as it requires all possible
sentence combinations of a document to be gener-
ated, constrained by a given word or sentence length.

Thus the problem quickly becomes impractical as
the number of sentences in a document increases and
the compression ratio decreases. In this work, we try
Topic identification is the first stage of the generto overcome this bottleneck by using a large cluster
ally accepted three-phase model in automatic tef computers, and decomposing the task into smaller
summarization, in which the goal is to identify theproblems by using the given section boundaries or a
most important units in a document, i.e., phrase$§near text segmentation method. As a result of this
sentences, or paragraphs (Hovy and Lin, 1999; Ligxploration, we generate a probability density func-
1999; Sparck-Jones, 1999). This stage is followeton (pdf) of the ROUGE score (Lin, 2004) distri-
by the topic interpretation and summary generatiohutions for four different domains, which shows the
steps where the identified units are further processétptribution of the evaluation scores for the gener-
to bring the summary into a coherent, human readted extracts, and allows us to assess the difficulty
able abstract form. The extractive summarizatioff each domain for extractive summarization.
systems, however, only employ the topic identifi- Furthermore, using these pdfs, we introduce a
cation stage, and simply output a ranked list of theew success measure for extractive summarization
units according to a compression ratio criterion. Irsystems. Namely, given a system’s average score
general, for most systems sentences are the prefermeer a data set, we show how to calculate the per-
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centile rank of this system from the corresponding Domain | upw | psw | pr | po | pow
pdf of the data set. This allows us to see the true Newswire| 641 | 101 | 84% | 1 | 641
improvement a system achieves over another, such Literary | 4973| 1148 | 77% | 6 | 196
as a baseline, and provides a standardized scoringScientific | 1989 | 160 | 92% | 9 | 221
scheme for systems performing on the same data set.|_egal 3469 | 865 | 75% | 18 | 192

2 Related Work Table 1: Statistical properties of the data seb.,, and

Despite the large amount of work in automatid’® represent the average number of words for each doc-
P 9 Ument and summary respectivelyr indicates the av-

text summarization, there are only a few studiegyage compression ratio; ang: andyic., represent the

in the literature that employ an exhaustive searchyerage number of sections for each document, and the
strategy to create extracts, which is mainly due taverage number of words for each section respectively.
the prohibitively large search space of the prob-

lem. Furthermore, the research regarding the align- .
- domains we used 50 documents and only one sum-
ment of abstracts to original documents has shown .
. , . 1ary for each document, except for newswire where

great variations across domains (Kupiec et al., 1995: .
] - we used two summaries per document. For the
Teufel and Moens, 1997; Marcu, 1999; Jing, 2002 ) . : )
. A newswire domain, we selected the articles and their
Ceylan and Mihalcea, 2009), which indicates that .
) e . summaries from the DUC 2002 data $etFor the
the extractive summarization techniques are not ap

. . iterary domain, we obtained 10 novels that are lit-
plicable to all domains at the same level. ) . o
erature classics, and available online in text format.
In order to automate the process of corpu

) : o li‘urther, we collected the corresponding summaries
construction for automatic summarization system

(ar, 1999 use exhausive searh 10 generaf e T4 1O waioue wetaios st o
the bestExtractfrom a given(Abstract, Textjuple, ' ’ P

where the bedExtractcontains a set of clauses from(www.sparknotes.com), which make available hu-

Textthat have the highest similarity to the givab- man gene_rated abstracts for literary works. These
stract sources give a summary for each chapter of the

” novel, so each chapter can be treated as a sepa-
In addition, (Donaway et al., 2000) used exhaus- P SEp

. rate document. Thus we evaluate 50 chapters in to-
tive search to create all the sentence extracts N .

.tal. For the scientific domain, we selected the ar-

length three starting with 15 TREC Documents, Ir}icles from the medical journahutoimmunity Re-

order to judge the performance of several summary .
. ) . iew$ were selected, and their abstracts are used
evaluation measures suggested in their paper.

Finally, the study most similar to ours was done > summaries. Finally, for the legal domain, we
o . .. gathered 50 law documents and their correspondin
by (Lin and Hovy, 2003), who used the articles Wlthg P g

summaries from the European Legislation Website,
less than 30 sentences from the DUC 2001 data P g

Sthich ises four t f lawsGouncil Di-
to find oracle extractsof 100 and 150 (+5) words. WhICh comprises Tour types o ‘awstounct L

. rectives Acts CommunicationsandDecisionsover
These extracts were compared against one summary . . .

. Séveral topics, such as society, environment, educa-
source, selected as the one that gave the h|gh§%t

. . d n, economics and employment.
inter-human agreement. Although it was conclude ;

. . Although all the summaries are human generated
that a 10% improvement was possible for extrac-

. o . : abstracts for all the domains, it is worth mention-
tive summarization systems, which typically score

. I\?\P that the documents and their corresponding sum-
around the lead baseline, there was no report on how. . o - .
e . . o maries exhibit a specific writing style for each do-
difficult it would be to achieve this improvement,

which is the main obiective of our paer main, in terms of the vocabulary used and the length
) paper. of the sentences. We list some of the statistical prop-

3 Description of the Data Set erties of each domain in Table 1.

. . . http://www-nlpir.nist.gov/projects/duc/data.html
Our data set is composed of four different domains:  2http:/mww.elsevier.comiwps/product/cumme/622356

newswire, literary, scientific and legal. For all the >http://eur-lex.europa.eu/en/legis/index.htm
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4 Experimental Setup text segmentation algorithm by (Utiyama and Isa-

_ _ _ _ hara, 2001). In all cases, we let the algorithm pick
As mentioned in Section 1, an exhaustive searctlﬂe number of segments automatically.

algorithm requires generating all possible sentence To evaluate the sections. we modified ROUGE

com_bm_a'qons from a document, gnd evaluating eaqﬂrther so that it applies the length constraint to the
one individually. For example, using the values fron}:xtracts only, not to the model summaries. This is

;I_'alglehl, :;:nd assur:mng ZOfWOLdS per sgnten_ce, Wie to the fact that we evaluate the extracts of each
Ind that the search space for the news domain cogg.iqn individually against the whole model sum-

entific d(_)maln gl\_/es ?Sé Sh) x 50 ; 8.56 > 10 document extract, simply by summing up the re-
summaries. Obviously the search space gets mU_EQ” scores of each section extracts. The precision

biggerforth_e legal and literary domains due to thelgCore for the entire document can also be found by
larger text size. ) adding the weighted precision scores for each sec-
In order to be able to cope with such a huggj,, \here the weight is proportional to the length

search space, the first thing we did was to modify¢ ihe section in the original document. In our study,
the ROUGE 1.5.5Perl script by fixing the parame- however, we only use recall scores.

ters to t_ho.se usedin the buc exper_ime'i'h&nd also Note that, since for the legal, scientific, and lit-
by modifying the way it handles the input and Outloulerary domains we consider each section of a doc-

to make it su.ltable f.or streaming on the cluster. ument independently, we are not performing a true
The resulting script evaluates around 25-30 SUMsypy 4 stive search for these domains, but rather solv-
maries per second on an Intel 2.33 GHz processqfy 5 suhoptimal problem, as we divide the number
Next, we streamed the resulting ROUGE script fop¢yords in the model summary to each section pro-
each (document, summary) pair on a large clustefyional to the section's length. However, we be-
of computgrs running on an Hadoop Map-Reducgeye that this is a fair assumption, as it has been
framework” Based on the size of the search spacgqn repeatedly in the past that text segmentation
for a (document, summary) pair, the number of comMyg| s improving the performance of text summariza-
puters allocated in the cluster ranged from just a feyy,, systems (yen Kan et al., 1998; Nakao, 2000:

to more than one thousand. Mihalcea and Ceylan, 2007).
Although the combination of a large cluster and a

faster ROUGE is enough to handle most of the doG  Exhaustive Search Algorithm

uments in the news domain in just a few hours, a

simple calculation shows that the problem is stillimLet Ei, = Si,, Si,, ..., Si, be thei'® extract that
practical for the other domains. Hence for the sciefl@s k sentences, and generated from a document
tific, legal, and literary domains, rather than consid? With n sentenced) = 53,5,,...,S,. Further,
ering each document as a whole, we divide them int§t len(S;) give the number of words in sentence
sections, and create extracts for each section suéj We enforce thats;, satisfies the following con-
that the length of the extract is proportional to theéstraints:

length of the section in the original document. For

the legal and scientific domains, we use the given len(Ei,) = len(Si) + ... +len(Sy) > L
section boundaries (without considering the subseden(E;, ,) = len(S;)+...+len(S;, ,) <L
tions for scientific documents). For the novels, we

treat each chapter as a single document (since eathere L is the length constraint on all the extracts
chapter has its own summary), which is further diof documentD. We note that for any®;,, the or-

vided into sections using a publicly available lineagler of the sentences if;, _, does not affect the

- ROUGE scores, since only the last sentence may be
“http://berouge.com

n2-x-m-24-u-c95-r1000-fA-p0.5-t0 "http://mastarpj.nict.go.jp/ mutiyama/software/textseg/textseg-
Shttp://hadoop.apache.org/ 1.211.tar.gz
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chopped off due to the length constrafrilence, we * T T T T T hessoazdoziodal

start generating sentence combinati¢fisin lexico- ol
graphic order for r = 1...n, and for each combina-  «
tion E;, = S;,, Siy, ..., Si, Wherek > 1, we gener- s |

ate additional extractEgk by successfully swapping =}
S;; with S;, forj =1,...,k — 1 and checkingto see x|
if the above constraints are still satisfied. Therefore ,|
from a combination withk sentences that satisfies
the constraints, we might generate upkte- 1 ad-
ditional extracts. Finally, we stop the process either
whenr = n and the last combination is generated, MH HHHW .

or we cannot find any extract that satisfies the con- °© 20 0 @0 s 60 70 80 0 o0
straints forr.

15 |

10 |

Figure 1: The normalized histogral?nof ROUGE-1 re-
call scores for the newswire document AP890323-0218.

6 Generating pdfs

tion. This can be done iteratively by keeping a mov-
Once the extracts for a document are generated a, average. We illustrate this procedure in Algo-

evaluated, we go through each result and assign Fi?hm 1, whereK represents the number of docu-
recall score to a range, which we refer to as a bir}nents in a domain.

We usel, 000 equally spaced bins betweé&nand

1. As an example, a recall score @#6873 would  Algorithm 1 Combinehi’s fori = 1, ..., K to cre-
be assigned to the bijt).468,0.469]. By keeping gtep,, the histogram for domaid.

a count for each bin, we are in fact building a his=7" ha =}

togram of scores for the document. Let this his-,. <. - ] 1o N do

togram beh, andh[j] be the value in thg'" bin of L hali] = ﬁlm

the histogram. We then define the normalized his-

= 4: end for

togram/. as: 5. for i = 2to K do

- N 6:  hy={}

hljl = —x—— hljl (1) 7 forj=1toNdo

2.i=1 hlJ] 8: for k = 1to N do

whereN = 1,000 is the number of bins in the his- 9 a = round(((kx* (i —1)) +7)/i)
togram. Note that since theidth of each bin is%;,  10: hila) = hila] + (halk] = R'[4])
the Riemann sum of the normalized histogrars 1L end for

equal to 1, soh can be used as an approximationt2: ~end for
to the underlying pdf. As an example, we show thé3:  hd = hy
histogram for the newswire document AP890323- 14: end for
0218 in Figure 1.

We combine the normalized histograms of all the The resulting histograrh,, when normalized us-
documents in a domain in order to find the pdf foing Equation 1, is an approximation to the pdf for
that domain. This requires multiplying the valuedomaind. Furthermore, we used theund() func-
of each bin in a document’s histogram, with alltion in line 9, which rounds a number to the nearest
the other possible combinations of bin values takemteger, as the bins are indexed by integers. Note
from each of the remaining histograms, and assigthat this rounding introduces an error, which is dis-
ing the result to the average bin for each combindributed uniformly due to the nature of theund()
function. Itis also possible to lower the affect of this

8 .

N h n ke th heren f extr n - . . . .

ote that we do not take the coherence of extracts into ace(rjror with higher resolutions (i.e. larger number of
count, i.e. the sentences in an extract do not need to be sorté

in order of their appearance in the original document. We alsBiNS)- m. Eigure 2, we show a samplg, Obtair‘ed
do not change the position of the words in a sentence. by combining 10 documents from the newswire do-
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20

ROUGE-1

' “newswir‘e_lO-ROU‘GE-l.da{"‘

s} 1 Domain I ‘ o ‘ max ‘ min
6] 1 Newswire | 39.39 | 0.87 | 65.70 | 20.20
Ll Literary | 45.20| 0.47 | 63.90| 28.40
Scientific | 45.99 | 0.68 | 71.90| 24.20
[ Legal 72.82| 0.28 | 82.40| 62.80
or 1 ROUGE-2
er 1 Domain I \ o \ max \ min
or 1 Newswire | 11.57| 0.79 | 37.40| 1.60
of | Literary 541 | 0.34| 16.90| 1.80
.1 Scientific | 10.98 | 0.60 | 33.30| 1.30
‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ Legal 28.74| 0.29 | 40.90| 19.60
0 0 0.1 0.2 03 0.4 05 0.6 0.7 0.8 0.9 1 ROUG E_SU4
Domain 1 \ o \ max \ min
Figure 2: An example pdf obtained by combining 10 doc- Newswirel 15331 0691 38.10| 6.40
ument histograms of ROUGE-1 recall scores from the Literary 13.28| 0.30| 24.30| 6.90
newswire domain. The x-axis is normalized to [0,1]. Scientific | 16.13| 050 | 35.80! 6.20
Legal 35.63| 0.25| 45.70| 28.70
main.
Recall from Section 4 that the documents in Table 2: Statistical properties of the pdfs

the literary, legal, and scientific domains are di-
vided into sections either by using the given sectiog Results
boundaries or by applying a text segmentation al-
gorithm, and the extracts of each section are théfhe ensemble distributions of ROUGE-1 recall
evaluated individually. Hence for these domains, wecores per document are shown in Figure 3. The
first calculate the histogram of each section individensemble distributions tell us that the performance
ually, and then combine them to find the histogramof the extracts, especially for the news and the sci-
of a document. The combination procedure for thentific domains, are mostly uniform for each docu-
section histograms is similar to Algorithm 1, excepment. This is due to the fact that documents in these
that in this case we do not keep a moving averagepmains, and their corresponding summaries, are
but rather sum up the bins of the sections. Noteritten with a certain conventional style. There is
that when bini andj are added, the resulting val- however a little scattering in the distributions of the
ues should be expected to be half the times in biliterary and the legal domains. This is an expected
i+ j, and half the times im+ j — 1. result for the literary domain, as there is no specific
summarization style for these documents, but some-
how surprising for the legal domain, where the effect
is probably due to the different types of legal docu-
] ) ments in the data set.
legn a pdf for a domain, the success of a §ystem The pdf plots resulting from the ROUGE-1 recall
having a ROUGE recall score df could be Sim- .05 are shown in Figure?4in order to analyze
ply measured by finding the area bounded 8y he 4 plots, and better understand their differences,
This gives us the percentile rank of the system iR e 5 jists the meany and the standard deviation
the overall distribution. Assuming < S < 1,1ty eaqres of the pdfs, as well as the average min-
§ = [N x 5], then the formula to calculate the per- 1, and maximum scores that an extractive sum-
centile rank can be simply given as: marization system can get for each domain.
By looking at the pdf plots and the minimum and
maximum columns from Table 2, we notice that for

7 Calculating Percentile Ranks

5
100 —. -
PR(S) = N E hd[l] ) ®Similar pdfs are obtained for ROUGE-2 and ROUGE-SU4,
i=1 even if at a different scale.
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Figure 3: ROUGE-1 recall score distributions per documentNewswire, Literary, Scientific and Legal Domains,
respectively from left to right.

o — - sy sorolos T — " eacsoRoUeE Laa — 8 egusoROUGE Laar —

Figure 4: Probability Density Functions of ROUGE-1 recalbres for the Newswire, Literary, Scientific and Legal
Domains, respectively from left to right. The resolutiorntloé x-axis is increased to 0.1.

all the domains, the pdfs are long-tailed distribudifferent extractive summarization systems on our
tions. This immediately implies that most of thedata set. The first system that we implement s called
extracts in a summary space are clustered arouhndom and gives a random score betweeand
the mean, which means that for automatic summa#0 to each sentence in a document, and then se-
rization systems, it is very easy to get scores arourldcts the top scoring sentences. The second system,
this range. Furthermore, we can judge the hardneksad implements the lead baseline method which
of each domain by looking at the standard deviatakes the firs& sentences of a document until the
tion values. A lower standard deviation indicates ength limit is reached. Finally, the last system that
steeper curve, which implies that improving a syswe implement iSTextRankwhich uses a variation of
tem would be harder. From the table, we can inthe PageRank graph centrality algorithm in order to
fer that the legal domain is the hardest while thédentify the most important sentences in a document
newswire is the easiest. (Page et al., 1999; Erkan and Radev, 2004; Mihalcea
Comparing Table 2 with the values in Table 1,and Tarau, 2004). We selected TextRank as it has a

we also notice that the compression ratio affects tH€formance com!oetmve_ with the top systems par-
performance differently for each domain. For exliciPating in DUC '02 (Mihalcea and Tarau, 2004).
ample, although the scientific domain has the highW? W(_)l_“d also like to mentlon that for the literary,
est compression ratio, it has a higher mean thaipientfic, and legal domains, the systems apply the
the literary and the newswire domains for ROUGEg;llgorlt_hms for each section a_nd each section is eval-
1 and ROUGE-SU4 recall scores. This impIieé’ated mdependently,. ar\d thelrres_ultlng recall scores
that although the abstracts of the medical journaR'® Summed up. This is needed in order to be con-
are highly compressed, they have a high overIaﬂStent with our exhaustive search experiments.

with the document, probably caused by their writ- 1o ROUGE recall scores of the three systems are
ing style. This was in fact confirmed earlier by they, o\ in Table 3. As expected, for the literary and
experiments in (Kupiec et al., 1995), where it Waffegal domains, th&®andom and theLead systems

found out that for a data set of 188 scientific arti-Score around the mean. This is due to the fact that

cles, 79% of the sentences in the abstracts could pe, leading sentences for these two domains do not

perfec_tly matched with the sentences in the COITEr yicate any significance, hence theadsystem just

sponding documents. behaves lik&Random However for the scientific and
Next, we confirm our experiments by testing thremewswire domains, the leading sentences do have
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ROUGE-1 ROUGE-1
Domain | Random| Lead | TextRank Domain | Random| Lead | TextRank
Newswire | 39.13 | 45.63 44.43 Newswire | %39.18 | %99.99| 9%99.99
Literary 45.39 | 45.36 46.12 Literary 2%62.89 | %62.89| %97.90
Scientific 4575 | 47.18 49.26 Scientific | %42.30 | %95.56| %99.87
Legal 73.04 | 72.42 74.82 Legal %79.47 | %16.19| %99.99

ROUGE-2 ROUGE-2
Domain | Random| Lead | TextRank Domain | Random| Lead | TextRank
Newswire| 11.39 | 19.60 17.99 Newswire | %39.57 | %99.99| %99.99
Literary 5.33 5.41 5.92 Literary 2%42.20 | %54.32| %94.34
Scientific 10.73 | 12.07 12.76 Scientific %35.6 | %96.03| %99.79
Legal 28.56 | 28.92 31.06 Legal %36.68 | %75.38| %99.99

ROUGE-SU4 ROUGE-SU4

Domain | Random| Lead | TextRank Domain | Random| Lead | TextRank
Newswire | 15.07 | 21.58 20.46 Newswire | %40.68 | %99.99| %99.99
Literary 13.21 | 13.28| 13.81 Literary %46.39 | %46.39| %96.84
Scientific 15.92 17.12 17.85 Scientific | %36.37 | %97.69| %99.94
Legal 35.41 | 35.55 37.64 Legal 2%23.53 | %42.00| %99.99

Table 3: ROUGE recall scores of the Lead baseline, Texrable 4: Percentile rankings of the Lead baseline, Tex-
tRank, and Random sentence selector across domainstRank, and Random sentence selector across domains

importance so théeadsystem consistently outper-the newswire domain although the systems have
forms Random Furthermore, althougfiextRanks 1.20, 1.61, and 1.12 difference in their ROUGE-1,
the best system for the literary, scientific, and legdROUGE-2, and ROUGE-SU4 scores respectively.
domains, it gets outperformed by thead system The high percentile for théead system explains

on the newswire domain. This is also an expected rghy it was so hard to improve over these baseline in
sult as none of the single-document summarizatigprevious evaluations on newswire data (e.g., see the
systems were able to achieve a statistically signifevaluations from the Document Understanding Con-
cantimprovement over the lead baseline in the previerences). Furthermore, we see from Table 2 that the
ous Document Understanding Conferences (DUC)upper bounds corresponding to these scores are 65.7,

The ROUGE scoring scheme does not tell us how’-4, and 38.1 respectively, which are well above
much improvement a system achieved over anothd}oth theTextRankand theLead systems. There-
or how far it is from the upper bound. Since we nowore, the percentile rankings of theadand theTex-
have access to the pdf of each domain in our data sétanksystems for this domain do not seem to give
we can find this information simply by calculatingus clues about how the two systems compare to each

the percentile rank of each system using the formuf@ther, nor about their actual distance from the up-
given in Equation 2. per bounds. There are two reasons for this: First,

fs we mentioned earlier, most of the summary space

The percentile ranks of all three systems for eac - ) o
domain are shown in Table 4. Notice how differenfO"SIStS ofeasyextracts, which make the distribu-
'gn long-tailed!® Therefore even though we have

the gap is between the scores of each system el ) _ s , .
time, compared to the scores in Table 3. For eﬂu'te a t_)'t of s_y_stems achieving high §c_ores, their
ample, we see in Table 3 thaextRankon scientific number is negligible compared to the millions of ex-
domain has only a 3.51 ROUGE-1 score improvet-raCtS that are clustered around the mean. Secondly,
ment over a system that randomly selects sentenci§ nged a h|ghe|.r resolution (_|.e. larger number of
to include in the extract. However, Table 4 tells u?'ns) in constructing the pdfs in order to be able to

that this improvement is in fact 57.57%. e _
This also accounts for the fact that even though we might
From Table 4, we see that bOfFEXtRanka'_“d have two very close ROUGE scores that are not statistically sig-
the Lead system are in the 99.99% percentile ohificant, their percentile rankings might differ quite a bit.
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see the difference more clearly between the two sys- Furthermore, except for the literary domain, the
tems. Finally, when comparing two successful syspercentile rank of thextRanksystem is also very
tems using percentile ranks, we believe the use ofose to the upperbound. This result does not sug-
error reduction would be more beneficial. gest that additional improvements cannot be made
As a final note, we also randomly sampled exi these domains, but that making further improve-
tracts from documents in the scientific and legal donents using only extractive summarization will be
mains, but this time without considering the sectiogonsiderably difficult. Moreover, in order to see
boundaries and without performing any segmentdhese future improvements, a higher resolution (i.e.
tion. We kept the number of samples for each dodarger number of bins) will be needed when con-
ument equal to the number of extracts we generaté@ructing the pdfs.
from the same document using a divide-and-conquer In all our experiments we used the ROUGE
approach. We evaluated the samples using ROUGH-in, 2004) evaluation package and its ROUGE-
1 recall scores, and obtained pdfs for each domaih ROUGE-2, and ROUGE-SU4 recall scores. We
using the same strategy discussed earlier in the paould like to note that since ROUGE performs its
per. The resulting pdfs, although they exhibit simievaluations based on the n-gram overlap between
lar characteristics, they have mean valyésafound the peer and the model summary, it does not take
10% lower than the ones we listed in Table 2, whicl@ther summary quality metrics such as coherence
supports the findings from earlier research that se@nd cohesion into account. However, our goal in this

mentation is useful for text summarization. paper was to analyze the topic-identification stage
only, which concentrates on selecting the right con-
9 Conclusions and Future Work tent from the document to include in the summary,

and the ROUGE scores were found to correlate well
In this paper, we described a study that explores thwith the human judgments on assessing the content
search space of extractive summaries across four ddverlap of summaries.
ferent domains. For the news domain we generated In the future, we would like to apply a similar ex-
all possible extracts of the given documents, anbaustive search strategy, but this time with differ-
for the literary, scientific, and legal domains we fol-ent compression ratios, in order to see the impact
lowed a divide-and-conquer approach by chunkingf compression ratios on the pdf of each domain.
the documents into sections, handled each sectiGurthermore, we would also like to analyze the
independently, and combined the resulting scores high scoring extracts found by the exhaustive search,
the end. We then used the distributions of the evaln terms of coherence, position and other features.
uations scores to generate the probability densitguch an analysis would allow us to see whether these
functions (pdfs) for each domain. Various statisticagxtracts exhibit certain properties which could be
properties of these pdfs helped us asses the difficultysed in training machine learning systems.
of each domain. Finally, we introduced a new scor-
ing scheme for automatic text summarization syshcknowledgments
tems that can be derived from the pdfs. The newhe authors would like to thank the anonymous re-
scheme calculates a percentile rank of the ROUGHRiewers of NAACL-HLT 2010 for their feedback.
1 recall score of a system, which gives scores in the The work of the first author has been partly sup-
range [0-100]. This lets us see how far each sygorted by an award from Google, Inc. The work of
tem is from the upper bound, and thus make a bettére fourth and fifth authors has been supported by an
comparison among the systems. The new scoriffePl grant (BES-2007-16268) from the Spanish Min-
system showed us that while there is a 20.1% gaptry of Science and Innovation, under the project
between the upper bound and the lead baseline foEXT-MESS (TIN2006-15265-C06-01) funded by
the news domain, closing this gap is difficult, as théhe Spanish Government, and the project PROME-
percentile rank of the lead baseline system, 99.99%FEO Desarrollo de Tcnicas Inteligentes e Interacti-
indicates that the system is already very close to theas de Minera de Textos (2009/119) from the Valen-
upper bound. cian Government.
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