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Statistical language models have recently been successfully applied to many information retrieval prob-
lems. A great deal of recent work has shown that statistical language models not only achieve superior
empirical performance, but also facilitate parameter tuning and provide a more principled way, in general,
for modeling various kinds of complex and non-traditional retrieval problems.

The purpose of this tutorial is to systematically review the recent progress in applying statistical language
models to information retrieval with an emphasis on the underlying principles and framework, empirically
effective language models, and language models developed for non-traditional retrieval tasks. Tutorial at-
tendees can expect to learn the major principles and methods of applying statistical language models to
information retrieval, the outstanding problems in this area, as well as obtain comprehensive pointers to
the research literature. The tutorial should appeal to both people working on information retrieval with an
interest in applying more advanced language models and those who have a background on statistical lan-
guage models and wish to apply them to information retrieval. Attendees will be assumed to know basic
probability and statistics.

The outline of the tutorial is as follows:

1. Introduction

(a) Information Retrieval (IR)
(b) Statistical Language Models (SLMs)
(c) Applications of SLMs to IR

2. The Basic Language Modeling Approach

(a) Query likelihood document ranking
(b) Smoothing of language models

(¢) Why does it work?

(d) Variants of the basic LM

3. More Advanced Language Models

(a) Improving the basic LM approach
(b) Feedback and alternative ways of using LMs

4. Language Models for Special Retrieval Tasks

(a) Cross-language IR
(b) Distributed IR
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(c) Structured document retrieval

(d) Personalized/context-sensitive retrieval
(e) Expert retrieval

(f) Modeling redundancy

(g) Predicting query difficulty

(h) Subtopic retrieval

5. A General Framework for Applying SLMs to IR

(a) Risk minimization framework
(b) Special cases
(c) Generative relevance hypothesis

6. Summary

(a) SLMs vs. traditional methods: Pros & Cons
(b) What we have achieved so far
(c) Challenges and future directions
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